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Abstract

Virtual clinical trials (VCTs) can satisfy the need for rigorous clinical trials by using distributed technological solutions that eliminate the need for a physical trial site. This report explores potential benefits of using virtual reality (VR) to provide a “virtual site” for VCTs, a shared immersive hub in which VCT participants could experience elements of the trial and interact with the trial team. VR is a communication technology that has been emerging alongside the development of VCTs, although they have never been merged in a substantial way. Many of the gaps within the VCT paradigm are areas in which VR excels. VR environments are standardized and precisely uniform, the technology allows introduction of an almost endless set of stimuli to participants’ visual and auditory systems, and VR systems are adept at capturing precise movement and behavioral data. Although VR has not yet found its way into VCTs, much of the groundwork for such integration has been laid through research and technological development achieved in the past few years. Future implementation of VR within VCTs could move us from site-less trials to those with a virtual site serving as a hub for trial information provision, interaction with trial representatives, administration of evaluations and assessments, and more.

(J Med Internet Res 2020;22(1):e15582) doi:10.2196/15582

KEYWORDS
virtual reality; virtual clinical trials; eHealth

Introduction

Rapid innovation in health and health care technologies, interventions, and products require the attendant proliferation of rigorous clinical trials to evaluate their efficacy and effectiveness. To meet these needs, the field has been slowly moving toward increasing adoption of virtual clinical trials (VCTs). VCTs go by many names (eg, site-less, remote, decentralized, direct-to-patient, and patient-centered trials), but these generally involve evaluating the effect of a clinical intervention (often a pharmaceutical product) within research participants’ own settings, as opposed to a clinical trial site. They satisfy the need for rigorous clinical trials performed among a diverse sampling of the appropriate population, using benefits conferred by distributed technological solutions (eg, mobile phone apps) that are often already present in the homes and routines of research participants under study. Boosters of the model submit that VCTs can reduce costs, shorten trial timelines, increase protocol adherence, and boost recruitment numbers and participant diversity, while simultaneously allowing for continuous real-world data collection in the context of real-life settings and events [1,2]. These trials typically provide participant access to research teams through Web-based portals, sometimes provide home visits, and collect data through networked wearables and medical devices, surveys, and other means. Although there are certainly complexities related to the massive amount of data generated, safety concerns, and other considerations, this approach holds great potential for growth. Indeed, if we think beyond trials involving pharmaceuticals and therapeutics, these site-less trials have been flourishing for years in the context of evaluating products and interventions (such as mobile health apps) intended to be widely deployed in free-living environments.

Still, since the dawn of the VCT, there has been argument for retaining the clinical site. Distributing data collection introduces a lack of standardization, a lack of relationship between the trial team and participants, the inability to collect certain types of data, and a lack of researcher knowledge about the contextual
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details of data collection, including whether the intended individual is participating in trial activities [3]. For these and other reasons, there may be benefits to providing a “virtual site” for VCTs—a shared immersive hub in which every VCT participant could experience trial elements and interact with the trial team (Figure 1).

**Figure 1.** Relationships among virtual clinical trial elements incorporating virtual reality.

**Virtual Reality to Augment Virtual Clinical Trials**

It is time to consider whether and how virtual reality (VR) could be used to augment VCTs. VR is a communication technology that has been emerging alongside VCTs, and although they share a component of their name, they have not been merged in a substantial way. There are several arguments for doing so. Many of the gaps left by the VCT paradigm are areas in which VR excels. VR environments are digital; thus, they are very precisely uniform, and the technology allows introduction of an almost endless set of stimuli to participants’ visual and auditory systems (and sometimes other sensory systems as well). VR is adept at capturing precise movement and behavior data; indeed, user movement drives the very operation of VR systems. Such data collection could also provide information on participant adherence to elements of the trial regimen, as well as data points to demonstrate that the intended individual is participating in the remote trial. Indeed, individuals’ VR data are unique and identifiable in terms of elements such as eye height, gait, and movement patterns [4]. Although other related technologies, such as mobile phone apps, and nonimmersive virtual environments may likewise confer benefits for VCTs, these particular elements (immersion in uniform but realistic simulations, unique data signatures generated by body movement) are unique to VR.

**Virtual Reality Research Relevant for Remote Interactions**

With the aging of the American population, evaluation and therapy in home settings have become a major focus within the VR industry. For example, researchers have begun to assess the ability of patients to use VR apps for physical and occupational therapy self-assessment and exercises in the home, with generally favorable results [5-7]. This research has sensibly occurred primarily in domains where mobility can be an issue and where home-based activities are already the norm. This is a potential starting point for VR-based motion or mobility assessments in VCTs where interventions under study influence these processes. This is, however, only a single area of development. Given a very active VR development community around health, health care, and wellness, there are many use cases soon to be ripe for the picking. For example, VR assessments of neuropsychological processes and outcomes have been developed both in the context of noninterventional natural history trials and in pharmaceutical trial contexts. For example, in laboratory-based work, researchers have used VR classrooms and driving simulators to evaluate effects of psychostimulants [8-10]. Researchers have also developed VR environments to elicit and assess stress reactivity in both laboratory-standard and in ecologically realistic ways [11-13]. Cognitive and executive function evaluation is another area of
active VR development, wherein testing takes place in a lifelike virtual environment (eg, a virtual grocery store) to provide consistency between trials and between patients [14]. Elicitation and evaluation of craving and substance use behavior using VR environments have become quite sophisticated in recent years [15,16], alongside VR-based food choice measures [17-19]. These tools could provide standardized environments in which to measure specific reactions and behaviors associated with interventions under study. They also allow evaluation in the face of such stimuli without sending participants into the way of potential harm. Although many VR environments are typically designed to bring elements of the real world (bars, liquor stores, cafeterias, etc) into sterile laboratory environments, they could provide standardized environments within a home context just as compellingly.

In addition, note that applications of VR to VCTs need not be complicated or complex. Consider measuring resting blood pressure among VCT participants in the variety of home environments where this might occur—alone in a quiet room, versus surrounded by active children, watching a cooking show versus watching a true-crime show. Now consider what might be gained by having these measurements taken while all participants are relaxing on the same VR beach watching the waves roll in.

**Interpersonal Factors in Virtual Clinical Trials**

Also critical is the social component of clinical trials, along with the trust that can develop between participants and researchers. A VR-based communication hub for VCTs could reinsert some of the human element into these distributed studies. Many researchers have created VR clinical settings that could be leveraged as familiar and trustworthy contexts in which to convey clinical information to patients. Research on social VR, as well as work on telemedicine, has shown the ability of VR to support true social interactions and therapeutic alliance [20,21]. Use of VR to support interpersonal interaction between patients and trial staff could also be beneficial in the case of single-blind trials, wherein communication could be filtered or elements could be automated to reduce concerns about researcher expectations seeping into the encounter [22]. Although VR can convincingly mimic a clinical interaction [23,24], there may also be reason to embellish and explore new possibilities in these information exchanges. Patient education could be enhanced by bringing VCT participants into VR educational environments, for example, to help patients visualize health and medical data [25,26]. Clinical trialists could have a full arsenal of VR visualizations and demonstrations when explaining trial procedure, disease processes, medical procedures, treatment methods, and so on, within the consent process and as trials proceed.

**Why Now?**

Deploying VR to participant home environments has become increasingly possible because of massive growth in VR technology in recent years, as well as (much more slowly) growing ownership of VR hardware among consumers. VR hardware is available in a variety of form factors and price points. Although eventually, many trial participants may be able to bring their own VR equipment to trials, much as they might bring their own computer or mobile phone, at present, this would be an unlikely scenario. However, trial-provided equipment is common, and certainly, increased control over and standardization of trial equipment are likely of benefit at this stage.

**Limitations**

This is not to suggest that VR could or should be integrated into all, or even most, VCTs. There will be a great variation in the potential benefits of VR for a given trial, and these should be always weighed against potential risks and downsides. Already identified risks of VR in research include privacy and data security, as well as potential health and comfort risks of equipment use [27]. There are also some VR tools that, although effective, are best experienced while under the direct care of a health care professional, such as those aimed at addressing posttraumatic stress disorder [28]. These applications may not be appropriate for remote use. There may additionally be populations for whom home VR use will not be appropriate (eg, individuals with certain neurological conditions). Finally, as with all VCT tools, care must be taken to ensure that use protocols are easy to understand, seamless, and free of frustrations for participant populations.

**Conclusions**

VCTs and VR have grown up alongside but parallel to one another. The next steps toward enabling the integration of VR within VCTs include increasing distributed, site-less research on VR-based interventions. Indeed, clinical research within the VR research community itself is still somewhat emerging [29,30]. Most VR-centric health and medical research is currently performed in laboratory or medical settings; few evaluation trials have been distributed into individuals’ home contexts. By taking several smaller steps, such conducting more VCTs evaluating VR-based interventions and using VR tools as part of traditional clinical trials, the frameworks and optimal approaches for engaging research participants and integrating VR into workflows can be developed. As such, we can outline the pathway moving from site-less VCTs to trials that have a virtual site, serving as a hub for trial information provision, interaction with the trial team, administration of assessments, and more.
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Abstract
Recent advances in the collection and processing of health data from multiple sources at scale—known as big data—have become appealing across public health domains. However, present discussions often do not thoroughly consider the implications of big data or health informatics in the context of continuing health disparities. The 2 key objectives of this paper were as follows: first, it introduced 2 main problems of health big data in the context of health disparities—data absenteeism (lack of representation from underprivileged groups) and data chauvinism (faith in the size of data without considerations for quality and contexts). Second, this paper suggested that health organizations should strive to go beyond the current fad and seek to understand and coordinate efforts across the surrounding societal-, organizational-, individual-, and data-level contexts in a realistic manner to leverage big data to address health disparities.

(J Med Internet Res 2020;22(1):e16377) doi:10.2196/16377
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Introduction
The emergence of big data platforms is showing promise in addressing many public health problems, such as predicting and managing the spread of global infectious diseases by drawing on real-time data on social media [1,2], empowering people to monitor their health through wearable technologies and interact with health care providers through patient portals [3,4]. Big data are defined as extensive datasets characterized by 5 Vs—volume (size of the data), velocity (speed at which data are collected and processed), variety (types of data), veracity (trustworthiness of the data), and value (usefulness for decision making), which would require sophisticated computing infrastructure for storage, management, and analysis [5,6]. Although many are optimistic about big data in bringing significant improvements to individuals’ health [7,8], others have argued that implementation of big data or health informatics interventions could increase health inequality [9].

This is because health organizations (eg, hospitals, nongovernmental organizations, federal public health agencies, and academic institutions) that want to incorporate the use of big data in their work with underprivileged groups may arguably face additional challenges beyond computational complexities. In addition to the day-to-day data wrangling and predictive optimization, organizations working in public health also need to deal with the challenges, such as difficulty in recruiting, retaining, and obtaining data from population groups that have suffered disproportionately from disease burden. It is thus important to consider what are the challenges that impede underprivileged groups in achieving equitable health outcomes. This is critical to the success of deploying big data solutions to improve the health of underprivileged groups, as they may not have the resources to access some of the communication...
technologies (eg, wearable gadgets and smartphones) that are used as apparatus for health data collection, leading to a new digital data divide [10].

The objectives of this commentary were 2-fold. First, we have presented 2 emerging challenges—data absenteeism and data chauvinism—that could significantly dilute the effectiveness of big data and health informatics initiatives in health disparities research. Second, we have argued that organizations involved in public health work should strive to understand the collection and use of big data in different contexts and coordinate efforts across societal, organizational, individual, and data levels to effectively address health disparities.

The Perils of Big Data: Absenteeism and Chauvinism

Any attempts to draw on big data to address health disparities will face enormous challenges. Referring to underprivileged groups, a recent report by the United States Agency for International Development in identifying challenges to big data implementation in resource-poor settings underscored 2 main obstacles: the quantity and quality of data from the poor [11].

From the get-go, data from the poor are often not represented because of the lack of cyberinfrastructure in some locations or the poor might not have access to the technologies required for their data to be captured. Even if the poor are represented, the data are often messy and incomplete, and blind faith in these data points—even if they are voluminous—would lead to biased results and inaccurate interpretations [12]. These problems related to the quantity and quality of data are characterized as data absenteeism and chauvinism, respectively.

Data absenteeism describes an ironic phenomenon of data scarcity in a data-rich society, where data from underprivileged groups are not represented—or severely underrepresented—in the databases of health organizations [13]. For instance, a study on the diversity and representation of racial groups across 51 biobanks in the United States found that compared with the US census, there were statistically significantly lower enrollment numbers for Hispanics and Latinos (US census: 18%; selected biobanks: 7%), as well as Hawaiian and Pacific Islanders (US census: 0.2%; selected biobanks: 0.01%) [14]. In another example, a study using the Healthcare Effectiveness Data and Information Set (2012-2015) found that in the United States, less than half of Medicare, Medicaid, and commercial insurance plans reported complete or partially complete data on ethnicity of their members, although the Affordable Care Act specifically required population health surveys in federal health programs to collect and report items on race, ethnicity, and language as part of the drive to reduce health disparities [15]. In addition, research has shown that the users of health technologies (eg, mobile health apps) are more likely to be younger, be highly educated, and have higher levels of digital literacy skills [16], and it is not known how represented underprivileged groups are in health interventions using health technologies.

This is a major issue that has been repeatedly documented as underprivileged groups may be overlooked or may not have easy access to big data platforms or devices that are often used for collecting data [17], be it social media [18], smartphones [16], or internet patient portals [4]. Even if accessibility is not a problem, the underprivileged groups would still face additional barriers. For instance, a study on the use of internet patient portals by a population of diabetic adults in Northern California showed that racial minorities were more likely to request for password reset when accessing internet patient portals and logged on less, suggesting that even with access, they were still left behind [19].

Drawing from the ecological perspective of health, there is a myriad of societal, organizational, and individual factors that collectively explain why data from underprivileged groups are not represented [20]. On a societal level, social determinants (eg, education level and economic and employment status) and communication inequalities—unequal access to and use of communication technologies—are contributing factors to data absenteeism. For instance, underprivileged groups may struggle with having access to necessities and infrastructure, such as sanitation, water, and proper housing, and having the latest digital communication devices may not rank high compared with these basic necessities. In addition, many of these digital technologies (eg, wearable gadgets) used for collecting public health big data may simply be out of reach for groups from lower socioeconomic position because of the cost factor. From an organizational perspective, using big data to address health disparities may be perceived as a costly long-term investment, and many small health organizations at the community level that cater to underprivileged groups do not have the capacity (eg, comprehensive data architecture) or the human capital (eg, staff who know how best to turn data into insights to benefit the organization operationally) to do so. On the individual level, recent high-profile scandals on misuse of data on social media, such as the Facebook-Cambridge Analytica scandal [21], could further erode trust in health systems.

Data absenteeism has serious ramifications, and it has a profound impact on underprivileged groups even if the effects are not visible or tangible in the short run. As government and public health systems are increasingly using big data to automate solutions for decisions pertaining to who would get public assistance and financial aid, data absenteeism could further penalize the underprivileged groups. These groups that require the most financial assistance for health and medical services would not be in the very system to contribute to the development of the machine learning algorithms to identify them and further deprive them of the assistance they need.

The Perils of Data Chauvinism

The second peril that threatens big data’s efficacy in addressing health disparities is the problem of data chauvinism. Data chauvinism is the overconfidence that the acquisition of (big) data alone would be the panacea to health disparities, without due consideration for ensuring data quality when collecting data from the underprivileged groups. Clearly, the weaknesses and cracks of data chauvinism are visible in the light of some of the failings of high-profile projects, such as the Google Flu Trend (GFT) study, which overestimated the prevalence of flu compared with the Centers for Disease Control and Prevention’s...
(CDC) estimates from traditional reports from laboratories [22]. Certainly, quantity is not synonymous with quality, as fundamental threats to validity and reliability, such as data noise, confounds, and spurious relationships, needed to be accounted for when designing big data research and solutions. In the context of health disparities, the efficacy of big data in building models to predict outcomes may come under threat because of biases, such as self-selection and the lack of generalizability, resulting in overfitting of data [23].

As machine learning algorithms are typically trained on a training set before being applied to the test set, if there are inherent biases—reflected in the absence or incomplete data—in the training set, it would severely compromise the quality and accuracy of the prediction outcomes. Such instances of quantified discrimination have real-world repercussions and may further punish the underprivileged groups. In Indiana’s experiment with welfare eligibility automation, some from the underprivileged groups lost their Medicaid benefits because the algorithms wrongly diagnosed them as failing to cooperate, thus disqualifying them from receiving the benefits [24].

Towards Understanding Big Data in Context

Recognizing the twin perils of data absenteeism and data chauvinism in the context of big data use for health disparities research, what steps could organizations take to address them considering that many are moving toward the integration of big data solutions into their system? There are no obvious and easy solutions, but we suggest that health organizations should strive to go beyond solely cultivating computational competency and consider societal-, organizational-, individual, and data-level contexts when implementing big data research and solutions to address health disparities to avoid the pitfalls of data absenteeism and data chauvinism.

Societal-Level Context: Addressing Social Determinants and Communication Inequalities

First, to combat data absenteeism and data chauvinism when designing big data research or health informatics interventions, health organizations should seek to understand how societal-level contexts, such as social determinants and communication inequalities, are barriers to the underprivileged in reaping the benefits of big data. In the context of interventions using smartphones or wearable gadgets, researchers need to be mindful that providing access to digital devices does not fully remove structural obstacles for the underprivileged groups. Apart from the costs of purchasing digital devices, the poor would need to bear additional recurring costs that are often minute from the perspective of the average working class. These are known as connection maintenance costs [25], and they could be the time, energy, and money that the poor need to maintain the connection to digital devices. One example of such costs could be ensuring that bills are paid on time to ensure continuous internet or phone connectivity, which previous research has documented as the key impediment to successful adoption of electronic health (eHealth) interventions [26]. In addition, wearable gadgets and health apps often work best on the latest operating systems, and if the poor are not able to spend more money to get the latest gadgets to obtain the latest updates, they would be systematically left out. Without consideration for these costs, studies have shown that even with the provision of technology and internet access, the underprivileged groups still faced significant barriers in taking advantage of big data and new technologies that would significantly improve their health [27] if they are unable to pay for continuous access. Studies have documented that when the underprivileged groups were unable to pay their phone bills, it had severe ramifications, as frequent changes in phone numbers would result in disrupted care, leading to missed appointments and important paperwork (eg, insurance claims) deadlines [25].

To alleviate these latent costs, researchers should be mindful to factor in an additional budget to reduce the connection maintenance costs borne by the underprivileged groups, such as covering their cell phone bills for health app interventions. For instance, in a study examining health information seeking habits among the underprivileged groups, the researchers conducted a randomized controlled trial to examine if provision of home computers, broadband internet access, training in computer use, and a Web portal designed for low-literacy populations would significantly improve internet use [13]. The results showed that participants in the intervention group (ie, those who received computers, internet access, computer training, and a Web portal) were more likely to use the internet compared with the control group. This demonstrates that when researchers are mindful in addressing hidden costs (eg, bills for internet connection) that participants need to bear to be a part of big data research projects, it would significantly reduce structural barriers that prevent them from fully engaging with the research.

Organizational-Level Context: Forging Strategic Data Alliances

Next, one of the key strategies for health organizations—regardless if they are well resourced or not—is to take active steps to forge strategic data alliances with other organizations that leverage their comparative advantage and circumvent their own organizational constraints. For instance, although large health institutions may have the resources to implement big data solutions and research, they may not be as effective as community health centers in reaching out to the poor [28]. Small health organizations (eg, community health centers), on the contrary, may not have the necessary training or infrastructure to use big data. A recent study examining rural public health system leaders’ data needs in Alaska, Idaho, Oregon, and Washington found that they were ill equipped in data management and had limited experience with data analysis [29]. However, they would be valuable to large health organizations because of their access, experience, expertise, and relationship of trust established with the underprivileged groups [30]. Although this is easier said than done, there are a few practical ways to do this:
• Create Communities of Practice (CoP) where health organizations could come together periodically (e.g., annually) to share best practices of big data use in addressing health disparities, their challenges, and identify strategies to engage the underprivileged groups.

• Through the CoP, build a mentorship culture where personnel from organizations that are further along in their big data journey could mentor staff from health organizations that are getting started using big data for health disparities.

One potential example of a CoP is the recent launch of a US $100 million initiative by the Rockefeller Foundation and other global health partners that aim to specifically empower frontline community health workers with the most affordable and latest innovations in data science for improving health [31]. Part of the initiative would entail creating a knowledge and data sharing network where partnering countries could tap into a global team of data science experts committed to sharing of technical expertise and resources in the context of improving community health.

**Individual-Level Context: Building Trust With the Underprivileged Groups**

Recognizing that issues of privacy violation, loss of confidentiality, and data abuse [32] are some of the reasons at the individual level for mistrust and cynicism in how big data are used in the health care system, it is crucial that health organizations prioritize establishing trust with the underprivileged groups. To do so, health organizations should strengthen communication efforts such that literacy support should be provided for any informatics intervention [9], and the tangible benefits to participants and their communities should be made clear without jargon. Previous research that used eHealth interventions in community settings with people from underprivileged groups found that in-person presentations and personal contact with community members and organizations were the most effective in recruitment and participation [26]. In other words, the design of health big data research should incorporate people-powered data collaboratives, where end users or beneficiaries of health big data should be treated as stakeholders and brought to the table from the get-go to give them a stake in deciding how and when their data could be used on their own terms [33]. Eliciting a higher degree of participation and engagement from the underprivileged groups would strengthen relationships and cultivate a group identity and possibly a sense of belonging [34], thereby enhancing greater trust.

An example of this is the All of Us research program led by the National Institutes of Health in the United States, which aims to gather lifestyle, environmental, and biological data—Electronic Health Records (EHRs), blood samples, and information from wearables and surveys—from 1 million or more people from diverse groups in the United States to improve biomedical research to advance health [35]. To improve trust with participants, researchers provided participants access to their own data and the results of any laboratory tests they undertook [36]. In addition, the researchers sought participants’ feedback (in addition to experts) when drafting guidelines and frameworks on how the data could be better communicated with others.

**Data Context: Prioritize Science Over Data in the Use of Data Science**

Although understanding societal-, organizational-, and individual-level contexts would address data absenteeism, what can researchers do to avoid falling into the trap of data chauvinism? Ultimately, researchers within health organizations should prioritize scientific rigor in their use of data. There are 3 practical ways to do so. First, researchers should balance the a priori rigor of scientific inquiry with a data-driven paradigm and understand the context in which one would perform better than the other. The a priori scientific inquiry is the traditional scientific hypothesis testing approach where researchers first develop a set of research questions and hypotheses and set out to mine data to verify their assumptions. The data-driven paradigm draws much from existing machine learning approaches that seek to mathematically detect patterns in the data through the process of data wrangling, as well as refining algorithms from training datasets so that it could effectively predict outcomes [23]. Although there is nothing inherently wrong with this data-centric method, the danger of the current big data hype is the move toward a puritanical pursuit of being data driven at the expense of crowding out subject or domain experts or common sense. In the case of GFT, perhaps by taking a step back and asking the fundamental question of how reliable search queries were in serving as leading indicators of realities, it might attenuate the way the Google engineers thought about designing the algorithms and thus avoid the serious inflation of results.

Second, part of emphasizing the rigor of science is to consider data from multiple sources. After all, big data are not only about the volume but also the variety of sources. In the GFT example, one of the pitfalls was implicit algorithmic snobbery, where data and algorithms from Google were treated as superior compared with lagged data from the CDC. If, in the first place, the Google algorithms were dynamically recalibrated with CDC data (despite their limitations), it could have avoided the problem of overestimation [22].

Finally, health organizations should take steps to implement a data quality assessment framework, where researchers could evaluate their data in the context of the big questions on health disparities they are addressing. In this data quality assessment framework, researchers should go beyond addressing questions on why or what variables have missing values and aim to answer how effective the data are in helping researchers address the root causes of health disparities. For instance, although the application of machine learning and artificial intelligence algorithms on EHRs may tell us which patients from underprivileged groups are more likely to get readmitted to hospitals for the same problem, the data would not empower health care providers to assess how best to alleviate the conditions to prevent readmissions. Thus, a rigorous quality assessment of big data in health disparities should guide researchers from simply asking, “what can these data tell us”
to “how can these data points reduce disparities and what additional data would be required?”

Conclusions

The potential to actualize the promises of big data in bridging health disparities to some extent is contingent on health organizations’ efforts to address data absenteeism and data chauvinism. Although there are no easy solutions, it is crucial for health organizations to be keenly aware of both problems and develop a firm contextual understanding as well as coordinate strategies at the societal, organizational, individual, and data levels. Certainly, we agree that in the era of big data, taking small steps is crucial for success [37]; it also requires fundamental paradigm and attitudinal shifts within health organizations. Ironically, successful big data use in health disparities would require health organizations to look beyond data itself and to be intentionally inclusive so that no one is left behind so that the underprivileged could become the beneficiaries in the data revolution.
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Abstract

Open data is information made freely available to third parties in structured formats without restrictive licensing conditions, permitting commercial and noncommercial organizations to innovate. In the context of National Health Service (NHS) data, this is intended to improve patient outcomes and efficiency. EBM DataLab is a research group with a focus on online tools which turn our research findings into actionable monthly outputs. We regularly import and process more than 15 different NHS open datasets to deliver OpenPrescribing.net, one of the most high-impact use cases for NHS England’s open data, with over 15,000 unique users each month. In this paper, we have described the many breaches of best practices around NHS open data that we have encountered. Examples include datasets that repeatedly change location without warning or forwarding; datasets that are needlessly behind a “CAPTCHA” and so cannot be automatically downloaded; longitudinal datasets that change their structure without warning or documentation; near-duplicate datasets with unexplained differences; datasets that are impossible to locate, and thus may or may not exist; poor or absent documentation; and withholding of data for dubious reasons. We propose new open ways of working that will support better analytics for all users of the NHS. These include better curation, better documentation, and systems for better dialogue with technical teams.
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Background

Open data is briefly defined as data that anyone can access, use, modify, and share; more technical definitions are available from various sources [1]. Open data must, therefore, be shared in the public domain or provided under an open license, accessible and downloadable without charge, provided in a form that is machine readable, and provided in an open format, which itself places no restrictions on use.

The UK government has long recognized that simply publishing data is, in itself, not sufficient to meet these criteria and also not sufficient to drive change and innovation. The 2012 Open Data White Paper set out 14 information principles declaring that data should be easy to find, available without registration, and accompanied by meaningful descriptive text, alongside various other more technical recommendations [2]. It also adopted the 5-star scheme from Tim Berners-Lee for assessing the extent to which datasets are truly reusable: this ranges from unstructured proprietary documents through to fully linked data in nonproprietary formats with uniform resource identifiers. Although a swathe of data has been licensed appropriately for free reuse, the more detailed principles outlined in the White Paper have not been consistently adopted.

The National Health Service (NHS) in England has long agreed that transparency can lead to better outcomes for patients and taxpayers [3,4], and the Department of Health first requested publication of some prescriptions data as early as 1998 [5]. However, to our knowledge, there has been very little work describing how open health data are used in practice by NHS analysts, industry, or health researchers; and no prior work on the barriers was encountered.
Our group develops and maintains OpenPrescribing.net, an online and publicly accessible tool, to help users explore highly granular NHS primary care prescribing open data. It is widely used with over 15,000 unique users each month. Its users are predominantly from within the NHS, but industry and patient groups are also well represented. In England, the planning and commissioning of health care services for each local area is carried out by Clinical Commissioning Groups (CCGs), who alongside NHS England commission primary care services from individual general practitioner (GP) practices. GPs have considerable freedom in prescribing behavior, with the costs of prescriptions usually being borne by CCGs. The transfer of money from CCGs to pharmacies (and other organizations) who dispense prescriptions to patients is mediated by the NHS Business Services Authority (NHSBSA), which processes all prescribing transactions to determine correct payments. The NHSBSA is, therefore, also responsible for converting data submitted from pharmacies into a standard format. Although it exists for an economic purpose, the existence of this very high-quality dataset provides a unique opportunity to find ways to improve the quality, safety, and cost-effectiveness at all individual GP practices across England. Our tools support complex bespoke data queries alongside numerous predefined standard measures for safety, cost, and effectiveness. In total, 92.1% (176/191) of CCGs are signed up to monthly alerts, which automatically identify high-priority action items. We have published peer-reviewed research showing that prescribing is substantially improved in practices and CCGs where OpenPrescribing.net data are accessed [6].

OpenPrescribing.net is built on top of data that are theoretically publicly accessible. We have repeatedly encountered time-consuming barriers to accessing and processing these data. In this paper, we have described some of these barriers and made recommendations on how the NHS could share data more effectively.

The views set out below are informed by our technical work building OpenPrescribing.net but also by our broader background. The DataLab at the University of Oxford is a mixed team of software engineers, clinicians, academics, and analysts turning NHS data into tools and services to directly improve patient care. We aim to pool skills and combine best practices from software engineering and academia, producing open source software, open prototypes, and open workbooks. On GitHub, under open licenses, we have shared 44,000 lines of code in 34 public repositories with over 5000 commits; 850 Python files; 105 Structured Query Language (SQL) files containing 4600 lines of SQL; 140 Jupyter notebooks; and over 1000 GitHub issues, each containing detailed descriptions of specific problems we have encountered and their technical solutions. Many of us have also worked previously in organizations that promote open access to knowledge. In more concrete terms, as reference to our experience of working with NHS open data, at least 8 different datasets must be located, downloaded, converted, normalized, interpreted, combined, and then processed to create even 1, apparently simple, mapped insight on OpenPrescribing.net: “over the past 5 years, NHS North Cumbria spent £63,000 on Linaclotide.”

In the following section we have described a range of barriers we have encountered in accessing NHS open data. For each problem domain we describe the datasets we are aiming to access, the barriers encountered, and some suggested solutions that would make the data usable and impactful.

**Problems With the Prescribing Data Itself**

Each month, we download and process prescribing data for NHS England. The best practice [7-9] is that this should be easily discoverable, accessible without human intervention, made available at addresses that do not change, and documented so the relevant concepts are clearly explained. None of these are entirely true of the prescribing data.

For example, consistently locating the data is difficult: both initially and on an ongoing basis with each new month of data. The first challenge for a consumer of the data is picking a dataset to use. A total of 2 very similar datasets are published by 2 different organizations: NHS Digital, and NHSBSA. The NHS Digital dataset is published on the first Friday of the third month after data collection, whereas the NHSBSA dataset is usually available 6 weeks following data collection. Neither of these datasets reference the other in their documentation, and we have found no single location that identifies them as complementary sources.

Until 2017, we used NHS Digital’s version (known as practice level prescribing data), simply because this is the easiest to find. For 2 years we retrieved the data from NHS Digital’s data repository [10] but that link broke during 2018; following a content reorganization, it is now available on a new NHS Digital website [11]. Complicating easy discovery of this dataset is the fact that it is also listed in NHS England’s *Data Catalogue* but only with data up to May 2016 [12]. Every time the location of the data changes, it breaks the software we have written to automatically download it.

The version that we have used since 2017 is known as Practice Detailed Prescribing Information (PDPI) and is published by NHSBSA on their Information Services portal [13]. The decision to switch to using that dataset was driven by its timeliness: the monthly release is available much sooner than the practice level prescribing data. However, it is difficult to use. First, the dataset is only accessible after completing a CAPTCHA, which means automating the download process is impossible: every month a software engineer has to manually fill out a form (Figure 1).

Second, although documentation is provided for PDPI, the documentation is incomplete: it refers to fields that do not exist, and does not refer to 15 fields that do exist [14]. Finally, to our surprise, we read in a newsletter from NHSBSA that the version of the data on their Information Services portal would be replaced by a new system in December 2018 [15]. We have since established that nothing will change for the time being for end users but were surprised there was no public consultation about the possibility. Changing our systems to support a new location (and potentially format) could conceivably take several weeks and early warning for this kind of change is essential. *Textbox 1* outlines some steps that could be taken to improve access to data.
Textbox 1. How access to data could be improved.

- No publicly available data should be protected behind a CAPTCHA.
- Each dataset should have every field documented.
- Every resource should have a consistent location (URL or machine-readable data index) for finding current data.
- Internal reorganizations should not result in these URLs being deleted; if they are superseded, old URLs should be kept and set up to redirect to new locations.
- When there is a plan to relocate or change datasets, this should be advertised and documented well in advance.
- It should be easy to find all current prescribing data resources and to pick the most appropriate one. For example, there could be a single place listing all current prescribing data resources.

**British National Formulary Names**

Each prescription is identified by a “BNF Code”: this is typically 15 characters long and uniquely identifies a presentation of a drug. For example, the code for Tramadol HCl 300 mg tablets is 040702040AAAMAM. To make prescribing data useful for analysts, all the British National Formulary (BNF) codes must be converted to human-readable BNF names. Data to support this are published by NHSBSA (behind another CAPTCHA) on the Information Services portal [16].

The coding scheme is based on the BNF’s old classification, which they no longer maintain themselves. Therefore, the NHS’ altered version is properly known as the “Pseudo BNF Classification” [17]. Changes to BNF coding take place throughout the year, with a large reclassification process happening every January, when some drugs are moved between BNF sections or BNF chapters, and others are given entirely new BNF codes. This reclassification process is not mentioned, let alone described, anywhere we can find on the internet. The process by which the BNF file is updated is unclear. Although we know a major revision is published every January, minor revisions are also published monthly, but a user would not know this because the data download page only refers to the January editions (Figure 2).

The fact that some BNF codes change over time makes time-based analysis of data difficult. For example, a user searching for Linaclotide, using its current BNF code, will find no prescribing before 2014. This is because the drug was moved from BNF section 1.2: Antispasmod. & Other Drgs Alt. Gut Motility to BNF paragraph 1.6.7: Other Drugs Used In Constipation, and its BNF code changed accordingly.
As there is no mention that such changes are possible on the internet, we first inferred this was the case following user enquiries about apparently disappearing drugs. Following direct enquiries, we now obtain a spreadsheet detailing the changes every January by emailing NHSBSA directly and apply this to the imported prescribing data. By comparing the pseudo BNF code lists each month, we have inferred that codes also sometimes change mid-year but have not yet obtained access to these individual changes on a monthly basis [18]. Textbox 2 describes some of the ways the NHS could aid public understanding of BNF code changes.

Textbox 2. How British National Formulary change management could be improved.

- Published, open data should never be protected behind a CAPTCHA.
- The fact that the British National Formulary (BNF) scheme changes regularly should be documented.
- There should be a single, obvious channel for data consumers to query possible issues in the data.
- BNF code changes should be published monthly as a mapping.
- Each data release should be clearly labeled on its index page, so users know when a new version has been released; there should be a way for users to subscribe to be notified of new releases.

Practice Data

To include patient list size in our analyses, and show practice names and addresses, we looked up extra information in a dataset provided by NHS Digital. The format of this dataset has not changed since 2015; however, we have encountered regular problems with its location changing, which has prevented us from fully automating this monthly process.

Until 2018, our procedure was to automate a search for the phrase “Number of Patients Registered at a GP Practice” on the NHS Digital website and then look for datasets in the list of results returned. From July onward, the data were moved to a different location. In addition, the format of the dates within the file changed between June and July. The location has changed twice more since then. All these changes mean that it is common for the code that automatically imports practice list information to break and to require manual input.

Once practice data were obtained, we encountered difficulties with data quality. In general, the data provided by NHSBSA are of a high standard. However, there is no documentation for several known recurring errors and no way to report and correct them systematically.

For example, it is important to know whether an institution is a standard GP practice or a different kind of institution (e.g., a homeless service or a drop-in center). However, in the data provided, there is a small but significant number of obvious errors in coding, such as classification of care homes [19] and violent patient services [20] as standard settings. When we queried these problems, we were informed that errors can only be corrected by CCGs themselves; however, they were unable to provide us with CCG contact details to contact these organizations ourselves systematically and notify them of the need to make these corrections to their own data. It is also unclear if there is any part of the NHS that considers itself responsible for maintaining accurate data in this area.

As a final example, this problem is further compounded by list size data that regularly appears to contain fictional values. Sometimes we identify practice errors but sometimes appear to be caused by an unusual design of the data specification: when a new practice is registered, the NHSBSA proforma states that a list size must be given, which can be “nominal” but must be under 100 [22]. Our interpretation of this is that any list size of less than 100 must be considered arbitrary and cannot be relied on. This interpretation may be wrong but is our best guess in the absence of documentation. The best practice for data management is that missing values should be clearly coded as such. Textbox 3 contains further suggestions for aiding consumption of practice list size data.

Textbox 3. How practice data quality and accessibility could be improved.

- All data should be published in a predictable format and location.
- “Nominal” values should not be used: missing values should be clearly coded as “missing.”
- Where there are systemic issues with data quality, these should be documented.
- There should be a clearly documented and centralized system for reporting and correcting errors in the data.
- Data stewards should take responsibility for collecting error reports and aim to correct them.

Clinical Commissioning Group Codes, Boundaries, and Membership

To analyze data at a CCG level, we need to aggregate the per-practice data up to CCG level. The source data provide a CCG for each row, so this is straightforward for contemporary data.
Maps

We show CCG boundaries on maps in various places in OpenPrescribing.net: an example in Figure 3 shows unusually high prescribing of pericyazine, a very unusual antipsychotic, in Norfolk. Until 2017, we obtained the map data from NHS England [23]. This was updated occasionally; on one occasion it was supplied in a different format from usual, so we had to alter our software accordingly. In 2017 it became apparent that this map was no longer being kept up to date with changes in CCGs. We found a new file provided by the Office for National Statistics (ONS) [24], which was up to date. For some time, both maps were available. During this period, the NHS England map was 2 years out of date, and with no indication there was a more up-to-date map in a different location. Eventually, the NHS England version disappeared from the website. The current ONS map appears to be accurate but, unlike the NHS England one, does not include a CCG identifier, so a separate data file is needed to associate CCGs with their boundaries; again, the file is supplied with no clear indication of where such a mapping can be found.

Figure 3. Prescribing of pericyazine as a proportion of all antipsychotics across all Clinical Commissioning Groups in England, as displayed on OpenPrescribing.net.

Clinical Commissioning Group Practice Membership Changes

Our per-practice data provides a practice’s CCG membership for the current month. However, historic analysis is complicated by the fact that practices often change CCGs, CCG boundaries sometimes change, and CCGs often merge. In 2017, for example, the boundary between NHS Cumbria and NHS Morecambe Bay changed. We were able to infer from the data that 32 practices moved to Morecambe Bay as a result [25].

The problem that a practice may move between CCGs is addressed in the OpenPrescribing.net software by projecting the practice’s current CCG membership back in time: for example, a prescription dispensed in 2012 is allocated to whatever CCG that practice currently belongs to [25].

For our own research has established that when a practice closes (or merges), it must fill out at least two nearly identical forms to notify the prescription pricing division of NHSBSA [26] and Primary Care Support England (PCSE) [27]. We requested any data resulting from both these forms in Freedom of Information (FOI) requests to the respective organizations [28,29]. NHSBSA informed us that “Prescriber and practice/cost centre amendments are only held as paper forms,” and PCSE eventually supplied us with a spreadsheet that appeared to bear little relationship to real closures [30]. As a result, every April (when boundary changes happen), our developers have to make educated guesses about which contemporary CCGs the patients of a closed practice now belong to, and at a practice level, there is nothing we can do to amend the data correctly [25].

Textbox 4 provides some suggestions on how the quality and accessibility of mapping data could be improved.
Map files should be published in a single, easily found, permanent location to a regular schedule.

- They should be published alongside (or indicate the location of) files supporting mapping to standard National Health Service (NHS) clinical commissioning group (CCG) codes as used in prescribing data.
- Their format should stay constant over time where possible.
- Practice merger and closure data should be published, showing where and when practice lists have transferred.
- Even if this is not possible, the problem of tracking historic prescribing behavior via practice codes should be clearly documented.
- We are unclear as to the value for the NHS of a system that requires CCGs to notify NHS England of practice changes but then leaves the information on paper.

**What Does “Quantity” Mean?**

A single row of prescribing data includes a column denoting the quantity of the item dispensed. For example, in the case of paracetamol tablets, a “quantity” of 25 means that 25 tablets were dispensed. This field is used in most of our analyses. For example, our price-per-unit tool [6] identifies possible savings by comparing the price of dispensed drugs between practices nationally, at a “quantity” level. However, a consistent and precise definition of what “quantity” means for each product has been elusive [31]. For example, the NHS Digital glossary [17] defines quantity as follows:

> The quantity of a drug dispensed is measured in units depending on the formulation of the product, which is given in the drug name. Where the formulation is tablet, capsule, ampoule, vial etc. the quantity will be the number of tablets, capsules, ampoules, vials etc. Where the formulation is a liquid, the quantity will be the number of millilitres. Where the formulation is a solid form (eg. Cream, gel, ointment), the quantity will be the number of grammes.

However, this definition is not sufficiently precise for use in statistical analyses. For example, it is not obvious if a foam should be classified as a liquid or a solid. Further extensive investigation uncovered the existence of a “standard quantity unit” field for every product, which defines the property precisely. However, it can be found only in one place, the monthly prescription cost analysis spreadsheet [32] and is not mentioned anywhere outside that dataset. This useful column was removed without warning in the data from December 2018 onward.

- By default, all prescribing data used internally at National Health Service Business Services Authority should be made available and described in 1 place.
- All data should be accompanied by clear, user-focused documentation about the meaning of each field.
- Where there are known problems with the data, these should be documented clearly and transparently.

**How Can We Contact Practices by Email?**

During 2017, we set out to conduct a simple, low-cost randomized trial: we notified GPs of cost-saving and quality improvement opportunities in their prescribing and are currently measuring the impact of this notification on their behavior. The intervention was split between 3 methods of communication: letter, email, and fax. We assumed there must be at least one central NHS database of practices’ email addresses; for example, NHS England emails a monthly GP practice bulletin to GP practices. We knew there might be problems making this public.
but we were also surprised by how difficult it was to find out if the database existed at all.

First, we checked WhatDoTheyKnow, a publicly accessible archive of requests made under the FOI Act for any past FOI requests for GP practice contact information. We found NHS England had refused a similar request for practice information stating that “NHS England does not hold information in relation to your request” [34]. We knew this was unlikely to be correct, so we sent a new request asking specifically for the contact details for the GP practice bulletin, which we knew was emailed to practices by NHS England [35]. The response acknowledged the existence of a list and recognized there is “a general public interest in the release of such information in-line with NHS England’s commitment to openness and transparency.”

However, the request was refused under 2 of the allowed exemptions in the FOI Act. The first was section 40 (an exemption relating to personal information). They argued it would be unfair to staff, who had signed up for one purpose, to be contacted for another purpose. The second was section 43 (an exemption relating to commercial interests). This is apparently because some of the GP email addresses had been purchased by NHS England from a third party under a license that forbids the NHS to share the information.

Having failed with one database we knew to exist, we made requests to every public body that might hold a database of GP email addresses. We preemptively included an argument that section 40 should not apply as these are work email addresses. All were refused, with similar arguments to those from NHS England or invoking section 21 (the information was already available—which is incorrect) or stating that they did not hold the information. The responses are summarized in Table 1.

Table 1. Summary of responses to Freedom of Information requests for general practitioner’s email addresses.

<table>
<thead>
<tr>
<th>Body</th>
<th>Reasons for not supplying the data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Department of Health and Social Care</td>
<td>Information not held [36]</td>
</tr>
<tr>
<td>NHS(^a) England (new request)</td>
<td>S21 [34]</td>
</tr>
<tr>
<td>NHS England (follow-up)</td>
<td>S40 [34]</td>
</tr>
<tr>
<td>Medicines and Healthcare Products Regulatory Agency</td>
<td>S21, S40, S43 (their own commercial interests) [37]</td>
</tr>
<tr>
<td>NHS Business Services Authority</td>
<td>S21, S40, S43 [38]</td>
</tr>
<tr>
<td>NHS Digital</td>
<td>S21 and information not held [39]</td>
</tr>
</tbody>
</table>

\(^a\)NHS: National Health Service.

In our view many of the responses gave the impression of an organization actively seeking ways to refuse releasing this information. NHSBSA argued that providing email addresses would damage commercial interests because it decreases security: “The e-mail addresses could be used by cyber criminals to target practices, CCGs etc. If such an attack was successful it could result in financial loss and/or loss of patient data.” This strikes us as an extremely unrealistic concern. The notion that hiding information intrinsically increases security has been long debunked in the security research community, where it is known disparagingly as “security through obscurity;” and in any case, the email addresses are all available through commercial data providers. Furthermore, most GP practices would expect to be contactable through email by their patients.

We were eventually able to run the randomized controlled trial (RCT) but only at greatly increased cost. We sent FOI requests to all 201 CCGs [40], of which 29 agreed to share at least some emails. We also wrote code to download data from the NHS Choices website. Finally, we combined our results with the commercial dataset that we purchased. In the end, we got emails for 27.0% (190/703) of practices from the NHS Choices website, 7.9% (56/703) from our FOI requests, and the remainder from a commercial provider. Notably, the email addresses purchased from a commercial vendor were apparently higher quality than those available directly from NHS resources: where we obtained an email address commercially, 18% (86/474) of practices accessed an email link versus 11% (23/211) for email addresses we obtained from other sources.

In summary, the reasons given for not supplying email addresses were inconsistent and sometimes hard to fathom. We believe the section 40 exemption (that it is unfair to individuals to release this data) is overused: given these are work addresses for managers, there would be a strong case for their release, based on current FOI guidelines. At the very least, given that 33% (66/201) of CCGs were willing to provide email addresses, the exemption is very unevenly interpreted and applied. We also understand that the vast majority of practices have a generic nhs.net inbox, which would certainly be exempt from section 40, but a list of even these email addresses is apparently unavailable.

Ultimately, it should not be difficult for researchers, health professionals, or indeed the public to have a way to contact any GP practice by email; and until this is the case, it should not be difficult (as it currently is) for a data consumer to establish definitively that there is no such resource. The problems we had assembling these data delayed the start of our RCT by several months. This delay indirectly affects care, as there is currently limited research available about how information is best disseminated through the NHS. We also note that the Secretary of State for Health and Social Care has prominently promoted the principle of using emails first, rather than letters, to communicate in the NHS. This is made harder if NHS organizations themselves are failing to make email addresses easily available, or actively blocking access. Textbox 6 summarizes the steps we suggest could be taken to address this problem.
**Textbox 6. How to make it easier to contact general practitioners.**

- There should be a contact database for general practitioner practice managers, including email addresses, which is available to the public. Currently the choice to make an email address public is taken by practices alone.
- In the meantime, to save time and effort on the part of users of the data and NHS bodies, the fact that it is currently unavailable should be clearly documented in a single place, with an explanation, and suggestions for alternative sources.

---

**What Are Historic Drug Tariff Prices?**

For prescriptions written in primary care in England, the NHS reimburses community pharmacies for the medicines they purchase. The reimbursement price for generic medicines is set monthly by the Department of Health and Social Care (DHSC) in the NHS Drug Tariff. Price changes in the Drug Tariff are a major source of variation in costs for CCGs. In addition, the DHSC grants temporary excess rates in the form of price concessions every month, which can have sudden and unexpected effects on costs. We set out to create a tool on OpenPrescribing.net for tracking these changes over time and modelling the cost impact of new price concessions for each CCG using their past prescribing behavior (Figure 4). By processing the data as soon as it is published, we can provide email alerts to CCG budget holders warning them of upcoming price pressures.

**Figure 4.** Tariff prices and projected cost impact of price changes for Levetiracetam as on OpenPrescribing.net.

The tool was relatively easy to build. However, we could only build it after a large amount of difficult research and manual data editing. First, the data must be combined from spreadsheets found on 2 totally different websites, although both ultimately originate from DHSC. Second, each spreadsheet refers to the information in a different way, and they both provide separate files of data each month whose formats change over time. Finally, they are archived inconsistently, which makes it hard to locate historic data.

Finding the most recent data is relatively easy. Drug Tariff data are provided by the NHSBSA in a single location, which provides monthly spreadsheets for the last 2 years of the Drug Tariff [41]. In these data, every product is supplied with a unique Systematized Nomenclature of Medicine (SNOMED) code, which we can use to map to our prescribing data. Price concession data are published by the Pharmaceutical Services Negotiating Committee [42]; however, these data are supplied without SNOMED codes, which means the products must be matched to prescribing data by name only. This is hard to automate because the names often deviate in subtle ways (eg, “sq cm” vs “square cm”).

To find earlier datasets for previous years, we turned to the NHSBSA FOI archive [43]. The Web page has no search function, so we had to review all the content in the archive manually. We found 2 ZIP files of Excel spreadsheets in 2 different FOI requests [44,45]. These had gaps in their coverage. With educated guesses around filename and location, we were able to fill in these gaps by finding “hidden” files on the internet:
files that were available on the public internet and on the BSA website but which were not indexed in any search engines and were not linked to from anywhere. Having assembled the data, we had 49 files, in several different formats, which we standardized and combined using formulas, heuristics, and Excel plugins [46]. Once this was done, we were able to build a tool and automate monthly updates; however, because of the lack of SNOMED codes in the price concessions data, for most months we still had to manually match 1 or 2 products to the prescribing data. Textbox 7 summarizes some of the ways by which access to this (and similar linked datasets) could be improved.

Textbox 7. How price concessions data could be made easier to use.

- When archived data that are part of an already published time series are made available, the data should be published alongside the time series, not left in Freedom of Information requests.
- Any data export process of relatively small datasets should ideally involve producing a single file of all the data each month. This avoids the problem of formats changing through time.
- All data should be provided with identifiers.
- All shared data should be indexed or indexable.
- It is surprising that the price concession data are not already combined with Drug Tariff data somewhere in the National Health Service.
- Price concessions should be mentioned in documentation wherever Drug Tariffs are mentioned.

**Discussion**

**Summary**

As illustrated, although several NHS datasets are “open” by the narrowest definition, the NHS commonly breaches the principles of the Open Government White Paper and barely meets other best practice criteria such as the Berners-Lee 5-Star scale for open data. Collectively, the barriers described in this paper represent a substantial block to the development of new data-driven tools aiming to improve the quality, safety, and efficiency of NHS care. These barriers can be broadly divided into 4 areas: problems accessing the data, problems understanding the data, problems processing the data, and problems communicating with the NHS about the data. These imply 4 solutions: better curation, better documentation, better change management, and better dialogue with users. Here we summarize the barriers and offer some concrete suggestions of how the situation could be improved.

**Better Curation**

As documented in previous sections, there is a very substantial problem with curation of information in the NHS. Datasets are collected and shared at considerable expense but are then commonly undiscoverable or poorly indexed; they move location unpredictably, and often an interested user cannot establish whether a given dataset exists at all. The NHS England Data Catalogue [47] is largely unstructured: this means users must already know what they are looking for before they can find it. It also contains numerous older datasets, with no way for the user to deduce whether the dataset itself has been abandoned, with no further updates, or if only the catalog record is out of date. Catalogs are commonly divided by organization: this assumes that all users understand the complex organizational structure of the NHS and are able to predict whether a dataset is owned by NHS England, NHS Digital, NHS Improvement, NHSBSA, or some other organization. The problems we describe are often caused by ineffective automation. We propose 2 approaches for the NHS: “proactive curation” and “reactive curation.”

Proactively, the NHS should invest in manually curating the data it already shares. This would entail detailed strategic input from experts in information management and librarianship; here we offer some brief principles. First, this curation should be done by people, with individuals or teams owning a particular topic area. Second, these teams must include domain experts already working within the relevant NHS organizations who understand the data. Third, instead of separate silos of data arranged by NHS organization, there should be a single location with links to all NHS data; and there should be confidence that all the data relevant to the topic are indexed in that one place as per best practice and government guidance [7]. Finally, these resources should be tagged in multiple dimensions, including their clinical domain, topic, and technical characteristics. In our view, the ideal model would be “topic-based guides” that are clearly branded, owned, and maintained by a single team; focused on adding new resources as they become available; and ensuring that data resources do not disappear or move.

Reactive curation also offers substantial benefits but at much lower cost. In short, where users are actively working on datasets, and they report to the NHS that something is missing, out of date, or poorly documented, then these errors, omissions, and shortcomings should be addressed and corrected. In short, there should be a simple means for users to report errors in the existing catalogs and for these errors to be corrected.

We can see no reason why any NHS resource should be behind a CAPTCHA, but if this is unavoidable, the reasons for this choice should be robustly documented and forewarning given in the catalog.

**Better Documentation**

In the previous sections we have documented numerous cases where NHS datasets are hard to interpret because of poor documentation and where the NHS has not been reactive to questions around poor or absent documentation. Documentation is challenging and time-consuming. However, good documentation brings clear thinking: an organization that cannot produce or share documentation on the data it holds is unlikely to be working effectively with that data internally.
We think there is room for the “proactive and reactive” model described above. Proactively, every dataset should be accompanied by documentation that explains its context (how and why it is used in the NHS), its provenance, the meaning of each field, how often it is updated, and any known issues with the data. At minimum, datasets that are regularly downloaded, used, or enquired about should be prioritized for this best practice. Reactively, the NHS should respond to queries, and there should be easy routes for users to give feedback on ambiguities or errors in the documentation. However, the NHS should also work more strategically with end users of the data, as this is where the true value of that dataset is often realized: documentation should ideally be developed in the open, in collaboration with data consumers, to ensure it is current and relevant.

Better Management of Change Over Time

As documented in previous sections, there are substantial problems with NHS datasets changing structure and format over time, often without those changes being documented. Often these changes are trivial: the names of the columns in a 2-way table or their order. However, every time the format of a dataset changes then there is a material consequence, for every end user: the pipelines for importing and processing data will break, the fault must be discovered, and developers must work around it. Commonly, there seems to be no technical reason for the changes we have seen in NHS datasets: it is likely that these changes simply reflect carelessness, or a lack of interest and knowledge about how the data are being used and processed by end users.

In an ideal world, data formats would never change; however, occasional changes are inevitable. Therefore, clear communication of changes is vital. We suggest that every dataset should be accompanied by a change log in its catalog entry. This change log should describe the nature of each format change. Crucially, there should also be clear documentation of the reasons why the change has happened, as this is likely to act as an informal feedback system, prompting NHS staff to think through whether the change is really necessary. There should be a way for consumers of the data to subscribe to updates and receive advance notice of these changes and to provide feedback where changes have happened without documentation, prompting the change log to be updated.

A related issue is stability of data structures over time when working with older datasets. Users often want to automatically retrieve and process not only current data but historic data. In doing so, they hit 2 problems: finding all historic files and resolving the format differences between them. To aid discovery, the naming conventions for data (eg, “title, date”) should be documented in the same way as the data structure itself, and remain stable over time, to support automated retrieval. Where the formats of shared datasets must change, but the NHS holds historic data internally in a consistent format, then for all but the largest datasets, we suggest a bulk export of all historic data in the most current format should ideally be provided. Again, following the principle of transparency, where bulk exports are not possible, this should be mentioned and explained in the documentation.

Better Dialogue Between Data Producers and Data Consumers

We have returned repeatedly to the importance of better communication between data producers and consumers, if only as a means to reactively prioritize work around curation and documentation. In our view, this 2-way communication is vital: producers should be able to notify consumers of important changes in the data, and consumers should be able to notify producers of bugs in the data or ask questions. It is important to note here that good dialogue cannot be driven by a positive attitude alone: we have had many very positive interactions with single individuals in various NHS organizations who have been very helpful, but individuals can change jobs, or go on holiday, and finding the right person to talk to often relies on personal networks or sheer determination.

A strategic approach to dialogue requires good systems and formal structures. In short, the NHS needs a single place for users to ask questions about data, with the answers recorded and searchable in the public domain. This should be well publicized, open, public, and linked to liberally from across the NHS online estate. Given the NHS’ general commitment to transparency [3,4], it would make sense for data producers in the NHS to borrow from best practices developed in the open source software movement, where source code is available to everyone, anyone can suggest edits, and anyone can report bugs. Each question answered in public will then be added to the commons of knowledge that can easily be accessed via any internet search engine. This platform should be curated by an NHS employee who has the authority to pursue questions on users’ behalf and expect answers within a reasonable time frame. Over time, a database of questions and answers could evolve into a series of topic-based guides, written in collaboration with the user community. Many of the problems faced by those working with NHS data will already have been solved several times over by analysts within the NHS or third parties elsewhere.

None of this requires custom software and could all be provided through standard, widely used, free, open services such as GitHub and GitLab. End users could contribute bug reports to the documentation; they could ask questions through the bug tracking systems; everyone could see everyone else’s input, helping raise standards and awareness; and the data producers could reply on built-in notification features to push feeds of updates to the end users. The most important part of solving this problem is not software but staff expertise and time. By reducing the friction between the 2 sides of the data exchange, better uses of data will emerge.

For clarity, this is not a “blue skies” or challenging suggestion. This is a standard way of working outside of the NHS, and it is how our own team works: we document every step of our problem solving publicly, in our closed and open “issues” on GitHub, which now number over 1000 [48]. Anyone working with NHS data who has been blocked by the same technical barriers we have hit can find our solutions—and the reasoning leading up to them—simply by using a search engine.
Conclusions
Releasing data under open licenses was the starting point for open data and the open government movement, in which the United Kingdom has been a global leader. However, in our experience, the implementation of these open principles in the NHS has been absent or flawed, with poor documentation, poor curation, and poor dialogue presenting substantial barriers to innovation. We have chosen to spend time documenting these issues at length; many third parties confronted with similar barriers will either give up, concluding a service as impractical, or quietly expend substantial resource and effort on workarounds. This in turn will increase the cost of delivery, block innovation, and divert resources that should be spent on producing better services for clinicians, commissioners, and patients.

There is currently substantial appetite for better use of data and software in the NHS [49]. This will only happen if the system engages constructively and technically with the individuals and teams who actually use that NHS data on a daily basis. We hope this paper will stimulate further dialogue between data providers and end users; we welcome feedback and further examples of both good and poor practice, and we are keen to engage, on both the details and broader strategic issues, with all members of the NHS and wider community.
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The True Colours remote symptom monitoring system was developed over a decade ago by researchers, psychiatrists, and software engineers at the University of Oxford to allow patients to report on a range of symptoms via text messages, Web interfaces, or mobile phone apps. The system has evolved to encompass a wide range of measures, including psychiatric symptoms, quality of life, and medication. Patients are prompted to provide data according to an agreed personal schedule: weekly, daily, or at specific times during the day. The system has been applied across a number of different populations, for the reporting of mood, anxiety, substance use, eating and personality disorders, psychosis, self-harm, and inflammatory bowel disease, and it has shown good compliance. Over the past decade, there have been over 36,000 registered True Colours patients and participants in the United Kingdom, with more than 20 deployments of the system supporting clinical service and research delivery. The system has been adopted for routine clinical care in mental health services, supporting more than 3000 adult patients in secondary care, and 27,263 adolescent patients are currently registered within Oxfordshire and Buckinghamshire. The system has also proven to be an invaluable scientific resource as a platform for research into mood instability and as an electronic outcome measure in randomized controlled trials. This paper aimed to report on the existing applications of the system, setting out lessons learned, and to discuss the implications for tailored symptom monitoring, as well as the barriers to implementation at a larger scale.

**Abstract**

The True Colours remote mood monitoring system was developed over a decade ago by researchers, psychiatrists, and software engineers at the University of Oxford to allow patients to report on a range of symptoms via text messages, Web interfaces, or mobile phone apps. The system has evolved to encompass a wide range of measures, including psychiatric symptoms, quality of life, and medication. Patients are prompted to provide data according to an agreed personal schedule: weekly, daily, or at specific times during the day. The system has been applied across a number of different populations, for the reporting of mood, anxiety, substance use, eating and personality disorders, psychosis, self-harm, and inflammatory bowel disease, and it has shown good compliance. Over the past decade, there have been over 36,000 registered True Colours patients and participants in the United Kingdom, with more than 20 deployments of the system supporting clinical service and research delivery. The system has been adopted for routine clinical care in mental health services, supporting more than 3000 adult patients in secondary care, and 27,263 adolescent patients are currently registered within Oxfordshire and Buckinghamshire. The system has also proven to be an invaluable scientific resource as a platform for research into mood instability and as an electronic outcome measure in randomized controlled trials. This paper aimed to report on the existing applications of the system, setting out lessons learned, and to discuss the implications for tailored symptom monitoring, as well as the barriers to implementation at a larger scale.
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**Introduction**

The advancement of digital technology will gradually continue to shape how we measure, monitor, and manage health. A wide range of digital symptom monitoring tools exist, but there is a lack of evidence regarding their effectiveness in a health care context, particularly in the area of mental health. Such evidence will arise only from studies involving significant usage.
conducted in close partnership with clinicians, patients, and managers. For example, digital tools for patient-reported outcome measures (PROMs) are becoming standard practice in randomized controlled trials (RCTs) in many areas [1], and meta-analyses [2,3] have confirmed their equivalence with paper-based approaches.

True Colours is a digital tool, developed over a decade ago by psychiatrists, software engineers, and researchers at the University of Oxford, which has achieved significant usage. The initial version was used for remote monitoring of mood disorders, allowing patients and their clinicians to record and review symptom change. The recognized need to capture and monitor higher frequency phenotype information, particularly for conditions such as bipolar disorder (BD), is not new. Hard copy symptom monitoring diaries have been used for decades. However, these are limited by practicality issues.

The True Colours system has many advantages over paper-based approaches toward the capturing of detailed, timed phenotype information, including the following: the ability to prompt for contemporaneous input, the automatic calculation of summary scores, the visualization of changes over time, and the provision of real time, as well as historical data to support clinical review, assessment, and early intervention. From a research perspective, the tool has additional advantages: eliminating errors in the transcription of information from paper forms, supporting a higher frequency of prompted, directed phenotyping, and reducing the recall bias associated with the recording of symptoms. Subsequent versions of the tool have added new functionality for data entry, patient or cohort management, and research delivery.

The system has been applied across several patient, participant, and high-risk populations, being used across 21 unique research and clinical service settings in the Oxfordshire and Buckinghamshire regions in the United Kingdom. Over the past decade, there have been over 36,000 registered True Colours participants from whom over 1.4 million questionnaire responses have been collected. Several feasibility studies and clinical service applications support the potential of True Colours as a larger scale symptom monitoring system, an electronic PROM, and a tool for digital phenotyping. This paper aimed to describe the evolution of the tool, its applications, and achievements and to discuss the potential for future wider application and integration.

Research Applications
The True Colours system was originally designed to monitor mood symptoms in adult patients with BD, attending the BD Research Clinic at the Department of Psychiatry at the University of Oxford, and it was designed for use in clinical trials, evolving from the Oxford University Symptom Monitoring System [4,5]. The original version of the system involved automated weekly prompts, delivered by text message or email (chosen by preference), for patients to complete self-reported measures of symptoms, including depression (16-item Quick Inventory of depressive symptoms) [6] and mania (5-item Altman Self Rating Mania Scale) [7], and other measures, such as anxiety (Generalized Anxiety Disorder Scale–7) [8], quality of life (EQ-5D) [9], and lifestyle behaviors. The system has expanded to include a wide range of symptoms from validated scales and bespoke measures tailored to specific research projects. As part of the True Colours platform, total symptom scores were presented graphically via a secure website and made available to patients, participants, and clinicians upon request. Over the past decade, the use of True Colours has expanded to several different research cohorts and patient populations (Figure 1).
**Figure 1.** Evolution and applications of True Colours. AMoSS: Automated Monitoring of Symptom Severity Study; BD: bipolar disorder; BDRN: Bipolar Disorder Research Network; CEQUEL: Comparative evaluation of quetiapine plus lamotrigine; COMBO: Collaborative Care Model for Bipolar Disorder; FIMM: Facilitated Integrated Mood Management; FWwTC: Feeling Well with True Colours; IBD: inflammatory bowel disease; LQD: lithium versus quetiapine augmentation for treatment resistant depression; MIMM: Manualized Integrated Mood Management; OxBREA:D: Oxford Brain Body Research into Eating Disorders; OxCAMS: Oxford Study of Calcium Channel Antagonism, Cognition, Mood instability and Sleep; OxLith: Oxford Lithium Trial; RCT: randomized controlled trial.

**The OXTEXT Program**

Earlier work involving the University of Oxford Symptom Monitoring System established that technology-assisted symptom monitoring was acceptable to patients over a period of 36 weeks with 75% compliance [4], meaning that, on average, patients reported symptoms in response to prompts 75% of the time over follow-up. The OXTEXT program was dedicated to developing and validating the True Colours remote symptom monitoring system for patients, at a larger scale. Across several projects, the program revised the software after in-depth patient consultation, established a cohort of well-characterized patients with BD by using the improved system, determined the potential cost-effectiveness of this remote capture tool in clinical service, and tested remote mood monitoring as a potential intervention via RCTs (OXTEXT research studies 1-6). Several publications resulted from these studies, largely from the OXTEXT-1 cohort comprising up to 367 patients (≥16 years of age) from Oxfordshire, with a Diagnostic and Statistical Manual of Mental Disorders-IV diagnosis of BD (BDI, BDII, or BD-not otherwise specified), with some patients completing up to 81 months of continuous weekly mood measures. Compliance and acceptability of the True Colours system in the OXTEXT-1 cohort were excellent, with low attrition (<2%) and a median of less than 8% of weeks of missing data that did not differ by key sociodemographic factors or by mood score [10]. This pilot...
work has demonstrated support for the feasibility of True Colours as a remote mood monitoring system in patients with mood disorders [4,10], and it has lent important insights into detectable mood instability that differentiates clinical course [5] and other BD patient characteristics, including cognitive functioning [10,11].

The OXTEXT-2 study [12] assessed participant’s compliance with monitoring, their mental health resource use (including hospitalizations and face-to-face and phone contact with mental health staff), and service and medication costs, before and during their first 12 months of engagement with True Colours. Compliance with monitoring was high, with a median response completion rate of 92% for both Web-based and SMS symptom reporting and all patients continuing to report during the duration of the study. The introduction of True Colours was thought likely to reduce service costs, but this was not supported in OXTEXT-2. In fact, when associated with enhanced specialist care, medication costs increased over the first year of monitoring. This illustrated that studies of any digital addition to care need to account for all possible confounders relating to mood monitoring and mental health service costs. OXTEXT-2 did not examine nonmental health service costs, and larger economic evaluations of the True Colours system are required and are being conducted.

The True Colours system was also utilized as part of a psycho-education intervention for 121 patients with BD in an RCT (OXTEXT-6) [13]. The Facilitated Integrated Mood Management (FIMM) [14] study condition involved True Colours mood monitoring, a psycho-education manual, and individual sessions with a facilitator. This was compared with Manualized Integrated Mood Management, which only involved the psycho-education manual. Patients in the FIMM arm showed better knowledge of BD, and greater BD knowledge was associated with a high number of months in remission over 1-year follow-up [13]. Of note, True Colours in isolation is not intended as an intervention, but it may improve symptoms via insight into patients about their symptoms and closer, more accurate monitoring by clinicians, which will require further study.

The OXTEXT-7 study commenced in 2013 involving a trial rolled out to all 11 community mental health treatment services across Oxfordshire and Buckinghamshire titled as Feeling Well with True Colours (FWwTC). The goal of FWwTC was to offer patients a self-monitoring system that could allow care interventions to be tailored to the individual. Patients and clinicians create tailored symptom monitoring schedules on the basis of the type of symptom measure, frequency of prompts (weekly, daily, and several times a day), and reminder frequency. This study was a stepped-wedge, cluster randomized design. In this design, all services eventually implemented FWwTC, but the time at which they were trained to implement FWwTC was randomized to compare outcomes in treatment services before and after the introduction of FWwTC. The aim of this phase of OXTEXT was to apply True Colours to other patient populations (including those experiencing depression, anxiety, psychosis, alcohol and drug use, and BD) and test the feasibility and cost-effectiveness of such a tool in a larger scale secondary care setting. Experience from this trial is currently being synthesized, and it has proved heuristically useful [15], although uptake across clinical services was a challenge, illustrating the considerable barriers to innovation that persist in the National Health Service and other medical services.

Digital Phenotyping Studies

Digital phenotyping is the individual-level high-resolution data capture enabled by digital devices. The promise in this data capture is its ability to collect passive or active information in a real-world setting unbound to clinical visits. This affords the opportunity to discover new trajectories of signs and symptoms of disease, resulting in refined phenotypes and better detection and management of illness. The Collaborative Network for Bipolar Research to Improve Outcomes (ConBrio) [16] was a translational research program aimed at bringing together basic and clinician scientists in mathematics, computational biology, cognitive neuroscience, and neuroimaging. Central to the ConBrio program is the use of True Colours complemented by other methods for deep and frequent mood phenotyping to accelerate understanding and treatment of BD. This program has supported several projects, such as the Automated Monitoring of Symptom Severity Study (AMoSS), the use of True Colours in several RCTs, for example, Oxford Study of Calcium Channel Antagonism, Cognition, Mood instability and Sleep (OxCaMS) and Oxford Lithium Trial (OxLith), and other large phenotyping studies from the BD Research Network (BDRN) [17].

Automated Monitoring of Symptom Severity Study

Taking advantage of the developments in digital technology and ubiquity of mobile phones, the AMoSS study introduced a mobile phone app, Mood Zoom, to facilitate a higher frequency of symptom monitoring and included wearable devices as measures of objective symptoms. The Mood Zoom questionnaire comprises mood state descriptor items that are rated on a scale from 1 to 7 [18], which could be completed several times a day. Mood Zoom was used alongside weekly True Colours mood monitoring to help understand, in greater detail, mood episodes and mood instability in patients with BD and borderline personality disorder, as well as healthy volunteers in a sample of 139 patients with 3 months of continuous data (as per protocol) but with over 12 months of continuous data (for those willing to continue). The introduction of a mobile phone app also enabled the collection of passive background data, such as number of texts or calls and geolocation [19], which could reflect proxies of behavior associated with BD and how they are associated with mood, an emerging area with promise for the identification of behavioral markers of impending BD-related episodes [20]. Quantitative [18,21-23] studies have supported the feasibility and acceptability of the use of the Mood Zoom app and True Colours for daily and weekly symptom monitoring in patients with BD, borderline personality disorder, and controls. Specifically, attrition was low in the AMoSS cohort, with only 1 subject withdrawing and 8 subjects being excluded because of providing data for less than 2 months. Median adherence for the Mood Zoom and weekly measures was greater than 80% and 85%, respectively, and it remained stable over the study follow-up [18]. A qualitative study of 20 subjects from the AMoSS cohort provided support for the fact that reporting...
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on symptoms once daily was of no inconvenience, and it was felt that the system contributed to insights into personal symptoms and patterns [24]. Additional themes from this study highlight the importance of tailoring patient preferences into symptom reporting tools.

In recent studies, additional objective physiological measures, derived from Fitbit and wrist-worn accelerometers, were included, along with daily and weekly mood monitoring [22] as well as the proteus patch [21,25] that provides an estimate of heart rate. These studies have contributed insights into detectable variability of sleep patterns in patients with BD and borderline personality disorder, which map onto observable symptoms of low and irritable mood [21] and variability in mood [25]. The additional add-on of wearables offers an exciting line of inquiry into objective symptoms of illness-alleviating biases relating to subjective reporting of symptoms. This potentially supports downstream applications of True Colours, with the inclusion of additional devices for the measurement of objective symptoms, which will be important for deeper insights into early signs of disease.

**Other Mood-Related Research Applications**

The BDRN [17] adopted the True Colours system, engaging 815 research participants (815/4080, 19.97% of invited existing BDRN participants) with mood disorders [26]. BDRN participants with a diagnosis of BDII were more likely to register with True Colours. Approximately 78.2% (637/815) of registered participants completed 3 months of symptom reporting, approximately 51.1% (413/808) of the participants completed more than 1 year, and some participants continued mood monitoring for up to 3 years, demonstrating the feasibility of such a remote mood monitoring system at a larger scale.

An international application of True Colours is from the Canadian Flourish High-risk Offspring Study [27], recruiting young offspring of a parent with BD. The Flourish group has piloted the Web-based True Colours monitoring system in 50 high-risk offspring of a bipolar parent and 108 control offspring of psychiatrically well parents. Compliance was good over 30 days, with approximately 80% and greater than 90% of high-risk and control offspring completing daily ratings, respectively, and no difference in compliance between study groups. Daily mood scores significantly differentiated the high-risk from control offspring, and irregularity in weekly mood and anxiety scores was higher in high-risk offspring with remitted major mood disorders compared with those with no lifetime history of major mood disorders [27].

Additional studies from the University of Oxford have made use of the True Colours system to elucidate mood variability in BD, involving determining the different nonlinear time series processes of mood instability and analytic techniques for appropriately detecting it from high-frequency time series data [5,28], as well as its associations with mental imagery [29].

**Application to Randomized Controlled Trials**

RCTs of treatment efficacy in psychiatric disorders are expensive and lengthy, given the needed follow-up time for full Diagnostic and Statistical Manual of Mental Disorders threshold mood episodes to develop. Traditional endpoint assessments using paper and pencil questionnaires or clinician-rated diagnostic episodes also ignore clinically significant symptoms not meeting full diagnostic threshold between episodes [30] and cognitive dysfunction [31], which could be used to determine earlier and more proximal treatment effects. Several RCTs have used True Colours as both primary electronic outcome assessments and secondary higher frequency outcome measurements. For example, a 12-week double blind RCT (CEQUEL) [32] assessed combination therapy with quetiapine plus lamotrigine versus quetiapine monotherapy plus lamotrigine placebo on depressive symptoms in 266 patients (≥16 years) with BD, recruited across 27 different United Kingdom clinics.

Another completed single blind RCT (OASIS) [33] of 3755 university students across the United Kingdom used True Colours to measure outcomes to determine the effectiveness of a Web-based cognitive behavioral therapy for insomnia and other psychiatric symptoms, including psychosis, mood, and anxiety.

Other mood-related applications of True Colours for outcome assessment in ongoing RCTs include the OxLiTh [34], aimed to compare lithium with placebo on mood instability in adult patients with BD; a trial assessing the clinical effectiveness and cost-effectiveness of lithium versus quetiapine augmentation for treatment-resistant depression [35]; and OxCaMS [36], which aims to assess the impact of a calcium channel blocker on cognition and brain activity in adults with mood instability. Finally, the Oxford Brain Body Research into Eating Disorders study [37] involves a pilot trial to assess the safety, acceptability, and feasibility of deep brain stimulation in patients diagnosed with severe eating disorders. Other funded large trials involving the True Colours system under development include the Pramipexole Therapy in Treatment Resistant Depression and Bipolar Depression (PAX-D and PAX-BD) [38,39].

**Expansion to Other Populations**

As the research and clinical utility of True Colours became evident, it naturally branched out to other populations and research contexts. The Cognition and Mood Evolution across Time study is aimed at measuring cognition and brain activity in healthy participants with various levels of mood instability—a useful application of True Colours, with the inclusion of daily mood monitoring and cognitive tasks [40].

The True Colours system has also been modified for community outpatients, with a diagnosis of psychosis using forensic psychiatric services (FOXWEB risk violence tool). This research application involved the development of a Web-based violence risk monitoring tool for psychosis, which provides visual feedback of patient scores to clinicians to guide risk assessment [41], and this is being further piloted in inpatients.

The Brief Interventions for Self-Harm (BIRSH) clinic [42] has piloted True Colours for self-harm prevention in patients (13–65 years) presenting to accident and emergency departments. The aim of this ongoing research and service evaluation application was to determine the effectiveness of a new clinical service incorporating remote symptom monitoring to reduce self-harm repetition and health service costs.
The True Colours inflammatory bowel disease (IBD) group has expanded the True Colours schedule to include daily measures of ulcerative colitis and Crohn’s disease symptoms, as well as fortnightly quality-of-life and other validated measures of disease activity. The initial aim of the True Colours IBD project was to develop and test the feasibility of a predictive index of IBD. A 6-month pilot in 66 patients supported the initial feasibility of this system, with 76% adherence rate for daily measures and 86% patient retention [43]. Further work has supported associations between daily IBD symptom measures and biological measures of disease activity [44], and this has facilitated the prediction of whether escalation of therapy or clinical investigation would be needed [45]. Qualitative findings from this work suggest that patients felt more in control and empowered by the True Colours IBD system [43].

Clinical Service Applications

Several of the noted research applications have evolved into the use of True Colours for a purely patient monitoring and/or clinician monitoring tool, despite little infrastructure and resources to do so. As of January 10, 2019, almost 3000 patients with any psychiatric condition and more than 700 clinicians have registered with True Colours in adult community mental health treatment service clinics across Oxfordshire and Buckinghamshire. The uniqueness of this application of remote monitoring of symptoms is in the individualized approach. This enables patients to choose, in consultation with their health care professional, how they would like to self-monitor, directly aligning from qualitative work suggesting the preference of flexibility and personalization in a symptom monitoring tool [24]. The system has also been taken up by child and adolescent mental health services across the Oxfordshire region, with 27,263 registered users.

True Colours IBD is a prime showcase of what True Colours could evolve into—an integrated platform for individualized patient and clinician monitoring of symptoms and quality-of-life outcomes, with the potential to predict when more symptoms are expected and prevent unnecessary clinic visits. With further validation, the implications this model could have for reducing health care costs and burden on individuals are extensive. Since September 2019, there are currently more than 750 registered IBD patients, within the John Radcliffe Hospital in Oxfordshire, using True Colours as a monitoring tool. True Colours has also been applied as a patient-reported outcome monitoring tool in clinical service clinics, testing the effectiveness of Ketamine as a therapy for treatment-resistant depression [46] and for self-harm risk assessment as an extension to the ongoing pilot work conducted by BIRSH [42]. Finally, the Collaborative Care Model for BD is an ongoing project aimed at testing the feasibility of True Colours in a primary care setting to understand perspectives of the True Colours system from both patients and clinicians. This project also aims to engage different services (primary and secondary care clinicians) in the collaborative treatment of patients through the sharing of True Colours symptom ratings.

Discussion

Over the past decade, True Colours has transformed from a simple text message prompt and reply system to a personalized Web-based symptom monitoring tool. This tool is now applied across a number of clinical populations and is integrated into several clinics as part of routine clinical care across the Oxfordshire and Buckinghamshire regions. A small team at the University of Oxford and the Big Data Institute has been supporting the continued use of True Colours and its application across a wide range of settings. Despite the relatively little resource that has been put into sustaining this system, its progress and scale, to date, are quite impressive, largely driven by small independent research grants.

The utility of True Colours as a research tool is unequivocal. The existing research involving this tool has contributed to considerable advancements in knowledge of mood instability and its correlates in mood and personality disorders, which would not have been possible with traditional aperiodic research or clinic assessments. The potential linkage of True Colours’ patient-reported data to electronic medical records data currently available within United Kingdom–Clinical Record Interactive Search—a national research platform comprising deidentified electronic patient medical records—could yield a rich source of high-frequency phenotyping information for future research. This data linkage could provide continuous measures of patient-reported symptoms occurring in real time, which could be mapped onto hospital visits and acute episodes of illness. This could afford the opportunity to fill in the gaps between clinic visits and determine early subsyndromal phases of illness that could reflect targets for prevention of episode recurrence or worsening of symptoms—a substantial scientific and clinical resource.

In 2017, there were 325,000 mobile health apps available internationally, including lifestyle interventions, symptoms trackers, and personal coaches [47]. A vast majority of these tools are not evidence based, and their ability to accurately measure symptoms or feasibly engage patients is largely unknown [48,49]. Only about 25% of digital health app users continue using the app after 10 uses [50], indicating challenges with low retention. Furthermore, with the rapid turnaround of digital health apps, it is difficult to rigorously test their effectiveness or implement into practice before they become obsolete [51]. Other symptom monitoring platforms include the Chrono-record [52], a computer-based symptom monitoring system, and the MONitoring treatment and pRediCtion BD episode system [53], an Android-based mobile phone objective and subjective symptom monitoring system designed for patients with BD. Patientslikeme [54] is a digital health platform in the United Kingdom, which involves a Web-based system that enables patients to track symptoms and view other members’ health information. The Patientslikeme platform currently has 600,000 registered users, and it is meant to produce data for research purposes and provide empowerment and community to patients to track their own symptoms. These tools are useful in unique ways, but these are yet to have any integration with clinical service. In addition, they are targeted toward specific...
conditions or the broad reporting of symptoms, some untethered to validated measures.

In an era where the digital health market is becoming increasingly saturated, careful integration of these tools within the health care system is crucial [55]. There is a need to develop digital remote monitoring tools that are evidence based [56], with infrastructure to support secure and sensitive personal information and enable the growth of the tool in tandem with rapidly developing digital technologies. Obvious barriers to this potential integration surround buy-in from health care providers, the potential to create inefficiencies, and data security concerns. This underscores the needed infrastructure for such a remote monitoring tool in clinical practice, with education for clinicians on its purpose and use, an electronic system with ease of access, and the flexibility and support to tailor the service to different patient populations and clinical care contexts. Uptake within clinical service will be a challenge and will require support from several participating parties.

What is unique about True Colours is the pilot work behind the tool’s feasibility across different patient populations, and its use alongside clinical judgement. Its evolution has been guided by several feasibility studies, clinical and software development expertise, and, most importantly, participant, patient, and clinician feedback. The concept of True Colours as an integrated clinical care model offers benefits to patients through the returning of simple, visually effective symptom summaries, empowering individuals to play an active role in their health, which alone could have a therapeutic effect, as seen in other areas of medicine, such as oncology [57,58]. For clinical practice, this tool could enable clinicians to have access to continuous health information from their patients unbound to clinic visits, providing PROMs at higher frequencies and lending insight into dynamic fluctuations in symptoms that cannot be captured by traditional health measurement systems by self-report measures recalling symptoms over long periods of time. In turn, this could support real-time assessment and management of chronic conditions while freeing up time and resources for the National Health Service.
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Abstract

Background: Social media are as popular as ever, and concerns regarding the effects of social media use on adolescent well-being and mental health have sparked many scientific studies into use effects. Social media research is currently at an important crossroads: conflicting results on social media use’s effects on well-being are abundant, and recent work in the field suggests that a new approach is required. The field is in need of an approach involving objective data regarding use where necessary and attention to different kinds of detail such as the why and how of social media use.

Objective: We present a novel paradigm implementing a principle from educational sciences called stimulated recall and demonstrate how it can be applied to social media use research. Our stimulated recall paradigm implements a number of elements that can fill the gaps currently present in social media and well-being research.

Methods: Objective data are collected regarding users’ social media behaviors through video footage and in-phone data and used for a structured stimulated recall interview to facilitate detailed and context-sensitive processing of these objective data. In this interview, objective data are reviewed with the participant in an act of co-research, in which details such as the reasons for their use (eg, boredom) and processes surrounding their use (eg, with whom) are discussed and visualized in a stimulated recall chart.

Results: Our ongoing study (N=53) implementing this paradigm suggests this method is experienced as pleasant by participants in spite of its personal and intensive nature.

Conclusions: The stimulated recall paradigm offers interesting and necessary avenues for approaching social media use research from new angles, addressing aspects of use that have thus far remained underexposed. The answers to questions such as “Why do adolescents use social media?” “In what ways exactly do they use social media?” and “How does social media use make them feel in the moment?” are now within reach, an important step forward in the field of social media use and well-being research.

Introduction

Digital technologies such as social media have seen an immense increase in adoption and popularity. Whereas in 2005 only 10% of the United States population reported using one or more social networking websites, in 2015 this percentage had skyrocketed to 65% for the entire population and to 90% for people aged 18 to 29 years [1]. Social media enable people to be more easily connected to others all around the globe, and their potential for expansion of social networks is likely what drives these platforms’ popularity. Social media feed directly into the fundamental human need for social connection, which may be especially true for children and adolescents, who have grown up in a world in which digital technologies permeate almost every aspect of their daily lives (eg, in playing games, at school, in doing homework, chatting with friends, and even dating).

(J Med Internet Res 2020;22(1):e15529) doi:10.2196/15529
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This synthesis of online and offline experiences in the lives of many children and adolescents has sparked a lot of debate among the general public as well as with researchers. Concerns about digital technologies center around screen time, since most technologies are accessed through screens that are carried around everywhere. Strong concerns have been raised regarding the effects of these screens, and social media in particular, on the well-being of youth [2,3]. As a result, many studies have been conducted to clarify (not without pressure from the lay public) what exactly the use of digital technologies is doing to youngsters’ mental well-being and development [4-10]. The debate keeps raging on, and more and more studies are added to the already large body of work on the relationship between social media use and youth well-being. Yet there is strikingly little consensus on the matter, as illustrated by two recent literature reviews [11,12]: some studies indicate a negative relationship between social media use and well-being [6,13] and others a positive relationship [5,14,15].

This lack of unanimity in the field may have to do with important methodological limitations. First, social media use and well-being research has been largely characterized by a focus on quantity, operationalized by metrics like frequency and duration [5,10,15-19]. This is problematic because such metrics do not tell us anything about the types of activities, the contexts in which they take place, and how they are experienced by users. These types of context specifics, however, seem to be what differentiates negative and positive outcomes of social media use; for instance, whether social media are used actively or passively makes a difference to users’ well-being [20]. Second, in most cases such metrics are being assessed using a method that is not particularly suited for these target variables—self-report [9,16,21-27]. Alarming enough, studies have shown that people are in fact notoriously bad at recalling details about their use of social media or other digital technologies [28-30]. If metrics such as duration and frequency of use are what we are interested in relative to well-being, it is vital that reliable, objective data on these behaviors are gathered rather than self-report data. Third, when self-report is used, it is generally in the context of observational studies, where no manipulation takes place [31-39], making it impossible to draw a causal inference. Additionally, when experimental designs are used, they mostly involve fabricated social media–like environments [40,41] rather than users’ personal accounts, which offer much more salient and ecologically valid contexts for studies. Also, most experimental studies in the field arbitrarily choose one type of social media platform [7,20,42-46] at the exclusion of others, often meaning outdated apps are being studied, or only one app, when in fact youth use several simultaneously. Focusing on one platform also brings forth the danger of selection bias, since there may be differences (eg, age) between user bases of different platforms that can be relevant for a study and its outcomes.

Social media might be a context that requires a radically different approach, a new methodological lens—one that is objective and accurate, while considering the unique (ie, socially salient) digital context. Thus, to extend current research on social media use and address the pitfalls present (ie, use of retrospective self-report and a focus on quantity only), we suggest that a new approach should implement objective data where quantitative measures are concerned and include a context-sensitive aspect in which attention is paid to what users are doing exactly, who they interact with, and how these specific conditions and experiences make them feel. The functions (ie, why youth use social media) of and processes (ie, in what ways, with whom, and when youth use social media) surrounding social media use have simply not been addressed by the majority of studies in psychological science. Such research questions require an ecologically valid and detailed approach that allows for quantitative and qualitative data sources, and we suggest that stimulated recall holds promise in this area.

In his original version of the stimulated recall method [47], Bloom [48] played audio from lectures versus study discussions to his students and asked them to comment on their thoughts during these events in an attempt to investigate differences in learning processes between these two forms of teaching. According to Bloom, the primary aim of the method is “that the subject may be enabled to relive an original situation with vividness and accuracy if he is presented with a large number of the cues or stimuli which occurred during the original situation.” As such, stimulated recall offers a way of investigating situations as they occur in the real world, without external influences or restraints. The method consists of two primary elements: one or multiple sources of objective information to aid the participant in recall and a qualitative, detailed interview of the participant’s recall of the event of interest. This combination of quantitative and qualitative techniques seems to be exactly the sort of approach from which the field of social media use and well-being research could benefit. The collection of objective data helps address the current unreliability of measures while the in-depth investigation of users’ activities, motives, and feelings helps to provide the detail and nuance that seems important. This new approach will ideally allow us to answer questions that are as of yet out of reach:

- Why do adolescents use social media in the first place?
- Which kinds of interactions do they experience on social media and with whom?
- What do adolescents expect from social media?
- How do these experiences make them feel?

Having discussed the origins and basics of stimulated recall, we will now present the methodology as it can be applied to social media use in young people, drawing examples from our own ongoing effort to implement this methodology in our study of social media use and well-being. This is an active study (started in April 2019) currently being conducted at the Radboud University Nijmegen, the Netherlands. Participants are students aged 18 to 25 years (N=53; 42 female) and are tested in the Bar Lab of the Behavioural Science Institute to ensure an informal atmosphere, predisposing participants to behave as they would in other public spaces rather than in a regular lab. The study was approved by the institution’s Ethics Committee Social Sciences, approval number ECSW-2019-020.
Stimulated Recall for Social Media Research

Objective Data Sources
A key criterion for a successful implementation of stimulated recall is access to objective data or, more accurately, data that anchor the recall to directly observable behavior. This could take the form of audio data; videotaped recordings; screen captures of activity on a computer, game console, or phone; back-end data from games or apps that log activity; and so on. These are the data collected to scaffold the subsequent interview process and provide the necessary memory. Two important data sources for a social media research application of this paradigm, video footage and in-app information, will now be illustrated using elements of our ongoing study.

Video Recording
To enable a naturalistic capturing of student social media behaviors, participants in our study were asked to wait for 10 minutes after having completed a task. The details of the procedure prior to the waiting period will not be elaborated on here, but we would like to note that for half of the participants it included a stress manipulation in the form of the Leiden Public Speaking Task [49]. After having completed the first phase, participants were told that “in no more than 10 minutes” the researcher would return and the study would proceed as planned. During these 10 minutes, and unbeknownst to the participants, their activities were recorded using a video camera in the hopes of capturing naturalistic social media use.

Whether we would be able to capture smartphone behaviors of interest depended to a large extent on the camera setup. The best solution ultimately involved a camera installed right above the participant’s seat, which has provided us with good and reliable footage (ie, the participant could change poses, but this would affect the quality of footage only minimally) of the participant’s phone in all of the cases so far. Participants were always tested in the Bar Lab room seated at a table positioned directly under the camera. To ensure that participants would not get up and walk around the room (and thus leave the camera’s field of view), they were asked to remain seated while the researcher was gone to ensure a steady signal from the physiological equipment (which, in reality, was robust to movement).

The dome-shaped camera was able to rotate on its axis, tilt, and zoom in and out, as well as adjust focus to points nearer or further away in space, allowing us to sharpen or blur the image as necessary. The camera was controlled by the researcher from a control room next to the study room where the participant was waiting. The focus point of the camera could be controlled in such a way that the participant’s smartphone screen (if used by the participant) was visible but no text could be read from the screen to guarantee the privacy of the participant and any people whose information may have been featured on the screen. Similarly, images were always blurry, and, although shapes could be made out, any people featured on the participant’s screen could not be identified. What these recordings did enable us to see, however, was which apps the participant was using and what the participant was doing in these apps (eg, just scrolling, typing text, liking a post). See Figure 1 for a screenshot of a pilot participant’s recording. On this screenshot, for instance, we can see that the participant seems to be typing a message in WhatsApp, judging by the layout of the app visible on the screen. No preprocessing of the video footage is required before use in the interview, meaning that the interview can take place almost directly following the monitoring/waiting phase.

Figure 1. Screenshot from the video recording of one of our pilot participants.
In-Phone Information

While the video recordings provide valuable information about participant activities, in a number of cases the recordings alone were not sufficient to capture our desired level of detail regarding participant phone use. For instance, very brief actions such as hitting a Like button could sometimes be harder to identify with certainty given the blurriness of the video image. In other cases, the layouts of apps were sometimes similar or even unknown, meaning that it could be hard to pinpoint exactly which app was being used. Although looking at what the participant was doing on their phone with their fingers (eg, typing, swiping, tapping) could help distinguish between certain apps that otherwise look quite similar, an extra source of information could be called upon: the participant’s own phone. Such information can always be called upon in the moment itself and does not require preprocessing.

First, if there was uncertainty about what sort of action a participant engaged in, they were asked to open up the social media app and navigate to the activity log or equivalent. Most social media apps contain such an overview of user behavior in the app, although not all of them will refer to this overview as an activity log, and in some cases, information may be scattered over a number of places within the app. For instance, Instagram has an overview of the posts a user has liked, if you dig deep enough, but Instagram does not offer an in-app overview of any comments the user may have posted (one could, however, use the less instantaneous Download My Data functionality if the comments were of particular interest). Luckily, the act of commenting could easily be identified on the video recording since the participant was typing. Facebook, on the other hand, does include comments in their overview of the user’s activity, although their activity log is similarly hard to find for an inexperienced user. See Figure 2 for a screenshot of Facebook’s activity log. This overview can be helpful for determining which data one can and cannot access in case a similar paradigm is implemented in other studies. Knowing beforehand what sorts of reliable (ie, objective) data can be accessed is paramount for study success, since the stimulated recall hinges on data to aid the participant in accurately recalling thoughts and feelings about the activities of interest.

Figure 2. Screenshot from Facebook app illustrating the activity log.
Second, if there was uncertainty about what sort of app the participant was using, we attempted to retrieve this information using the overview of currently opened apps (see Figure 3 for a screenshot of what that looks like on an iPhone). To make sure that in such a situation we would not be faced with a sequence of apps that had been used days ago (but never closed) rather than in the 10 minutes of the waiting period, we followed a standardized procedure. During the setup of our physiological equipment used to measure participants’ electrocardiography (which we incorporated in the study to be able to check whether the stress manipulation had indeed worked), we told the participants that we would need them to turn their phones off and on again so we could do “signal calibration checks” in between to ensure that the phone’s signal would not hamper the physiological data collection later on in the study. This meant that we could check, if necessary, which apps in the opened apps overview of the participant’s phone were opened and used during the monitoring period and not before; although the app overview remains unchanged even after restarting the phone, any apps being used before the restart will need to reload when accessed from within this overview. That way, we had a way of checking whether an app was used during our study or before it. The “turning phone off and on again” request additionally meant that we could subtly check whether participants had their phone with them and ensure their phone would be near them when the waiting period arrived.

Figure 3. Screenshot of the opened apps overview on an iPhone.

Stimulated Recall Interview

Whereas the use of objective data sources addresses the lack of reliable information regarding user activities, the stimulated recall interview tackles the lack of attention to the how and why of adolescent social media use while incorporating the collected objective data. There are a number of important elements to the successful application of such an interview in a social media research context. First, it is important to acknowledge there are users of social media (especially the younger user base) who engage with social media by sharing relatively personal details about their daily life with friends or family. In order for an interview to be successful, trust needs to be established between researcher and participant because information discussed in the interview, namely about what is put out on social media, can be personal and sensitive. We propose that a powerful way to establish this trust is to authentically recruit the participants’ own intrinsic curiosity and generosity in the interview by asking...
them to join the researcher in a brief moment of co-research. As in participatory research [50], we clearly explain the general goals of our study, what kinds of data have been gathered, and how they will be used to aid in the interview. This is an important step toward eliminating any unease the participant may experience when asked to share personal details, thoughts, and feelings. Second, the interview needs to be structured and standardized across participants. Explaining the structure of the interview will not only help put the participant at ease if necessary, it will also enable the participant to be the best co-researcher they can be; if they know what the researcher is interested in, they will be best able to help and contribute. Good structure and standardization of the interview, however, does not only have to do with the fact that such interviews can be very data-rich. Thanks to a structured approach, the participant will feel there is a particular method and consistency to how personal details are being collected and handled, which will further contribute to a good relationship during the interview. Ultimately, a better researcher-participant relationship will lead to better insights into participants’ behaviors and thought processes.

In our study, participants were debriefed and told the true purpose of the study after they had completed the monitoring period in which their activities were recorded. It was explained to participants that the researcher would like to use the remaining study time to conduct a structured and detailed interview about their social media behaviors and experiences, if possible with the aid of the participant’s phone and the video recording made during the monitoring period. If the participant gave consent at this point, the study continued and the participant was interviewed following our interview protocol and with aid of the data. If not, the participant was thanked for participation so far and told that the study was ending there.

Interestingly, only one of our participants so far has withheld consent for the use of video footage, suggesting participants are interested in sharing their data with us and gaining insight into their own behaviors.

The goal of the interview was to gain insight into (1) what adolescents do on their phones, with increased specificity when it comes to social media, (2) why adolescents engage in these activities (according to them), (3) who (or whose information/posts) they encounter and interact with on social media, and (4) how these activities make adolescents feel in that moment. As such, there were a number of layers to each activity/experience we explored in the interview, and to ensure a consistent structure across participants, we developed a scheme to aid us in conducting these intensive and often personal interviews (Figure 4). By making clear to the participants that despite the personal nature of our questions there was a structure to our method, we hoped to not only facilitate data processing afterward but also predispose participants to cooperate in the interviews (only one participant out of the 53 tested so far has withheld consent for the stimulated recall interview; for more about feasibility research see Feasibility and User Research). Additionally, the interview was audio recorded for future reference and potential in-depth analyses.

During the stimulated recall interview, the video recording of the participant was viewed by the participant and researcher together. At the onset of each new major activity, the researcher would ask the participant questions according to the interview scheme (Figure 4), pausing the video when necessary and completing each of the interview layers (indicated by the horizontal layers in the interview scheme) before moving on to the next major activity. If these behaviors were on the phone, the end/start of a major activity was signified by switching to another app.

The way the interview is structured, going through the layers outlined in the interview scheme, lends the stimulated interview implemented in our study affordances that are especially important for the field of social media (and well-being) research. First, use of video footage of the participants’ activities allows us to consider time; research has indicated that we cannot expect people to accurately recall what was done [29], let alone accurately recall in what order. With the video footage as a foundation to construct our image of people’s smartphone and social media behaviors, we can pinpoint time stamps to in-app
behaviors (eg, liking a post, reading/scrolling, typing a message, browsing the internet), app switching behaviors, and behaviors like switching from using the smartphone to doing something offline (eg, reading). This allows for the measurement of relatively unexplored variables such as behavior pattern dynamics (eg, whether participants engage in long bouts or short bursts of different activities or whether activities are triggered by incoming notifications or self-initiated), and importantly, allows for accurate assessments of the duration and frequency of behaviors. When viewing the video footage, a first look is taken at the major activity (eg, Facebook). The participant is asked to describe why—to the best of their recollection—they started engaging in this major activity in that moment. Participants may indicate they had a specific goal in mind (eg, “I wanted to look up the profile of a girl a friend mentioned”) or they were simply bored and they always go to Facebook when bored. Next, the footage of the major activity is re-viewed and dissected into subactivities done by the participant. For instance, one participant may have scrolled the news feed, liked a number of posts, and commented on one of those posts, whereas another participant might stick to only scrolling the news feed. These subactivities are noted for each major activity. Note that the same major activity may occur multiple times, since people often switch to other apps but then come back afterward. Thanks to the video footage, we are able to capture such repetitions and any differences in behavioural pattern shapes that may occur between participants, giving a much needed, detailed view of how exactly adolescents interact with their phones and social media.

A second advantage to this method is that the interview setting allows us to put the social back into social media research and offers a much more in-depth assessment of whom social media users are engaging and interacting with on these platforms. Social media are, of course, meant to enable social interaction between people all over the world. Additionally, the types of people (eg, family members, friends, acquaintances, strangers, celebrities) users come across on social media may differ vastly between people all over the world. These intricacies of social media use have thus far been ignored in many studies of social media and well-being and can now be addressed in the stimulated recall interview. For each type of subactivity within a major activity (eg, liking posts in a particular Facebook session), we ask participants what type of other people were involved in the subactivity (eg, “What kinds of people posted the messages that you liked?”). The participant is offered a number of suggestions (eg, “Were these messages posted by a friend of yours or by a stranger maybe?”) and if possible, the participant’s phone is asked to describe why—to the best of their recollection—they started engaging in this major activity in that moment. Participants may indicate they had a specific goal in mind (eg, “I wanted to look up the profile of a girl a friend mentioned”) or they were simply bored and they always go to Facebook when bored. Next, the footage of the major activity is re-viewed and dissected into subactivities done by the participant. For instance, one participant may have scrolled the news feed, liked a number of posts, and commented on one of those posts, whereas another participant might stick to only scrolling the news feed. These subactivities are noted for each major activity. Note that the same major activity may occur multiple times, since people often switch to other apps but then come back afterward. Thanks to the video footage, we are able to capture such repetitions and any differences in behavioural pattern shapes that may occur between participants, giving a much needed, detailed view of how exactly adolescents interact with their phones and social media.

A second advantage to this method is that the interview setting allows us to put the social back into social media research and offers a much more in-depth assessment of whom social media users are engaging and interacting with on these platforms. Social media are, of course, meant to enable social interaction between people all over the world. Additionally, the types of people (eg, family members, friends, acquaintances, strangers, celebrities) users come across on social media may differ vastly between people all over the world. These intricacies of social media use have thus far been ignored in many studies of social media and well-being and can now be addressed in the stimulated recall interview. For each type of subactivity within a major activity (eg, liking posts in a particular Facebook session), we ask participants what type of other people were involved in the subactivity (eg, “What kinds of people posted the messages that you liked?”). The participant is offered a number of suggestions (eg, “Were these messages posted by a friend of yours or by a stranger maybe?”) and if possible, the participant’s phone is used during the process so that the participant can accurately recover who, for instance, posted the messages they liked. After the participant describes what these people are to them, one of 6 categories is written down next to the subactivity involved: friends, family, romantic partner, acquaintances, strangers, or celebrities.

A final advantage to our approach is the in-depth, qualitative nature of the data we can collect. This includes what users did on social media and who they interacted with but also how these behaviors and experiences made them feel. Asking someone to describe the experience of reading a friend’s post is hard to do without the context of the post itself, and although there have been studies attempting to artificially recreate such contexts [51], this method provides a more reliable, ecologically convincing account of social media interaction as they emerged spontaneously in a naturalistic context. In our stimulated recall interview, we do not ask participants to elaborate on their feelings for every post they read or emoticon reaction they gave but, given their stimulated recollection of what they read or did, elaborate on their feelings and experiences for the types of activities within the major activity at hand (eg, for scrolling and viewing posts within Facebook). For each of these activities, they indicate with a smiley how they felt in a general sense (on a 5-point Likert scale; see the smileys on the bottom of the interview scheme in Figure 4). After participants indicated which smiley best reflected their feelings for a given activity, we asked participants to briefly describe why they chose this particular smiley and explain how they felt specifically. For instance, if a participant indicated that they felt moderately negative (smiley 2) while scrolling/browsing posts on Facebook, they might say this had to do with the fact that they saw a lot of negative news and it made them a little sad. For this emotional layer of the interview, no categories are used (in contrast to the other layers of the stimulated recall interview). Instead, key words used by the participant when describing how they felt and why are written down. Given that feeling ratings and descriptions are category-based (eg, for scrolling/browsing posts during this particular session of Facebook) rather than per every post they encountered, it may happen that participants report having felt positive emotions for one post and negative emotions for another post. In such cases, participants are asked to select the smiley that most accurately reflects their average feeling about the posts (for instance, by selecting the neutral smiley). The details can always be reflected in the feeling description: it might, for instance, say “It was nice because I saw a funny post, but also sad because a friend of mine had some bad news.” While the feeling rating in the form of a smiley is a compact measure, the description element within the feelings layer of the interview plays a vital role in truly finding out how adolescents feel during their social media visits and for which reasons.

Stimulated Recall Chart
The stimulated recall interview yields a rich body of information and data about participant behaviors and experiences. When developing the design of the study and particularly the stimulated recall interview, we developed a standardized chart to formalize all the information coming forth from the participatory interview. After a couple of iterations, we landed on a layout that closely resembles the schematic interview chart (Figure 4). At the start of the interview, a sheet of whiteboard foil with the general skeleton of the chart already set up (Figure 5, left panel) is explained to the participant, and we say we would like the interview to be collaborative and have the participant engage in the research that happens during the interview, together with the researcher. As the interview progresses, we fill out the sheet together, which results in an information-dense but highly structured visualization of the participant’s monitoring phase (Figure 5, right panel).
Depending on the activity level of the participant, multiple sheets may be used to capture all of the activities they participated in during the testing phase. After the interview, photos are taken of the sheets to be stored on our secured data servers, and the whiteboard foil sheets are wiped clean, removing all but the initial skeleton of the chart, ready to be used for the next participant.

**Feasibility and User Research**

**Monitoring/Waiting Period**

Participants were kept unaware of the aim of the study to allow for an optimally naturalistic assessment of adolescents’ activities during the waiting period. We expected, from personal and anecdotal experience, that adolescents would pull out their smartphones when asked to wait, and indeed, a pilot we conducted with this method (N=8, all female) indicated that the smartphone was participants’ go-to activity. We found an overwhelming display of smartphone use despite the participants’ bags being close enough for them to engage in other activities they may have had brought with them (eg, reading a book). This latter aspect of the design (ie, bringing the participant’s bag close) was also piloted, since we wanted to give the participant the feeling they could do whatever they wanted (as long as they remained seated) while not diminishing our chances of capturing the behavior of interest (ie, smartphone and social media use). Ultimately, 100% (n=8) of the pilot participants used their phones. Moreover, very few engaged in nonsmartphone activities; only one pilot participant engaged in one offline activity (ie, not involving the phone) in addition to a number of smartphone activities. This participant put away their phone after a couple of minutes and spent the rest of the time investigating the room. Interestingly, this was an older participant (age 54 years), which might explain the difference in behavior compared with our other pilot participants, who were all within the age range of interest (18-25 years). As anticipated, social media were used by nearly all of our pilot participants during the waiting period (again with exception of the participant aged 54 years); in our study, this has been true for all but 9 participants.

Whether the waiting period would allow us to capture the behavior of interest was not the only reason for piloting our paradigm. The duration of the waiting time proved to be a nontrivial issue. Prior to the start of the pilot, durations of 10, 15, and 20 minutes were discussed. We wanted to ensure the participants had enough time to exhibit the full range of possible activities (within the constraints of our study): we didn’t know whether participants would go straight to more leisurely activities or attempt to do study-related work first (given that our participants were likely to be students). On the other hand, we did not want the waiting time to affect participants negatively (since waiting too long can be perceived as annoying and might affect the mood). We settled on 15 minutes for the pilot and discovered two issues that directly affected our study. One pilot participant opened an app such as Netflix shortly after the researcher left and continued to watch streaming content for the rest of the waiting period. This, of course, posed a problem for our paradigm, given that we wanted to maximize our chances of capturing social media behaviors. Also, we quickly realized that a 15-minute waiting period (which by definition yielded a 15-minute monitoring video) significantly prolonged the duration of the stimulated recall interview that followed. After a couple of pilot participants, we found that 5 minutes of monitoring footage would take approximately 15 minutes to interview with the participant, bringing the total interview time to 45 minutes in the case of a 15-minute waiting period. These two factors (ie, the predisposition to watch streaming content when told one has to wait for 15 minutes and interview length being a multiple of the waiting period duration) led us to pilot the remaining participants with a monitoring duration of 10 minutes instead. The remaining pilot participants did not engage in streaming series or films, and the interview duration was brought back to 30 minutes, which proved to be more palatable for the participants given the intensive nature of the interview.

**Participant Experience**

As discussed earlier, the stimulated recall interview could be considered intense due to the interview’s duration and the level of detail of recollection required. To ensure that stimulated
recall paradigms like ours can be used in further studies, experimenters need to make sure the burden on the participants is not too heavy and participants are willing to share their often personal information. Throughout the final phase of our pilot (after the design changes discussed earlier had been consolidated) we asked participants off the record what they thought of the interview and if they would change anything about it, and none of our participants indicated that the interview was too burdensome.

Additionally, although they were often surprised that they had been filmed without their knowledge, all of our pilot participants (n=8) were very willing to share with us how they had spent their time on social media, despite the personal nature of these experiences. We believe that this had a lot to do with the researcher’s attitude: transparency is very much valued, even if it is after the fact, and including the participant as much as possible in the process (rather than just using their data) is likely what predisposed our participants to engage in open-hearted conversations during the interview. The emphasis on co-research has also made it easier for our researchers to conduct such personal interviews (rather than feeling like intrusive voyeurs). With the exception of one participant in our currently running study (n=53) who withheld consent for the use of the monitoring footage, we have found the same as in the pilot: if approached in an open way with genuine interest, participants are excited to explore their own social media activities and experiences with us. For this study, we have decided to include two questions in our debrief measure regarding participant experience in the stimulated recall interview. First, participants were asked to describe in a few sentences how they experienced the stimulated recall interview. Second, participants were asked to indicate on a scale from 1 (very unpleasant) to 10 (very pleasant) what they thought of the stimulated recall interview. Based on the currently collected sample of participants (n=53), we can say that on the whole participants found the method rather pleasant (mean 7.46 [SD 1.27]). The words most used (Figure 6) to describe the stimulated recall method were nice (15), funny (11), interesting (8), great (8), and confrontational (7). These data seem to indicate participants were engaged and enjoyed the process, even though seeing themselves engage in activities that some participants described as not particularly productive was considered confrontational by some.

Figure 6. Word cloud depicting words used by participants (n=53) in response to the statement “Please describe how you experienced the stimulated recall interview.” Larger words represent more frequently used words. Font darkness is for decorative purposes only and does not represent other aspects of these data.

Considerations

The application of stimulated recall to social media research is showing promise in helping researchers investigate the functions and processes surrounding social media use by adolescents, while guaranteeing data are reliable. This addresses two important issues currently discussed: the use of self-report for assessment of quantitative aspects of social media use and the lack of attention to the contexts in which social media are used. With the stimulated recall chart as a rich source of data, research questions can be addressed that were out of our reach before. For instance, we will be able to examine students’ key motivations for using social media and determine whether use of social media is fueled by the apps themselves (ie, because notifications come in) or by a form of intrinsic motivation. We will also be able to examine in much greater detail what exactly students spend their social media time on and what kinds of social ties (eg, friends, family members or celebrities) they come into contact with on these platforms. Last, and most elusively, we will be able to get a sense of how all of these aspects of
social media use intertwine and culminate in user experiences; how social media use makes people feel likely has to do with the specifics of their use, and we will be able to link the affective experience of social media use to specific aspects of social media use thanks to data gathered through the stimulated recall interview and chart. Importantly, we are not suggesting that stimulated recall should be used exclusively in future research into social media use and well-being. This method, in principle, lends itself well to many other fields, whether the study subject concerns other kinds of new media use (eg, video gaming) or consumer behavior. We suggest that, depending on the research questions at hand, the field can benefit from combining methods such as experimental designs with a stimulated recall approach because this approach is largely content-agnostic: any type of objective data can be used as long as it aids participants in their recall of certain events or experiences. Such multimethod paradigms, if constructed in ecologically valid and reliable ways, will be important steps forward in the field of social media use and well-being.

Despite the clear affordances of this new method, limitations and considerations should be addressed by anyone implementing a similar paradigm in the future. First, the method we have presented is restrictive in that it relies on a setup with cameras. As we found during the piloting phase, placement of the cameras is crucial to the stimulated recall interview because objective sources of information are required to aid the participant in their recall of events. While one could think of nonlaboratory situations (eg, malls, cafes) in which multiple cameras could either be installed or are already present, such contexts bring with them other problems. Privacy issues would arise concerning all other people present in that space who are also captured by the cameras. Recording footage of people without prior consent could be considered ethically unacceptable by institutional review boards. Hence, the stimulated recall method as we have described it here is more suited to controlled settings than field contexts, although the latter might be possible if additional measures are taken to protect the privacy of everyone involved.

Second, stimulated recall interviews do not capture dynamics of behavior over longer periods of time. The monitoring duration is restricted by the following length of the stimulated recall interview and the fact that participants need to wait in one specific lab room. This means only a relatively short period can be captured. To somewhat alleviate this limitation, researchers could adjust the level of detail addressed in the stimulated recall interview (and the data following from that interview); if fewer aspects of behaviors are of interest (eg, only whether something was posted or shared on social media), the stimulated recall interview can be cut short significantly. The stimulated recall interview is a relatively time-intensive form of measurement and, although the timeframe assessed may stretch to 30 minutes or even an hour if that level of detail is needed, the method is simply not suited to assess behaviors (and changes in behaviors) on a time scale that spans multiple days or even weeks.

Third, we have not asked participants to use their phones during the waiting period, and their use of phone and social media can therefore be considered quite natural. However, it should be noted that in our setup, participants are not offered alternative choices of activities, which makes the situation different from usual private life, in which one may be able to choose from using their phone, or reading a book, or watching television. We feel that our setup sufficiently resembles and represents many spare moments in everyday life when roaming public spaces, such as waiting for a friend at a café or riding public transportation.

Fourth, although we have tried to incorporate the best objective data sources available to us in social media contexts (ie, external recordings of the phone and in-phone information), there is still a great amount of data stored within apps and on company servers that remain inaccessible to researchers, mostly due to restrictive data policies asserted by large tech companies. Such data, were they accessible, would be able to shed light on more extended versions of questions that are now assessed using this paradigm. For instance, patterns of behaviors could be assessed over longer periods of time because they could be passively sensed rather than recorded actively in the lab. Although the qualitative, experiential aspect of such behaviors cannot optimally be addressed remotely and will still require an interview with a researcher, reliably measured changes in objective aspects of digital technology use behaviors could be addressed. Additionally, changes in mood could be measured through a complementary experience sampling setup [52], which could then be linked to specific and reliable behavioral data. Efforts toward passive sensing of smartphone use are actively being made [53], but hurdles remain: the fact that many companies do not make their data available to researchers continues to hinder researchers in reliable assessment of users’ behaviors. Related to this inaccessibility of data is the fact that users’ privacy needs to be ensured no matter what, and, fortunately, efforts toward transparent and privacy-safeguarding protocols are already being made.

Last, we would like to address some ethical considerations pertaining to this kind of protocol. What adolescents do on their phones and on social media can, of course, be highly sensitive. Recording people without their knowledge and consent, especially as they engage in activities generally considered private, is not ideal from an ethical point of view. However, we feel such a lie by omission is necessary to ensure participants display naturalistic behaviors. This type of design is similar to any requiring some form of deception that is later revealed to research participants. However, we take these ethical considerations seriously and have taken steps to minimize concerns and ensure participants provide informed consent as soon as possible during our procedure. Participants are asked for explicit consent a second time, between the collection and use of the data; they are clearly told that they should feel free to withhold consent; they are also assured that they will receive compensation for their time in our lab no matter their decision.

Finally, it is worth mentioning that the nature and extent of precautions taken with regard to storage may depend on the characteristics of the data collected. As we mentioned earlier, participants’ faces are not shown in our video footage, and no text or people can be discerned on their phones. However, if the exact content of apps and messages can be read and contacts’ faces are recognizable, these factors bring with them new challenges such as ensuring the privacy of those contacts is being guaranteed or their consent obtained.
Conclusions

More attention should be paid to the qualitative side of digital technology use, since frequency and duration metrics can only tell us so much and that seems not to be enough [54]. We have presented a novel paradigm that can be implemented in digital technology (eg, smartphone and/or social media) use research. The application of stimulated recall to these contexts allows us to not only more reliably assess user behaviors but also to address how users think and feel while interacting with digital technologies. We hope that through this paradigm, new insights into people’s digital lives can now be gathered in contexts that are ecologically valid and honor the spontaneous and automatic nature of the behavior of interest. Although there are limitations to the stimulated recall paradigm, depending on the question of interest, these can be justified by the insights this method can provide. With more concrete and detailed information about the ways in which users engage with social media and how this makes them feel, researchers in this field will be able to design better studies in the future (whether they be experiments, diary studies, or observational studies) that are ecologically valid and maintain the context sensitivity necessary to capture or create naturalistic behaviors. Ultimately, we hope this new approach will help researchers work toward a better understanding of why, with whom, and how exactly users interact with digital technologies such as social media and how these experiences affect users’ mental health and well-being.
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Abstract

Background: Many mobile health (mHealth) apps for mental health have been made available in recent years. Although there is reason to be optimistic about their effect on improving health and increasing access to care, there is a call for more knowledge concerning how mHealth apps are used in practice.

Objective: This study aimed to review the literature on how usability is being addressed and measured in mHealth interventions for mental health problems.

Methods: We conducted a systematic literature review through a search for peer-reviewed studies published between 2001 and 2018 in the following electronic databases: EMBASE, CINAHL, PsycINFO, PubMed, and Web of Science. Two reviewers independently assessed all abstracts against the inclusion and exclusion criteria, following the Preferred Reporting Items for Systematic Review and Meta-Analysis guidelines.

Results: A total of 299 studies were initially identified based on the inclusion keywords. Following a review of the title, abstract, and full text, 42 studies were found that fulfilled the criteria, most of which evaluated usability with patients (n=29) and health care providers (n=11) as opposed to healthy users (n=8) and were directed at a wide variety of mental health problems (n=24). Half of the studies set out to evaluate usability (n=21), and the remainder focused on feasibility (n=10) or acceptability (n=10). Regarding the maturity of the evaluated systems, most were either prototypes or previously tested versions of the technology, and the studies included few accounts of sketching and participatory design processes. The most common reason referred to for developing mobile mental health apps was the availability of mobile devices to users, their popularity, and how people in general became accustomed to using them for various purposes.

Conclusions: This study provides a detailed account of how evidence of usability of mHealth apps is gathered in the form of usability evaluations from the perspective of computer science and human-computer interaction, including how users feature in the evaluation, how the study objectives and outcomes are stated, which research methods and techniques are used, and what the notion of mobility features is for mHealth apps. Most studies described their methods as trials, gathered data from a small sample size, and carried out a summative evaluation using a single questionnaire, which indicates that usability evaluation was not the main focus. As many studies described using an adapted version of a standard usability questionnaire, there may be a need for developing a standardized mHealth usability questionnaire.

(J Med Internet Res 2020;22(1):e15337) doi:10.2196/15337
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Introduction

Background
Digital technology for screening, treatment, and management of mental health issues has proliferated in recent years, and a substantial share of these applications is implemented on mobile devices [1]. Firth and Torous [2] argue that mobile technologies are particularly suitable to provide services for behavioral health, such as psychiatry, because of the opportunities for capturing patient behavior, for example, through ecological momentary assessment [3] and providing real-time support, given the omnipresence of mobile devices. According to a 2015 report on mobile health (mHealth) adoption, there were 165,000 mHealth apps available on Google Play and iTunes Store, a third of which focused on dieting, wellness, and exercise, and about a quarter of these concerned disease treatment. One-third of the disease-specific apps were for mental health [4].

The World Health Organization (WHO) [5] acknowledges the potential in mHealth apps for meeting the challenges in reaching universal health coverage, provided the apps are evidenced. This involves critically scrutinizing their "benefits, harms, acceptability, feasibility, resource use, and equity considerations." There are different approaches to scientifically assessing the effect, utility, and usefulness of mHealth apps. From the perspective of medicine and psychiatry, the acceptable way of measuring the effects on mental health is through randomized controlled trials [3,6]. From the perspectives of computer science and human-computer interaction (HCI), a well-established approach to the assessment of technology is to evaluate their usability. As a science, usability is grounded not only in the social and behavioral sciences but also in the science of design [7]; however, poor usability and lack of user-centered design have been described as 2 of the reasons for low engagement with mHealth apps [8], and attrition is considered a generic problem in mHealth [9].

Usability is defined by Nielsen [10] as a "quality attribute that assesses how easy interfaces are to use." Usability evaluation has the purpose of gaining understanding of how easy it is to use an interface, and it is an essential part of systems development [11]. There can be different motivations behind usability evaluations, such as establishing evidence that the interface is usable (summative) or informing the redesign and improvement of the interface (formative). Systems with poor usability can lead to situations of low goal-achievement efficiency or the technology not being used or being rejected. Usability evaluation methods are divided into inspection or heuristic methods and methods that are based on input from user representatives. Usability evaluations are usually undertaken in relation to an interaction design process. In HCI, there is an ideal that the results from the evaluation are used to inform the redesign of the evaluated interface but according to Nørgaard and Hornbæk [12], this is often not the case as, rather surprisingly, the evaluation and redesign often occur independently of each other.

Recently, the scope of usability evaluation has shifted from usability engineering to the more encompassing task of evaluating user experience, including user emotions, values, and motivations [13]. At the same time, digital technology is increasingly being directed at the private and public spheres of the users [14], spreading from the “workplace to our homes, everyday lives and culture” [15]. The real-life contexts in which mobile systems are commonly used are often messy and variable, often involving a social context in which other people are present and different kinds of situations with various physical surroundings, such as on the bus or at home [16]. This variation and unpredictability of the context can constitute a challenge when designing and evaluating mobile systems, in addition to the methodological challenges of conducting trials in-the-wild [17], which are particularly applicable to mHealth technologies. Given the prevalence of mobile phones and the confidence the owners have in using them, it seems that usability evaluations of mobile technology are ideal to carry out as field trials, and there is a call for in-the-wild research studies of the use of mobile technology [15]. Yet, there are obstacles to conduct usability evaluations as field trials, for example, the potential difficulties in recreating the intended use situation, combining traditional usability evaluation techniques such as observation and walk-through, and controlling and accounting for all the variables in the environment [16].

As mentioned above, usability evaluation is tightly connected with interaction design. The affordances of mobile devices pose challenges that are particular to designing mobile apps. Compared with desktop computers, mobile devices have several limitations, specifically related to the mobile context in which they are used, such as connectivity, small screen size, different display resolutions, limited processing capability, power, and methods of data entry [18]. On the contrary, mobile devices offer new interaction modalities, such as gestures and movement, location, scan-and-tilt [19], point-of-view and head tracking [20], multitouch and video projection [21], context and proximity sensing, auditory input, and combinations of these features [22]. The proliferation of mobile devices among people all over the world and the many opportunities they provide for creating novel interaction forms raise the question of whether these features are being used in the design of mHealth apps or whether mobile platforms are mainly considered as a convenient way of delivering information.

Objectives
Given the background described above, the goal of our systematic review was to increase the understanding of how usability is being addressed and measured in mobile interventions focusing on mental health problems, where the interventions are made available using mobile devices. We also examined how participants were recruited and which user representatives were involved in the 42 studies from the literature. The following research questions guided the review:

1. What is the approach to users taken in the studies?
2. What are the objectives and outcomes of the studies?
3. What are the characteristics of the mobile apps in the interventions?
4. Why are apps being developed for mobile platforms?
5. Which research methods and techniques are being used to conduct usability evaluation in the studies?
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Methods

Study Design
The scope of our review includes how designers approach usability evaluation of new tools and those that are still being developed, that is, their overall evaluation strategies or research approaches to usability evaluation and the concrete methods and usability scales that are being used. We examined how participants are recruited into studies that conduct evaluations of apps, for example, whether the participants are patients diagnosed with a mental illness or mental health professionals and which user representatives are involved. As an aspect of the research approach, usability can be incorporated in the design process and in assessing a developed tool, which can be in the form of co-design or user-centered design, in which future users take part and influence the design process. We looked at the maturity levels of the systems included in the review and the stated purpose of the evaluation. We also reviewed the articles for which mental health issue systems are being designed. Finally, this review assesses the different approaches to mobility as presented in the selected research articles. The reasons for deploying a mental health intervention on mobile devices vary, but in this study, we are primarily interested in why it is a popular platform for deploying mental health interventions.

Information Sources and Search Strategies
A systematic search covering the scientific literature was performed in the medical databases EMBASE, CINAHL, PsycINFO, and PubMed and the wide-ranging scientific database Web of Science. The search was limited to papers published between January 2001 and the end of December 2018. The results were compared and consolidated after each step. The databases were chosen to ensure that all relevant articles could be included in the review study. Search terms were based on a combination of the following keywords: usability, evaluation, assessment, measure, test, testing, heuristics, mental health, mental illness, mental disorder, psychiatric illness, mobile health, M-health, e-health, internet, CCBT (computerized cognitive behavioral therapy), and computerized CBT. The keywords were combined using the Boolean operators OR and AND. The search was customized for each selected database in accordance with their filtering specifications.

Database Searching Process
This review focused on the 4 areas of usability, evaluation methods, mental health, and mobile digital interventions, and accessed relevant articles throughout the 4 steps. Therefore, the search keywords used included words related to these areas. The first keyword was “usability,” which is the main focus of this review. Second, the keywords related to usability evaluation methods were added to identify the applied assessment methods of articles (eg, evaluation OR assessment OR measure OR test OR testing OR heuristics). Third, the results were refined to include the keywords related to the mental health domain (eg, mental health OR mental illness OR mental disorder OR psychiatric illness). Fourth, search keywords addressing mobile digital intervention in mental health were added to limit the search results and access more relevant articles.

Selection of Studies
The Preferred Reporting Items for Systematic Review and Meta-Analysis statement was used for the reporting of the systematic review [23]. A total of 5 databases were searched systematically using predetermined keywords. The reference lists of the included articles were also searched for additional relevant articles. After removing duplicates, a set of inclusion and exclusion criteria were formulated to evaluate and identify the most relevant articles.

We included those studies in which the articles met the following inclusion criteria (1) focusing on usability evaluation of a mobile digital mental health intervention and (2) providing empirical evidence with regard to the usability evaluation outcomes of digital mental health interventions. We also excluded the studies that met at least one of these exclusion criteria: (1) not written in English; (2) published before 2001 or after December 2018; (3) not having a full text or published in the form of a conference paper or an abstract; (4) designed as nonempirical research (eg, opinion papers, reviews, editorials, and letters); (5) study protocol; (6) dealing with usability evaluation in domains that do not include mobile digital mental health; and (7) having limited mobile use to SMS, as a Web browsing platform, or purely as a sensor.

The database searches were performed by 2 of the authors independently in a double-blind process. After identifying relevant articles through the electronic database search, 65 duplicate articles were removed, and 234 unique articles remained. In the screening step, the resulting list of 234 articles were reviewed independently by the same 2 authors according to the inclusion and exclusion criteria by considering the title, keywords, and abstract, and all 59 eligible studies were retrieved. To assess the eligibility of the remaining articles, the full texts were evaluated, provided the information given in the abstract was sufficient to decide on the relevance of the article. The full texts of all identified articles were assessed independently by the same authors. Articles upon which both authors agreed were included. Any discrepancies between the authors regarding the selection of the articles were discussed, and a consensus was reached on all reviewed articles in a joint session. In total, 17 articles were excluded in this round, and the selection process led to the inclusion of 42 articles in this review as shown in Figure 1. The main method to resolve discrepancies was to review the full text paper with regards to IC2: whether the paper described a usability study including empirical evidence.
Defining the Evaluation Criteria Used in the Study

In accordance with the research questions, the evaluation criteria were grouped according to a set of 4 themes: (1) approach to the user, (2) objectives and outcomes of the study, (3) research methods and techniques to conduct usability evaluation, and (4) information about the mHealth interventions. A summary of the themes, evaluation criteria, and their values are given in Table 1.

The theme approach to the users contains information that is descriptive of the participants. The mental health problem addressed in the study refers to the stated diagnosis or mental health symptoms that the intervention is directed at. These can be diagnosis-based, symptom-based, and some interventions are also more general in nature, or about wellness or providing access to information. The sample size refers to how many participants took part in the evaluation, and we included a description of their role, that is, being patients, experts, health professionals, relatives, and so on. In target demographics, we reviewed whether there were any particular social strata that were addressed through the intervention in addition to the diagnosis, such as gender, age group, and culture.

### Table 1. Themes, evaluation criteria, and main subvalues and categories used in the study.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Evaluation criteria</th>
<th>Main subvalues and categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach to the users</td>
<td>Type of mental health problem/diagnosis, sample size, target demographics</td>
<td></td>
</tr>
<tr>
<td>Study objectives and outcomes</td>
<td>Purpose of the study, outcome of the study</td>
<td>Outcome: User reception, tool improvement, design recommendations, design themes, value in exploration, medical outcomes (positive, negative, and neutral), research improvement and app/tool</td>
</tr>
<tr>
<td>Methods and techniques</td>
<td>Research methods, usability evaluation techniques, and purpose of the usability evaluation</td>
<td>Research methods: Trial, user-centered design, mixed methods study, and participatory design; Evaluation methods: Interview (type), think-aloud, questionnaire (type), field study (natural environment), app use data, co-operative design, verbal probing, observation, scenario-based tasks, focus-group, panel review, video recording, logging/diaries, task-based evaluation, wireframing/sketching, personas; Purpose: Formative, summative</td>
</tr>
<tr>
<td>Mental health intervention</td>
<td>Maturity level of the mobile system and approach to mobility</td>
<td>Approach category: Device affordances, availability of mobile technology, contextual support, novelty of mobile research, popularity, user maturity, and privacy of mobile use</td>
</tr>
</tbody>
</table>

aThe theme has no subvalue or category.
The theme objectives and outcomes describe the author’s stated purpose of the article. The meaning of purpose was considered self-explanatory. We found statements of objective in the abstract section in most of the papers, where the articles had a subheading in the abstract where this was described explicitly. We also reviewed the introduction and methods sections, in which the objectives of the studies were explained. Outcome descriptions were grouped and categorized according to their meaning. The outcomes refer to conclusions about the main contributions of the study, as described by the authors. The outcomes were categorized using the terms user reception, tool improvement, design themes, value in exploration, medical outcomes (positive, negative, and neutral), research improvement, and app/tool. User reception refers to conclusions about how the technology was received and perceived by the participants in the study. Tool improvement means the conclusions about how the technology was improved are based on the feedback from the users. Design themes are observations that are sufficiently general to be of value to other designers and developers of mobile mental health technologies. Value in exploration means that the authors found that taking an explorative approach to evaluation gave significant knowledge in return for the study. Medical outcomes are conclusions concerning the medical effects on the participants of the study. Research improvement are findings that increase quality of future mHealth usability evaluations. Finally, app/tool refers to conclusions about how the technology was accomplished, usually based on user feedback.

Methods and techniques describe the methodological aspects of the studies. Research methods refer to the overall research strategy employed in the study that the article describes. We decided on the following main types of research methods: trial, user-centered design, mixed methods study, and participatory design. A trial is about determining the effects of an intervention. A criterion for a trial was that the participants used the technology independently for a period either in their natural environment or elsewhere. If the trial took place in the user’s natural environment, this was specified in the usability evaluation column. Mixed methods studies refer to a set of qualitative and/or quantitative techniques being used to study the intervention but not in the sense of a trial. User-centered design methods refer to studies where potential users or representatives of users have taken part in the design process, for example, in the form of co-design or participatory design. User-centered design methods also usually entail an iterative design and evaluation process. The purpose of the evaluation describes whether intervention technology redesign based on user input took place in the study, described as formative if so and summative where the focus of the study was on describing the usability evaluation results. Usability evaluation refers to the data collection techniques that were used in the study, that is, interviews, observation, and questionnaires, including standardized usability measures, such as the System Usability Scale (SUS) or their adaptations.

The theme mHealth intervention refers to information about digital intervention. By reviewing the maturity of the technology, we wanted to see if there were discerning trends in how early in development usability evaluations were carried out. For maturity, we distinguished between the main categories of sketch, prototype, matured, and released version of technology. In approach to mobility, we were interested in if and how the authors argued for the choice to use mobile technology for their intervention. The main categories for these were device affordances, availability of mobile technology, contextual support, novelty of mobile research, popularity, user maturity, and privacy of mobile use. Interventions that employ mobile devices because of specific affordances (sensors, communication, etc) use aspects of mobile devices that are difficult or less practical to replicate using other devices. Availability refers to the notion that mobile devices are available to the user most of the time. Popularity means that mobile devices are currently in use by most people for most age groups. User maturity refers to the idea that people have become technologically proficient in mobile phone use. Privacy is related to the notion that people regard, for example, finding information on their mobile phone as more private than visiting a mental health professional.

Results

Approach to the Users

A total of 29 of the studies conducted a usability evaluation of a mobile mental health program with either patients or patient families with parent-child dyads, 11 with health care providers, such as clinicians, caregivers, nurses, therapists, care managers, and health professionals, and 8 with healthy users. Of the studies gathering feedback from users, 1 study recruited users with a history of trauma, encouraged users with lived experience of mental health and substance use to participate, and evaluated usability with users who were offspring of patients with dementia, and another recruited parents of children with neurodevelopmental disabilities. To conduct a more detailed analysis, some of the studies performed the usability evaluation of a mobile mental health program with different user groups. A total of 6 studies obtained usability feedback from both patients and health care providers. The categories healthy users and patients, healthy users and health care providers, healthy users and experts, health care providers and experts, patients and practitioners, patients and teachers of dyslexia, health care providers, patients and researchers on health domain, and health care providers, patients and healthy users occurred once (see Table 2).
Table 2. Types of users recruited by the reviewed studies.

<table>
<thead>
<tr>
<th>User type</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users with a mental health history</td>
<td>Price et al, 2016 [62]</td>
</tr>
<tr>
<td>Users with lived experience of mental health and substance use</td>
<td>VanHeerwaarden et al, 2018 [63]</td>
</tr>
<tr>
<td>Users who were offspring of patients with a mental health illness</td>
<td>van Osch et al, 2015 [64]</td>
</tr>
<tr>
<td>Users who were parents of children with a mental health illness</td>
<td>Jiam et al, 2017 [65]</td>
</tr>
<tr>
<td>Researchers on health domain</td>
<td>Fuller-Tyszkiewicz et al, 2018 [34]</td>
</tr>
<tr>
<td>Teachers of dyslexia</td>
<td>Latif et al, 2015 [39]</td>
</tr>
<tr>
<td>Practitioners</td>
<td>Ben-Zeev et al, 2013 [27]</td>
</tr>
<tr>
<td>Experts</td>
<td>de Korte et al, 2018 [59]; Sands et al, 2016 [54]</td>
</tr>
</tbody>
</table>

The total sample size at baseline (regardless of the number of groups) ranged from 5 [24,43] to 3977 [60]. A total of 3 studies reported targeting only females [45,47,58], whereas 1 study gathered data only from male patients [29] and male users [61]. There was an equal gender distribution in 4 studies [25,40,52,55]. One study recruited the same number of males and females in stage 1, but all males in stage 2 [32], and another study included 1 group of users (young people), and not the other group (youth health professional) [53]. Gender information was not reported in 3 studies about health care providers [29,49,50], in 2 about users [43,61], in 1 about teachers of dyslexia [39], in 1 about practitioners [27], in 1 about experts and health care providers [54], and in another about users and health care providers [26]. A total of 8 studies reported only the age range of the participants [36,40,44,45,55,57,63,65], 6 provided only the mean age [25,28,31,34,46,62], and 2 did not provide this information [26,60]. Although some of the studies gathered usability feedback from different user groups, such as both patients and health care providers or patients and healthy users, a considerable number of the studies (n=12) did not present the same level of detailed information about all participants’ demographics for each user group, such as the mean age, age range, and gender [27,29,30,35,49-51,53,58,61]. A significant number of the included studies addressed generic mental health issues, such as well-being, mindfulness, and goal achievement, followed by depression, schizophrenia, alcohol use disorder, bipolar disorder, cognitive impairment, eating disorder and serious mental illness, borderline personality disorder, dementia, medical adherence, and posttraumatic stress disorder. The full list of mental health problems is presented in Table 3.
Table 3. Mental health problems addressed in the studies.

<table>
<thead>
<tr>
<th>Mental health problem</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>A history of violence</td>
<td>Mistler et al, 2017 [42]</td>
</tr>
<tr>
<td>Anger</td>
<td>Morland et al, 2016 [43]</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>Bauer et al, 2018 [26]; Macias et al, 2015 [40]; Mistler et al, 2017 [42]</td>
</tr>
<tr>
<td>Borderline personality disorder</td>
<td>Prada et al, 2017 [47]; Rizvi et al, 2016 [48]</td>
</tr>
<tr>
<td>Burnout</td>
<td>Wood et al, 2017 [56]</td>
</tr>
<tr>
<td>Dementia</td>
<td>Meiland et al, 2012 [41]; van Osch et al, 2015 [64]</td>
</tr>
<tr>
<td>Depression</td>
<td>Corden et al, 2016 [31]; Deady et al, 2018 [32]; Fuller-Tyszkiwicz et al, 2018 [34]; Konak et al, 2015 [38]; Macias et al, 2015 [40]</td>
</tr>
<tr>
<td>Eating disorders</td>
<td>Connelly et al, 2016 [58]; Nitsch et al, 2016 [45]; Sze et al, 2015 [51]</td>
</tr>
<tr>
<td>Dyslexia</td>
<td>Latif et al, 2015 [39]</td>
</tr>
<tr>
<td>Headache</td>
<td>Huguet et al, 2015 [36]</td>
</tr>
<tr>
<td>Medication adherence</td>
<td>Corden et al, 2016 [31]; Rohatagi et al, 2016 [49]</td>
</tr>
<tr>
<td>Neurodevelopmental disabilities</td>
<td>Jiam et al, 2017 [65]</td>
</tr>
<tr>
<td>Psychosis</td>
<td>Palmier-Claus et al, 2013 [46]</td>
</tr>
<tr>
<td>Schizoaffective disorder</td>
<td>Mistler et al, 2017 [42]</td>
</tr>
<tr>
<td>Sleep problems</td>
<td>Kizakevich et al, 2018 [61]</td>
</tr>
<tr>
<td>Stress</td>
<td>Henry et al, 2017 [35]</td>
</tr>
<tr>
<td>Tinnitus</td>
<td>Kizakevich et al, 2018 [61]</td>
</tr>
<tr>
<td>Traumatic brain injury</td>
<td>Juengst et al, 2015 [37]</td>
</tr>
</tbody>
</table>

**Objectives and Outcomes**

Across the studies, the reported primary purposes differed considerably. Half of the studies emphasized usability evaluation [24,25,29-64], 10 focused on feasibility [28,31,32,36-38,42,44,48,51] and acceptability [28,32,40,42,47,48,51,56,60], and for 5, effectiveness [32,33,38,48,56] was the main objective. Some of the studies had the purpose of concentrating on patients attitudes, such as satisfaction [25,38], perception [46], openness [47], motivation [64], opinions [59], and adherence to the use of a mobile mental health app [49], whereas others addressed mobile apps, for example, system usage [33,44], app optimization [63,64], validity of a mHealth system [37], efficacy [28], usefulness [44], perceived quality [60], content validity [54], significant features in content [61], safety [49], psychometric properties [36], and health assessment quality [61].

Numerous studies described the process of design [53,58], development [27,30,32,35,36,49,50,53,65], and adaptation [55] of a mobile mental health app or platform, whereas a few aimed to demonstrate the value of usability research [45] and benefits of mobile technologies in providing a learning platform [39] or examined how to incorporate mobile technologies to support delivery of a mental health service [26]. Only 2 studies targeted to test an intervention [35] and improve the treatment of depression [31].

The outcomes of almost all of the included studies, except one, were user reception, followed by medical outcome (positive), tool improvement, app/tool, design recommendations, design themes, medical outcome (potential), medical outcome (neutral), and product and implementation issues. Outcomes that occurred once were value in exploration, research improvement, medical outcome (indirectly), design principles, and evaluation knowledge. Details are given in Table 4.
Table 4. Outcomes of the included studies.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical outcome (neutral)</td>
<td>Kizakevich et al, 2018 [61]; Meiland et al, 2012 [41]</td>
</tr>
<tr>
<td>Implementation issues</td>
<td>Boman and Bartfai, 2015 [29]</td>
</tr>
<tr>
<td>Value in exploration</td>
<td>Villalobos et al, 2017 [55]</td>
</tr>
<tr>
<td>Research improvement</td>
<td>Macias et al, 2015 [40]</td>
</tr>
<tr>
<td>Medical outcome (indirectly)</td>
<td>Boman and Bartfai, 2015 [29]</td>
</tr>
<tr>
<td>Design principles</td>
<td>Bauer et al, 2018 [26]</td>
</tr>
<tr>
<td>Evaluation knowledge</td>
<td>de Korte et al, 2018 [59]</td>
</tr>
</tbody>
</table>

Characteristics of Mobile Health Interventions

The maturity level of the mobile systems that were reviewed were placed on a continuum from sketch to final product (Figure 2). A sketch-to-prototype means that the study described the development of the app in the form of co-design and that gleaned feedback and worldviews of the users were the focus of the study. A prototype is the minimally working version of an app with functionality that the user can test. A matured version is an app that has been tested by users and redesigned/amended in some way. A released version refers to the app being downloadable from an app store or elsewhere, and the final version is self-explanatory.

The most common maturity level of technology in the review was divided among 13 studies of matured version of technology, 8 studies of released version technology, 9 prototype, and 6 prototype-to-matured. There was only 1 paper that evaluated a final product, whereas 3 studies described the process from sketch to prototype. For 2 of the studies, no information about the maturity level was available (Table 5). For the categories sketch-to-prototype and prototype-to-matured, the studies were focused on describing a development process, where user feedback was used in a formative redesign of technology.

Figure 2. Mobile health technology maturity scale.
Table 5. Maturity levels of the mobile systems that were reviewed.

<table>
<thead>
<tr>
<th>Maturity level</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sketch</td>
<td>—a</td>
</tr>
<tr>
<td>Sketch-to-prototype</td>
<td>Ospina-Pinillos et al, 2018 [53]; Sands et al, 2016 [54]; Whiteman et al, 2017 [52]</td>
</tr>
<tr>
<td>Final version</td>
<td>Boman and Bartfai, 2015 [29]</td>
</tr>
<tr>
<td>No information</td>
<td>Kobak et al, 2015 [38]; Villalobos et al, 2017 [55]</td>
</tr>
</tbody>
</table>

*aNot applicable.

We reviewed the articles concerning how the authors argued for the use of mobile devices, and which and how mobile device affordances were used to make a tool. A summary of approaches to mobility results is given in Table 6. The availability of mobile devices was the most commonly cited reason to develop mHealth tools, which was found in 21 of the articles. The current popularity of mobile devices was mentioned in 16 of the studies, whereas 14 studies referred to or used affordances that are difficult to replicate on nonmobile devices, such as sensors. For 9 of the articles, this affordance was the potential for facilitating communication. A total of 8 papers referred to the novelty of mobile research, that is, it is worth exploring mHealth because it is relatively new and unexplored territory. A total of 8 articles referred to user maturity, meaning that their intended users were proficient in the use of mobile devices, whereas 5 papers mentioned the potential privacy of mobile use. A total of 4 articles pointed to the successful use of mobile technology in previous mHealth research, whereas 2 focused on how mHealth technologies could give the user control over their mental health problems. For 3 of the papers, no information was available. Overall, 1 paper each referred to how mHealth technology could augment existing practices, how it could increase cost effectiveness, and how it could support scalable solutions.
Table 6. Approaches to mobility.

<table>
<thead>
<tr>
<th>Mobility approach</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scientific evidence of a positive effect</td>
<td>Deady et al, 2018 [32]; Fuller-Tyszkiewicz et al, 2018 [34]; Morland et al, 2016 [43]; Wood et al, 2017 [56]</td>
</tr>
<tr>
<td>Contextual support</td>
<td>Ben-Zeev et al, 2013 [27]; Macias et al, 2015 [40]; Villalobos et al, 2017 [55]</td>
</tr>
<tr>
<td>User control</td>
<td>de Korte et al, 2018 [59]; Palmier-Claus et al, 2013 [46]</td>
</tr>
<tr>
<td>Augment existing practice</td>
<td>Sands et al, 2016 [54]</td>
</tr>
<tr>
<td>Cost effectiveness</td>
<td>de Korte et al, 2018 [59]</td>
</tr>
<tr>
<td>Scalability</td>
<td>Ruggiero et al, 2015 [50]</td>
</tr>
</tbody>
</table>

Research Methods and Techniques of the Studies

Regarding the purpose of the usability evaluation, 31 of the included studies carried out a summative evaluation [24,25,27,64], whereas 11 undertook a formative evaluation [26,32,35-65]. A total of 3 studies carried out both summative and formative evaluations in separate phases [27,50,58]. A total of 32 studies were described as trials [25-27,30,31,33-35,38-65], whereas 12 used the method of user-centered design [24,26,28,32,35,39,41,50,52,58,64,65]. A total of 4 were mixed methods studies [29,44,62], and 3 were described as participatory design [36,53,66].

The most common data collection technique used was a questionnaire, either self-constructed, standard, or combinations of these. A total of 33 studies used questionnaires. In all, 31 studies were conducted as field studies in the natural environment of the participants, with the technology deployed in the everyday environment of the intended future user or the representatives of these users. A total of 23 studies made use of interviews. Less frequently used methods were observation, think-aloud, and the use of app-use generated data, task-based evaluation, and focus groups in order of frequency. The methods that were only referred to once in all the studies in the review were sensor data, co-operative design with both users and experts, verbal probing, user feedback, video recording, diaries, wireframing/sketching, personas, and journey mapping (see Table 7).
Table 7. Data collection techniques employed in the studies.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus group</td>
<td>Connelly et al, 2016 [58]; Garcia et al, 2017 [60]; Ruggiero et al, 2015 [50]</td>
</tr>
<tr>
<td>Sensor data</td>
<td>Garcia et al, 2017 [60]</td>
</tr>
<tr>
<td>Cooperative design</td>
<td>Whiteman et al, 2017 [52]</td>
</tr>
<tr>
<td>Verbal probing</td>
<td>Whiteman et al, 2017 [52]</td>
</tr>
<tr>
<td>User feedback</td>
<td>Sands et al, 2016 [54]</td>
</tr>
<tr>
<td>Video recording</td>
<td>Price et al, 2016 [62]</td>
</tr>
<tr>
<td>Diary</td>
<td>Meiland et al, 2012 [41]</td>
</tr>
<tr>
<td>Wireframing/sketching</td>
<td>Ospina-Pinillos et al, 2018 [53]</td>
</tr>
<tr>
<td>Personas</td>
<td>VanHeerwaarden et al, 2018 [63]</td>
</tr>
<tr>
<td>Journey mapping</td>
<td>VanHeerwaarden et al, 2018 [63]</td>
</tr>
</tbody>
</table>

Table 8 lists the type of evaluations undertaken in our review, either formative or summative, according to the evaluator having a medical or computer science background obtained from author affiliations and biographies in the articles. A total of 3 papers reported both summative and formative usability evaluations as they reported on several phases of development. The most common occurrence was summative evaluations carried out by authors with a medical background. When computer scientists are involved in the usability evaluation, it is in collaboration with scientists with a medical background. There were no papers reporting a formative evaluation purely with authors who were computer scientists. We would expect the frequency of formative evaluations with computer scientists to be higher, as the goal of HCI research is improving technology, building on deep understanding of user perceptions and use patterns of technology. These observations could be explained by the table presenting the maturity of the technologies being evaluated and the evaluations being mostly concerned with matured and released versions of technologies.
involve other groups in the usability evaluations; for example, rather than improve health directly, it becomes important to goal of the mHealth technology is to change a medical practice, therapists, care managers, or health professionals. When the studies gathered data were clinicians, caregivers, nurses, domain. The health care providers from whom the reviewed included both health care providers and children, and medical experts. For example, Boyd et al [30] developed a mobile app for low literacy to record unhealthy eating and weight control behaviors of Mexican American women. The authors completed the development process in 4 phases and conducted a final usability assessment. Similarly, Ospina-Pinillos et al [53] used participatory research methodologies to develop a mental health e-clinic for healthy young people across Australia. The authors included young people in all stages of the development process. It is interesting that the majority of the studies involved patients as it is much more difficult to recruit patients than healthy users, and for some diagnoses, such as dementia or schizophrenia, there may also be particular challenges in working with these patients to learn about the usability issues. In this respect, participation in the co-design and evaluation of technology to treat an illness also concerns the aspect of patient representation (eg, [67]); that is, those affected by a mental health problem should be able to influence the design of technology that is being made to treat and manage the problems.

Although most studies evaluated the usability of mobile mental health programs with a single user group, one-third enriched the usability data with different groups of potential users, such as patients, health care providers, healthy users, affected parents and children, and medical experts. For example, Boyd et al [30] involved both healthy users and patients, Ruggiero et al [50] included both health care providers and children, and Fuller-Tyszkiewicz et al [34] conducted a usability evaluation with health care providers, patients, and researchers in the health domain. The health care providers from whom the reviewed studies gathered data were clinicians, caregivers, nurses, therapists, care managers, or health professionals. When the goal of the mHealth technology is to change a medical practice, rather than improve health directly, it becomes important to involve other groups in the usability evaluations; for example, Boman and Bartfai [29] evaluated a physical robot as assistive technology for enhancing communication between patients and health care professionals. Each different user group or stakeholders may have different views on how useful it is and different types of use, which affects perceptions of usability. Fuller-Tyszkiewicz et al [34] tested the usability of a mobile app for depression with patients, mental health professionals, and researchers in the health domain. The WHO [5] identified health workers’ perceived barriers to using mHealth apps, and one of the main barriers was usability problems in the apps and problems with integrating the new tools with systems already in use. There are several barriers to changing existing work practices for health workers, and for mobile devices, health workers are concerned about the character limits on SMS messages, and limited/cumbersome note-taking capabilities [5]. However, health workers are interested in being involved in the design and evaluation of new technology [5].

Although the studies in this review aimed to test the usability of a mobile mental health program, only half emphasized usability evaluation as the main purpose. A total of 10 studies highlighted feasibility (“an assessment of the practicality of a proposed plan or method,” [68]) and acceptability (“the extent to which the assessment is experienced as probing yet unobtrusive,” [66]) in addition to the usability evaluation. A few of the studies addressed the components of usability, such as effectiveness, user satisfaction, and efficiency. A considerable number of studies described the process of software development life cycle including design, development or adaptation, whereas the majority of the studies carried out a summative evaluation. Only 11 studies engaged in a formative evaluation to gather feedback from users and improve the design as part of an iterative design process. This is in line with the finding of Nørgaard and Hornbæk [12], who reported that the data from the evaluation of prototypes was rarely used in interaction design for reasons such as the lack of action ability of the evaluation results and time pressure in the development process. Kjeldskov and Stage [16] also pointed out that it was easier to carry out formative evaluations early in the development process, whereas there were stronger obstacles to changing the designs later. Only 12 of the reviewed studies were in the sketch or prototype stages, whereas 39 were matured or released versions of technology. When evaluating the usability of a finished technology, the goal becomes to demonstrate the effectiveness and validate the design rather than improving it.

Table 8. Author credentials category according to the evaluation type (N=42).

<table>
<thead>
<tr>
<th>Type of evaluation</th>
<th>Medical credentials, studies (n)</th>
<th>Computer science credentials, studies (n)</th>
<th>Both, studies (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formative evaluation</td>
<td>5</td>
<td><em>a</em></td>
<td>9</td>
</tr>
<tr>
<td>Summative evaluation</td>
<td>17</td>
<td>3</td>
<td>11</td>
</tr>
</tbody>
</table>

*No study fulfills this criterion.

**Discussion**

**Approach to the Users**

According to the data yielded by the literature search, most of the studies conducted a usability evaluation of a mobile mental health program with diagnosed patients. It is possible to evaluate the usability of mHealth technologies with healthy users, but many of the studies in our review were simultaneous trials, with the goal of measuring health outcomes in addition to the effects of technology, which can explain the high number of studies that evaluated usability with patients. Although the evaluated programs were within the scope of the mental health domain, some of the studies recruited healthy users to measure usability and understand how to meet user expectations and needs. Studies gathering data from healthy users mainly followed a user-centered design approach, focusing on the development and evaluation process of a mobile app. For example, Connelly et al [58] developed a mobile app for low literacy to record unhealthy eating and weight control behaviors of Mexican American women. The authors completed the development process in 4 phases and conducted a final usability assessment. Similarly, Ospina-Pinillos et al [53] used participatory research methodologies to develop a mental health e-clinic for healthy young people across Australia. The authors included young people in all stages of the development process. It is interesting that the majority of the studies involved patients as it is much more difficult to recruit patients than healthy users, and for some diagnoses, such as dementia or schizophrenia, there may also be particular challenges in working with these patients to learn about the usability issues. In this respect, participation in the co-design and evaluation of technology to treat an illness also concerns the aspect of patient representation (eg, [67]); that is, those affected by a mental health problem should be able to influence the design of technology that is being made to treat and manage the problems.

Although most studies evaluated the usability of mobile mental health programs with a single user group, one-third enriched the usability data with different groups of potential users, such as patients, health care providers, healthy users, affected parents and children, and medical experts. For example, Boyd et al [30] involved both healthy users and patients, Ruggiero et al [50] included both health care providers and children, and Fuller-Tyszkiewicz et al [34] conducted a usability evaluation with health care providers, patients, and researchers in the health domain. The health care providers from whom the reviewed studies gathered data were clinicians, caregivers, nurses, therapists, care managers, or health professionals. When the goal of the mHealth technology is to change a medical practice, rather than improve health directly, it becomes important to involve other groups in the usability evaluations; for example, Boman and Bartfai [29] evaluated a physical robot as assistive technology for enhancing communication between patients and health care professionals. Each different user group or stakeholders may have different views on how useful it is and different types of use, which affects perceptions of usability. Fuller-Tyszkiewicz et al [34] tested the usability of a mobile app for depression with patients, mental health professionals, and researchers in the health domain. The WHO [5] identified health workers’ perceived barriers to using mHealth apps, and one of the main barriers was usability problems in the apps and problems with integrating the new tools with systems already in use. There are several barriers to changing existing work practices for health workers, and for mobile devices, health workers are concerned about the character limits on SMS messages, and limited/cumbersome note-taking capabilities [5]. However, health workers are interested in being involved in the design and evaluation of new technology [5].

Although the studies in this review aimed to test the usability of a mobile mental health program, only half emphasized usability evaluation as the main purpose. A total of 10 studies highlighted feasibility (“an assessment of the practicality of a proposed plan or method,” [68]) and acceptability (“the extent to which the assessment is experienced as probing yet unobtrusive,” [66]) in addition to the usability evaluation. A few of the studies addressed the components of usability, such as effectiveness, user satisfaction, and efficiency. A considerable number of studies described the process of software development life cycle including design, development or adaptation, whereas the majority of the studies carried out a summative evaluation. Only 11 studies engaged in a formative evaluation to gather feedback from users and improve the design as part of an iterative design process. This is in line with the finding of Nørgaard and Hornbæk [12], who reported that the data from the evaluation of prototypes was rarely used in interaction design for reasons such as the lack of action ability of the evaluation results and time pressure in the development process. Kjeldskov and Stage [16] also pointed out that it was easier to carry out formative evaluations early in the development process, whereas there were stronger obstacles to changing the designs later. Only 12 of the reviewed studies were in the sketch or prototype stages, whereas 39 were matured or released versions of technology. When evaluating the usability of a finished technology, the goal becomes to demonstrate the effectiveness and validate the design rather than improving it.

**Objectives and Outcomes**

We found that many of the studies were heavily influenced by practices, ideas, and notions from randomized controlled trials, which is the standard practice for evidence building in medicine. Many of the studies set out to investigate the feasibility and acceptability of an mHealth app (eg, [28,32,42]), and usability
measures were used as a step toward fulfilling this goal. Feasibility and acceptability are often the focus of the pilot phase in a randomized controlled trial for a new medical procedure or medication. The word usability was not included in the title of most of the studies, although usability evaluation was either the main goal or one of the goals. Some of the reviewed studies (eg, [28,30,32,51,54,57]) also examined feasibility and/or acceptability but used the terms usability and acceptability together. For some of the studies (eg, [32,38,61]), the goal was to measure effectiveness of a mobile app for a specific mental health problem. They mainly administered a usability questionnaire as a summative evaluation at the end of their field study or trial. Furthermore, there were studies measuring only simplicity of use (eg, [30]), ease of use, and usefulness (eg, [59]). There was a duality in the goals for and underlying assumptions of developing a digital tool to be usable, that is, an mHealth app, and attempting to improve a person’s health. In usability evaluations, the goal was to learn whether a tool is meaningful and how it could be improved, whereas in studies of health and medicine, the goal was to create a positive health effect for a person. When these goals are combined, the objective of the usability studies becomes explaining how the health effects are assisted or mediated by the mHealth app, and the usability evaluation evidence has a summative role.

Concerning the outcomes that the included studies presented, all but one referred to user reception as the main contribution of the study. This finding indicates that almost all the studies received positive feedback from their participants who found the evaluated tools useful. Positive medical outcome, tool improvement, app/tool, and design recommendations were other commonly reported results in the studies. These studies had conclusions about the positive medical effects of the evaluated tools on the participants and how the mobile mental health program was improved and accomplished based on user feedback and recommendations to researchers or practitioners on using similar technologies. We regard the reporting of medical outcomes in usability studies as a part of building evidence of the effectiveness of the mHealth technology. Some of the reviewed studies (eg, [58,64,65]) contained the development process of a mobile mental health app in detail, and the authors of these studies elaborated how a mobile app was improved following an iterative and incremental process based on user feedback. Whitman et al [52] suggested that early involvement of users in the development process resulted in building a usable system. Similarly, Juengst et al [37] listed the lessons learned, such as the importance of a simple interface of a mobile app and effective communication between patients and health care providers. These results can be an important step on the journey from an idea for a mobile mental health intervention technology to its implementation and use in health care, for example, in warranting further research.

Reporting these kinds of outcomes can also be understood as an attempt to demonstrate that the mHealth technology works or does what it is intended to do, which is a common venture in HCI research. Klasnja et al [69] argued that electronic health technology evaluations should refrain from documenting behavioral changes, as behavioral change processes (1) are inherently complex, that is, subject to interconnected social, material-logistical, motivational, and circumstantial factors, and (2) need to have a very long–time frame to be of value. The problem of attrition or lack of sustained use has also been described as specific to mHealth apps (eg, [9]). Alternatively, the evaluation could focus directly on the underlying behavioral change strategies of the mHealth app to warrant or unwarrant further investigation of the medical efficacy of the app [69], for example, to determine whether a particular implementation of the strategy of self-monitoring the number of steps walked in a day actually increased the number of steps. Early in the design process of a technology for behavioral change, a deep understanding of the “how and why of the technology use by its target users should be a central goal for evaluations” according to Klasnja et al [69].

Characteristics of the Mobile Health Interventions

Most of the reviewed studies evaluated matured versions of mobile mental health apps; therefore, the app had been previously tested by either users or patients and updated based on their feedback. This was followed by the released version, which refers to an app which is downloadable from a platform, such as Apple Store or Google Play, prototype version, which means the app has a high-fidelity version for users to test its usability and functionality, and prototype-to-matured version. Only 15 of the included studies were described as user-oriented design methods of either user-centered design or participatory design; however, most studies described their methods as trials. Studies using a user-oriented design method most often carried out a formative evaluation, whereas most of the studies describing their methods as a trial engaged in a summative evaluation.

The most commonly referred to reason for developing mHealth apps for mental health was the availability of mobile devices to users, their popularity, and how people in general became accustomed to using them for various purposes, for example, by pointing out how mobile technologies were in a “process of technological acceleration” [25], and a “mobile device explosion” [60] and that “smartphone users are with their phones for all but 2 hours every day” [57]. This way of supporting the development of apps for mobile use is arguably generic and transferable to other areas of mobile technology use, such as games and social media. Simultaneously, through the proliferation of digital technology into the private spheres of the users [14,15], mobiles have partly facilitated a shift in the design and use of technology, paving the way for fields of research, such as mHealth. A number of the studies approached mobility by regarding and making use of the affordances and characteristics specific to mobile devices, such as opportunities for sensing data about the user and their contexts [24] and facilitating communication [29]. A total of 5 papers mentioned the potential for mobiles to support privacy, which is in agreement with the WHO [5] report that found privacy in stigmatized health conditions as one of the feasibility enhancers for patients.

Research Methods and Techniques of the Studies

User evaluation is an essential source of information to improve the usability of systems [70], aims to understand both positive and negative sides of an app, and provides valuable information
in this regard [71]. To gather user feedback and evaluate the usability of mHealth apps, the most common data collection technique utilized in the studies was questionnaire, followed by field study, interview, observation, think-aloud, and app-use generated data. This result corroborates the ideas of Holzinger [72], who pointed out that among several usability assessment methods, questionnaire, think aloud, and observation were the most commonly used methods.

Accordingly, the SUS was the most common standard questionnaire used by the studies in the review. This scale, developed by Brooke [73], aims to measure perceived usability and is one of the well-established and popular scales in the HCI field. Some of the studies constructed their own questionnaires to evaluate the usability of mobile mental health programs based on available standard questionnaire(s). The SUS, the Usefulness, Satisfaction, and Ease of Use (USE) Questionnaire [74], and the Poststudy System Usability Questionnaire [75] were the most commonly used scales that studies used to create their own questionnaires. Almost half of the studies which used questionnaire as the main data collection technique either created a questionnaire based on one of those available or constructed their own questionnaires as available questionnaires did not entirely meet their needs in evaluating the usability of mobile mental health programs. Considering that the questionnaires were targeted toward desktop apps, our results unveil a need for a questionnaire focusing on testing the usability of mobile mental health apps. There can be good reason to tailor and adapt a standard questionnaire to a particular usability evaluation, but the authors are then expected to prove the reliability and validity of their questionnaire. Among the reviewed studies which either created new items or adapted a standard questionnaire, only Prada et al [47] provided a reliability score (Cronbach α=.88) of the questionnaire they developed.

Implications and Recommendations for Future Mobile Health Research and Usability Evaluation

**Involve Patients and Health Care Professionals in Mobile Health Development**

As people access mHealth apps to improve their health, publishers of mHealth apps have a responsibility to ensure the medical quality of their app. Currently, app providers have no formal responsibility to ensure and communicate medical evidence of their effectiveness. One aspect of ensuring this quality is building and evaluating apps in collaboration with health care professionals. Our review found that only in 11 of 42 studies were health care professionals involved in usability evaluation. Currently, it is the technology companies rather than hospitals, clinics, or doctors that are the most frequent publishers of health care apps [76], and there is a lack of involvement from health professionals in these apps [77,78].

Equally, there is a need to involve patients in the design and evaluation of mHealth apps, for example, to ensure the relevance of the apps and to obtain the experiences, beliefs, and preferences of the intended users. Most of the studies in our review of the literature involved patients; however, it remains an HCI challenge to develop ways in which to foster relevant contributions from often vulnerable patient user groups to complex design processes [79].

**Standardize a Questionnaire for Mobile Health Apps**

As in our review, Perez-Jover et al [80] found that usability evaluation practices in mHealth varied substantially. Accordingly, McFay et al [81] found a lack of best practices or standards for evaluating mHealth apps and behavioral change technologies. In a review, they found that self-developed, nonvalidated evaluation checklists were the most common evaluation method. The lack of validation casts doubt on the reliability of the results. In this review, we found that questionnaire was the most common data collection technique of the included studies; however, researchers either used standard questionnaires, such as SUS or USE, which were not specifically designed for the mental health domain, or adapted a standard questionnaire or developed a new one. Owing to the great variety of the questionnaires, there is a need to establish a common standardized usability questionnaire targeted specifically at mHealth mental health apps.

**Foster Increased Collaboration Between Health Care and Computer Science Professionals in Mobile Health Development**

Our review found that there was limited collaboration between computer science professionals and health care professionals in mHealth development. Many of the studies were carried out solely by health care professionals, and usability was evaluated in a summative manner. There is reason to believe that even closer collaboration between health care and computer science experts in the usability evaluation of mHealth apps will increase the quality of the evaluation interpretations, especially for formative evaluations.

**Limitations**

There are some limitations to this study. One of these is that the study was restricted to mobile technologies, whereas several mHealth intervention technologies are available on other platforms, such as the Web for PC, and how usability is evaluated for these technologies is also important. A second limitation to this review is that we did not download and test any of the mHealth apps referred to in the reviews. Reading about an app gives a different impression than interacting with the app itself and has consequences for how we perceive the following usability evaluation, potentially limiting our understanding of this work. A third limitation pertains to the division between academically driven mHealth apps and the much larger portion developed by the technology industry as reviewing the literature for usability evaluation practices through academic databases resulted in only finding academic studies, which, in turn, influenced the usability evaluation practices we observed. Therefore, we have less knowledge of the usability evaluation practices in industry.

**Conclusions**

Based on the call for evidence of their effectiveness in the plethora of mHealth intervention technologies, this study provides a detailed account of how evidence is being gathered in the form of usability evaluations from the perspective of
computer science and HCI, including how users feature in the evaluation, which study objectives and outcomes are stated, which research methods and techniques are used, and what the notion of mobility features is in mHealth apps. The most common reasons for developing mobile mental health apps provided in the studies were the availability of mobile devices to users, their popularity, and device affordances. Most studies described their methods as trials gathered data from a small sample size and carried out a summative evaluation using a single questionnaire, indicating that usability evaluation was not the main focus. The extent to which a mobile mental health intervention is able to meet expectations and needs was linked to the effectiveness, efficiency, and satisfaction of such programs and thereby its usability [82]. Evidence from this literature review also indicated that almost all studies received positive feedback from their participants who found the evaluated tools useful. However, further research is required to investigate the effects of usability levels of mobile mental health apps on outcomes of an intervention. As many of the studies described using an adapted version of a standard usability questionnaire, there is a need to develop a standardized mHealth usability questionnaire, which is a goal of future research.
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Abstract

Background: Many people are accessing digital self-help for mental health problems, often with little evidence of effectiveness. Social anxiety is one of the most common sources of mental distress in the population, and many people with symptoms do not seek help for what represents a significant public health problem.

Objective: This study aimed to evaluate the effectiveness of a self-guided cognitive behavioral internet intervention for people with social anxiety symptoms in the general population.

Methods: We conducted a two-group randomized controlled trial in England between May 11, 2016, and June 27, 2018. Adults with social anxiety symptoms who were not receiving treatment for social anxiety were recruited using online advertisements. All participants had unrestricted access to usual care and were randomized in a 1:1 ratio to either a Web-based unguided self-help intervention based on cognitive behavioral principles or a waiting list control group. All outcomes were collected through self-report online questionnaires. The primary outcome was the change in 17-item Social Phobia Inventory (SPIN-17) score from baseline to 6 weeks using a linear mixed-effect model that used data from all time points (6 weeks, 3 months, 6 months, and 12 months).

Results: A total of 2122 participants were randomized, and 6 were excluded from analyses because they were ineligible. Of the 2116 eligible randomized participants (mean age 37 years; 80.24%, 1698/2116 women), 70.13% (1484/2116) had follow-up data available for analysis, and 56.95% (1205/2116) had data on the primary outcome, although attrition was higher in the intervention arm. At 6 weeks, the mean (95% CI) adjusted difference in change in SPIN-17 score in the intervention group compared with control was \(-1.94 (\text{-3.13 to -0.75; } P=.001)\), a standardized mean difference effect size of 0.2. The improvement was maintained at 12 months. Given the high dropout rate, sensitivity analyses explored missing data assumptions, with results that were consistent with those of the primary analysis. The economic evaluation demonstrated cost-effectiveness with a small health status benefit and a reduction in health service utilization.

Conclusions: For people with social anxiety symptoms who are not receiving other forms of help, this study suggests that the use of an online self-help tool based on cognitive behavioral principles can provide a small improvement in social anxiety symptoms compared with no intervention, although dropout rates were high.

Trial Registration: ClinicalTrials.gov NCT02451878; https://clinicaltrials.gov/ct2/show/NCT02451878
randomized controlled trial; internet; self-care; social anxiety

Introduction

Background

Many people are accessing digital tools for self-help for a range of mental health problems [1]. Social anxiety is one of the most common sources of mental distress in the population and represents a significant public health problem [2]. It is characterized by a cluster of cognitive, behavioral, and physiological symptoms including an intense and persistent fear of being negatively evaluated in social or performance situations, along with avoidance of such situations. The individual fears that they may act in such a way, or show anxiety symptoms, which would lead to embarrassment or humiliation. A diagnosis of social anxiety disorder may be made when symptoms are persistent and lead to disruption of daily routine, and work or social life, or if the symptoms themselves cause marked distress. There is a spectrum of symptomatology in the general population, and even subclinical symptoms that do not reach a clinical diagnostic threshold can cause substantial impairment [3,4].

Effective psychological and pharmacological treatments exist for social anxiety symptoms, but many people with symptoms do not seek or receive these treatments [5-7]. Self-guided digital tools have received much attention owing to their potential for high scalability and low marginal cost, in addition to the benefits of convenient access and anonymity they offer to people with social anxiety symptoms who may not seek help through more traditional routes because of embarrassment or fear of scrutiny [8]. A 2014 meta-analysis of randomized controlled trials of unguided internet-based self-help for social anxiety disorder identified 5 studies (270 participants in total) showing evidence for effectiveness for these interventions with a pooled standardized mean difference of 0.66 (95% CI 0.39-0.94) [5]. Subsequent trials using self-help interventions that use cognitive behavioral approaches have found similar effect sizes (between-group effect sizes ranging from 0.47 to 0.76) [9-14].

Previous studies were conducted on a relatively small scale (the largest number of participants in the intervention group in any previous individual study was 100 [14]) and have generally been confined to cases of social anxiety of clinical severity, usually based on a structured interview assessment. Very little work has attempted to examine the value of unguided self-help in a real-world context, where individuals self-select as requiring help with symptoms that may not reach a clinical threshold but may be causing them some level of distress and choose to access digital tools themselves, with no clinician contact at all. In this study, we examine the effectiveness and cost-effectiveness of the self-help E-couch social anxiety tool (described in detail below). This was chosen as it is a self-directed online intervention based on cognitive behavioral therapy principles including components of known effectiveness in face-to-face therapy. A previous laboratory-based comparative study of the E-couch social anxiety tool with 21 participants (mainly university students) in the E-couch arm showed pretest to posttest improvement in social anxiety measures [15].

Objectives

We, therefore, undertook the first large-scale pragmatic randomized trial of an online self-guided cognitive behavioral intervention for people with self-reported social anxiety symptoms in the general population. Our experimental hypothesis was that participants who received the intervention would have a greater improvement in symptoms of social anxiety compared with participants who did not.

Methods

Trial Design and Participants

A two-arm, parallel-group randomized controlled trial was conducted to compare the effectiveness and cost-effectiveness of a Web-based and mobile-optimized self-guided intervention with a waiting list control condition for treating social anxiety symptoms. The study received ethics approval from the University of Oxford Medical Sciences Inter-Divisional Research Ethics Committee (MS-IDREC-C1-2015-167) and the Australian National University Human Research Ethics Committee (Protocol 2015/229) and is registered on ClinicalTrials.gov (NCT02451878). All participants provided informed consent to take part in the study using a self-completion online form. Outcomes were assessed at baseline, 6 weeks, 3 months, 6 months, and 12 months. The main follow-up time points were chosen to measure immediate effect (6 weeks as the intervention was designed to be used over a 6-week period) and long-term outcomes (12 months), along with interim time points (3 months and 6 months) to strengthen our repeated measures analysis and to support participant engagement. All study administration was conducted using automated online systems. The trial protocol is in Multimedia Appendix 1.

Participants were recruited primarily through an online advertisement placed on the UK National Health Service (NHS) website. In addition, study advertisements seeking individuals with social anxiety symptoms were placed on university and charity websites and disseminated via email and social media. We aimed to capture people with a broad range of social anxiety symptoms in the general population, who were likely to be typical of those seeking help from self-directed digital tools. Interested potential participants completed an online screening questionnaire to assess eligibility. We excluded anyone currently receiving therapist-guided treatment for social anxiety disorder or who self-reported a diagnosis of schizophrenia or bipolar affective disorder. Initial inclusion criteria were having access to the internet-based intervention, aged 18 years or older, resident in England, having an email address and mobile telephone number (to receive study emails and text alerts), and an initial criterion of scoring in a subclinical range of 13 to 19 on the 17-item Social Phobia Inventory (SPIN-17). We had...
initially chosen the 13 to 19 range with expert advice as this would, in theory, capture those scoring above the population mean score (11-12) while excluding those scoring above the commonly used threshold of 19, which indicates further assessment may be warranted (although this threshold does not represent a diagnosis). However, early in recruitment, it became apparent that most people in the general population volunteering for this study scored much higher than this, and the distribution of SPIN-17 scores meant that very few scored in the low range. There was clear evidence of a high level of unmet need among individuals living with social anxiety symptoms in the community and not seeking help elsewhere. With advice from our independent Trial Steering Committee, we, therefore, revised and reregistered the protocol (in line with good practice in clinical trials) to modify the inclusion criteria to include all individuals scoring 13 or more on SPIN-17, therefore capturing those in our hypothesized subclinical range of 13 to 19, as well as those with a higher score. We continued to exclude anyone receiving professional help, and therefore, the final sample represented adults in the general population who self-reported some level of social anxiety symptoms but who were not receiving treatment for social anxiety. Potentially eligible participants completed consent, and 24 hours later, they were sent an email link to self-complete their baseline measures using online questionnaires.

Randomization and Masking
Once baseline measures had been completed, participants were randomized (1:1 ratio) to either the intervention group (E-couch) or the waiting list control group using a computer-generated random number sequence run through an automatic online program using a block size of 2 without stratification. Due to the nature of the intervention, participants were not blind to allocation.

Interventions
Given that this was a general population sample, all participants continued to receive usual care. Participants in the intervention arm were given access to a password-protected website that contained the E-couch social anxiety module. The website was mobile-optimized and could, therefore, be used on a smartphone with the look and feel of a dedicated app, or on a computer browser.

Self-Guided Intervention
The E-couch social anxiety module is a self-directed interactive program based on cognitive behavioral therapy principles. The program is divided into 6 modules; a literacy section, which provides information about the symptoms of social anxiety, types of available help, and effective treatments, and 5 toolkits comprising exposure practice, cognitive restructuring (modifying your thinking), attention practice, social skills training, and relaxation. The content of the toolkits consists of evidence-based information, interactive exercises, and workbooks based on cognitive behavioral principles; participants could complete the modules in any order. Participants were advised to access and use the intervention over the initial period of 6 weeks (although they could work through the intervention at their own pace and were able to access it for the full 12-month duration of the study). “Ideal” usage of the intervention would entail engagement with 1 new module each week and ongoing updates to diaries and workbooks based on the user’s real-life experiences. E-couch was developed by the ehub team at the Australian National University National Institute for Mental Health Research. The intervention was adapted for this study to create a “stand-alone” social anxiety intervention that was accessed via a password-protected portal and with the usual E-couch branding removed. The program was adapted for a UK audience by removing Australian-specific terminology and undertaking user testing on the new version. No changes were made to the intervention during the study period.

Waiting List Control
Participants in the control group were informed that they had been put on a waiting list to receive access to the intervention in 12 months. They were asked to complete baseline and follow-up measures at the same time as participants in the intervention group. They received no other intervention.

Automated text (SMS) message and email reminders were sent to participants in both groups to reduce attrition. Participants in the intervention condition received 1 text message within 24 hours of randomization to remind them to access the intervention and 3 email reminders during the 6-week intervention period to remind them to log in to access the program. In addition, all participants received email invitations to complete follow-up surveys at each outcome measure time point, with those who failed to complete receiving a reminder email followed by a reminder SMS text message.

Outcomes
The primary outcome was the change in SPIN-17 score from baseline to 6 weeks. The SPIN-17 is a 17-item self-rated scale covering the main social anxiety symptoms of fear, avoidance, and physiological disturbance. The responses to 17 statements (such as “I avoid talking to people I don’t know”) are rated on a 5-point scale from “not at all” (score=0) to “extremely” (score=4) to indicate the extent to which each statement reflects how the respondent was feeling in the past week, with higher scores reflecting greater social anxiety symptoms. The SPIN-17 has good test-retest reliability, internal consistency, and convergent and divergent validity [16]. Secondary outcomes were all also self-report measures with good reliability and validity: the 8-item Brief Fear of Negative Evaluation (BFNE-S scale), which is very commonly used in studies of social anxiety and measures one of the key psychological constructs of social anxiety (example item: “I am frequently afraid of other people noticing my shortcomings”) [17]; the 20-item Centre for Epidemiologic Studies Depression scale (CES-D), which has been widely used in online studies of anxiety and depression interventions to measure depressive symptoms [18]; the 7-item Short Warwick-Edinburgh Mental Well-Being Scale (SWEMWBS), a measure of mental well-being requiring participants to provide the extent of their agreement with statements about thoughts and feelings over the previous 2 weeks, which has been shown to be responsive to change (example item: “I’ve been feeling useful”) [19,20]; and the widely used and validated 36-item Short Form Health Survey (version 1) to measure health status and quality of life expressed...
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in mental and physical component scores [21]. We also measured usage of the intervention in terms of number of E-couch modules completed, total time in minutes spent on modules, and total page views. Adverse events were not anticipated, but participants were asked to self-report any ill effects thought to be related to the intervention.

Sample Size
We aimed to recruit 2104 participants (ie, 1052 per group) to this trial, to detect a small between-group standardized mean difference of 0.2 at 5% two-sided significance level and 90% power, assuming a high level of potential attrition of up to 50% given the fully self-guided nature of the intervention and automated nature of the trial (all trial procedures were conducted online). Although previous studies have suggested a larger treatment effect for internet-delivered interventions, we believed this treatment effect is too optimistic for a pragmatic trial of a self-guided treatment in a general population sample. The target effect size, although small at an individual level, can potentially translate into an important population-level change [22].

Statistical Analyses
The statistical analysis was finalized before unblinding of the data. Primary analysis was modified intention to treat according to allocated group irrespective of adherence and with at least one outcome questionnaire completed post randomization. A linear mixed-effect model was fitted to the primary outcome data, using data collected at 6 weeks, 3 months, 6 months, and 12 months. Participant was included as a random intercept. Randomized group, baseline SPIN-17 score, time, and time by randomized group interaction term were fitted as fixed effects. An unstructured variance covariance matrix was specified between repeated measures on the same individual. Assumptions of normality and constant variance for linear mixed-effects models were assessed by residual plots and other diagnostics plots.

Given the high level of attrition expected in online trials of self-guided digital interventions, we also prespecified a Complier Average Causal Effect (CACE) analysis for the primary outcome and 2 other main outcomes, to include only participants who completed at least one module of the intervention and at least one outcome assessment to investigate the effect of the intervention in participants who adhered to the intervention. An instrumental variable approach was adopted to provide the CACE estimate at 6 weeks. This method involved a 2 least squares (using the “ivregress 2sls” command in STATA SE version 15.1, StataCorp, Texas) estimation from fitting a linear regression model of the primary outcome, adjusting for baseline SPIN-17 and compliance instrumented on randomized group [23].

Similar approaches were undertaken for other outcomes. A CACE analysis at 6 weeks was conducted on fear of negative evaluation (BFNE-S) and mental well-being (SWEMWBS) measures, similarly adjusting for baseline BFNE-S and SWEMWBS in the linear regression models. Safety analyses were not conducted as there were no adverse events reported during the study period.

In anticipation of high levels of dropout, we prespecified various sensitivity analyses to explore the impact of assumptions regarding missing data in the primary outcome analysis. These included analyses (1) of participants with complete data at all time periods, (2) adjusting for factors found to be predictive of missingness, (3) fitting a pattern mixture model to assess different degrees of missing not at random, as well as (4) an assessment of missing not at random assumption for the primary outcome by assuming plausible arm-specific differences of missing SPIN-17 score between responders (with SPIN-17 score at 6 weeks) and nonresponders (missing SPIN-17 score at 6 weeks) [24,25].

Predefined subgroup analyses were conducted on change at 6 weeks for SPIN-17, BFNE-S, CES-D, and SWEMWBS for baseline SPIN-17 (<19, ≥19) to ascertain if the benefit differed between groups scoring above or below the screening threshold and for certain demographic characteristics to determine if the effectiveness of the intervention differed by the individual characteristics we had measured, that is, age (≤35, >35 years), gender (male, female), educational level (degree, no degree), and ethnicity (any white, nonwhite). Subgroup analyses were conducted by inclusion of an interaction term of baseline subgroup by randomized group by time in the linear mixed model. Descriptive statistics were used to describe usage data, adherence, and self-reports of other help received during the study period. All statistical analyses were performed using STATA SE version 15.1 [26].

Economic Evaluation
A cost utility analysis from an NHS and social care perspective was conducted within this trial to assess the cost-effectiveness of the intervention. The total costs of developing, modifying, delivering, and maintaining the intervention were obtained, and the mean intervention cost was estimated for the participants recruited in the intervention group. Data on health care service utilization (for any reasons) were collected for all participants, including primary care consultations, hospital outpatient appointments, and hospital admissions. Unit costs for these health services were obtained from the Personal Social Services Research Unit (2016-2017) using national average costs [27]. Maximum follow-up was 1 year; therefore, no discounting was applied. The total and mean costs for the intervention and the waiting list control group were calculated. Effectiveness was measured in quality-adjusted life years (QALYs) using the under-the-curve approach by combining the duration of follow-up with the health status utilities at the start and end points. Health status was measured using the self-reported SF-36 measure at baseline, 6 weeks, 3 months, 6 months, and 12 months. The analysis examined short-term (6 weeks) and long-term (12 months) impact. Health status utilities were converted from SF-36 to SF-6D indices using the established UK-based utility algorithm obtained through the University of Sheffield Licensing [28]. The primary outcome was the incremental cost per QALY gained between the intervention group at 6 weeks and 12 months.
Results

Participant Characteristics and Trial Flow

Recruitment took place between May 11, 2016, and May 9, 2017, when the target sample size was reached. Participants were followed up for 1 year. Final data were locked on June 27, 2018 (allowing time for delayed 12-month follow-up responses). Figure 1 shows the flow diagram of the participants throughout the study period. We screened 9447 participants of whom 5932 (62.79%) were ineligible, and a further 1393 (14.74%) did not complete the baseline measures. We randomized 1061 (1061/2122, 50.00%) participants to E-couch and 1061 (1061/2122, 50.00%) to the control group. A total of 6 participants who were randomized to the study were excluded from all analyses because their later responses indicated they did not meet the inclusion criteria in terms of age, leaving 2116 participants randomized and included in analyses. Table 1 shows the baseline characteristics, which were similar across both groups. Owing to a software error, many participants were not sent the email requesting completion of their interim (3 months or 6 months) outcome measures. This error did not affect emails sent at the main follow-up time points of baseline, 6 weeks, and 12 months, and data from all time points were included in the analysis. Attrition rates differed significantly between groups with an overall loss to follow-up at the main follow-up time point (6 weeks) of 42.9%, with a loss of 60.8% in the intervention arm and 25.3% in the control arm (see Figure 1 and Multimedia Appendix 2). By 12 months, the primary outcome was available for 349 of 1061 (32.89%) participants in the intervention group and 710 of 1061 participants (66.92%) in the control group.

Figure 1. Consolidated Standards of Reporting Trials flow diagram.
Table 1. Baseline characteristics of all participants randomized.

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>E-couch (n=1058)</th>
<th>Control (n=1058)</th>
<th>Total randomized (N=2116)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD); range</td>
<td>37.4 (13.9); 18-84</td>
<td>36.9 (13.6); 18-82</td>
<td>37.17 (13.8); 18-84</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>859 (81.19)</td>
<td>839 (79.30)</td>
<td>1698 (80.25)</td>
</tr>
<tr>
<td>Male</td>
<td>187 (17.67)</td>
<td>213 (20.13)</td>
<td>400 (18.90)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (0.95)</td>
<td>6 (0.57)</td>
<td>16 (0.76)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (0.19)</td>
<td>0 (0.00)</td>
<td>2 (0.09)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or in a civil partnership</td>
<td>327 (30.91)</td>
<td>311 (29.40)</td>
<td>638 (30.15)</td>
</tr>
<tr>
<td>Not married</td>
<td>727 (68.71)</td>
<td>745 (70.42)</td>
<td>1472 (69.57)</td>
</tr>
<tr>
<td>Missing</td>
<td>4 (0.38)</td>
<td>2 (0.19)</td>
<td>6 (0.28)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree</td>
<td>514 (48.58)</td>
<td>538 (50.85)</td>
<td>1052 (49.72)</td>
</tr>
<tr>
<td>No degree</td>
<td>544 (51.42)</td>
<td>520 (49.15)</td>
<td>1064 (50.28)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>610 (57.66)</td>
<td>623 (58.88)</td>
<td>1233 (58.27)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>440 (41.59)</td>
<td>426 (40.26)</td>
<td>866 (40.93)</td>
</tr>
<tr>
<td>Missing</td>
<td>8 (0.76)</td>
<td>9 (0.85)</td>
<td>17 (0.80)</td>
</tr>
<tr>
<td>Income (£), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤25,000</td>
<td>736 (69.57)</td>
<td>739 (69.85)</td>
<td>1475 (69.71)</td>
</tr>
<tr>
<td>&gt;25,000</td>
<td>322 (30.43)</td>
<td>319 (30.15)</td>
<td>641 (30.29)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>917 (86.67)</td>
<td>918 (86.77)</td>
<td>1835 (86.72)</td>
</tr>
<tr>
<td>Nonwhite</td>
<td>141 (13.33)</td>
<td>140 (13.23)</td>
<td>281 (13.28)</td>
</tr>
<tr>
<td>Social Phobia Inventory-17, mean (SD); range</td>
<td>39.6 (13.1); 13-68</td>
<td>39.8 (13.4); 13-68</td>
<td>39.7 (13.3); 13-68</td>
</tr>
<tr>
<td>Mental well-being score (Short Warwick-Edinburgh Mental Well-Being Scale), mean (SD); range</td>
<td>17.7 (3.1); 7.0-30.7</td>
<td>17.7 (3.3); 7.0-35.0</td>
<td>17.7 (3.2); 7.0-35.0</td>
</tr>
<tr>
<td>Brief Fear of Negative Evaluation score, mean (SD); range</td>
<td>22.5 (7.1); 0-32</td>
<td>22.4 (7.3); 0-32</td>
<td>22.4 (7.2); 0-32</td>
</tr>
<tr>
<td>Centre for Epidemiologic Studies Depression scale, mean (SD); range</td>
<td>30.5 (12.3); 2-60</td>
<td>30.7 (12.2); 0-58</td>
<td>30.6 (12.2); 0-60</td>
</tr>
<tr>
<td>Short Form-36 (physical component summary), mean (SD); range</td>
<td>50.2 (10.3); 12.2-69.3</td>
<td>49.8 (10.6); 49.8 (10.6)</td>
<td>50.0 (10.4); 12.2-69.3</td>
</tr>
<tr>
<td>Short Form-36 (mental component summary), mean (SD); range</td>
<td>49.9 (9.5); 29.3-77.1</td>
<td>50.1 (9.4); 30.8-83.9</td>
<td>50.0 (9.5); 29.3-83.9</td>
</tr>
</tbody>
</table>

Primary Outcome

Over the study period, there was a reduction of social anxiety symptoms in the E-couch group compared with that in the control group (see Multimedia Appendix 3). At 6 weeks, the E-couch group had a mean (SD) reduction of SPIN-17 score of \(-6.2 \pm 10.8\) and the control group \(-3.99 \pm 9.3\). The adjusted mean difference (95% CI; \(P\) value) in change in SPIN-17 score in E-couch compared with control was \(-1.94 \pm -3.13 \text{ to } -0.75; \(P = .001\); Table 2). This equates to a standardized mean difference effect size (between groups) of 0.2 (the pooled SD for SPIN-17 change was 9.81). At the 6-week follow-up, SPIN-17 outcome measures were available for 415 (415/1064, 39.00%) and 790 participants (790/1064, 74.25%) in the E-couch and control groups, respectively. In the CACE analysis, adjusted mean difference (95% CI; \(P\) value) in change in SPIN-17 score for intervention compared with control was \(-2.95 \pm -4.30 \text{ to } -1.61; \(P < .001\); Table 2). The results from the sensitivity analyses undertaken to explore missing data assumptions were also consistent with the primary outcome 6-week findings. These included analyses that only considered data from completers (defined as participants who returned all their outcome measures at the main time points of baseline, 6 weeks, and 12 months; see Multimedia Appendix 2) and the findings of the pattern mixture model even when assuming different missing data patterns in the intervention or control group. Finally, findings were also similar to the primary outcome analysis even under the assumption of missing not at random.
Table 2. Adjusted estimates from mixed-effect model for each outcome at 6 weeks and 12 months and estimates from the complier average causal effect analysis at 6 weeks.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Mixed-effect model analysis</th>
<th>Complier average causal effect analysis</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted difference in mean change (95% CI)</td>
<td>Adjusted difference in mean change (95% CI)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>P value</td>
<td></td>
</tr>
<tr>
<td>Social Phobia Inventory-17&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−1.94 (−3.13 to −0.75)</td>
<td>.001</td>
<td>2.95</td>
</tr>
<tr>
<td></td>
<td>−3.07 (−4.32 to −1.82)</td>
<td>.001</td>
<td>N/A</td>
</tr>
<tr>
<td>Brief Fear of Negative Evaluation score</td>
<td>−1.09 (−1.79 to −0.38)</td>
<td>.003</td>
<td>1.60</td>
</tr>
<tr>
<td></td>
<td>−2.33 (−3.08 to −1.58)</td>
<td>.001</td>
<td>N/A</td>
</tr>
<tr>
<td>Short Warwick-Edinburgh Mental Well-Being Scale</td>
<td>0.38 (−0.02 to 0.77)</td>
<td>.06</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>0.82 (0.39 to 1.24)</td>
<td>.001</td>
<td>N/A</td>
</tr>
<tr>
<td>Centre for Epidemiologic Studies Depression scale</td>
<td>−3.35 (−4.54 to −2.15)</td>
<td>&lt;.001</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>−1.79 (−3.06 to −0.52)</td>
<td>.006</td>
<td>N/A</td>
</tr>
<tr>
<td>Short Form-36 (physical component summary)</td>
<td>0.398 (−0.41 to 1.20)</td>
<td>.33</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>0.003 (−0.85 to 0.85)</td>
<td>.99</td>
<td>N/A</td>
</tr>
<tr>
<td>Short Form-36 (mental component summary)</td>
<td>2.06 (1.07 to 3.06)</td>
<td>&lt;.001</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup> Primary outcome.

<sup>b</sup> N/A: not applicable.

Secondary Outcomes

Table 2 shows the results for the secondary outcomes. At the 12-month follow-up, participants randomized to the E-couch group continued to show a greater reduction in severity of social anxiety symptoms than the control participants, with a mean (95% CI; P value) adjusted difference in change in SPIN-17 score of −3.07 (−4.32 to −1.82; P < .001; Table 2). As with the primary outcome, the results of the sensitivity analyses exploring missing data assumptions were consistent with the main analysis SPIN-17 findings at 12 months (Multimedia Appendix 2). The findings for the other outcome measures of fear of negative evaluation (BFNE-S), mental well-being (SWEMWBS), depression (CES-D), and the mental component scale of the SF-36 all showed statistically significant small improvements favoring E-couch compared with control (see Table 2). There was no evidence of difference between groups for the physical component scale of the SF-36. All distributions of residuals from the fitted models satisfied the normality assumption. No adverse events were reported during the study period.

Usage Data and Subgroup Analyses

At 6 weeks, the mean (SD) number of E-couch modules fully completed (out of 6) was 1.87 (1.43), total mean (SD) time in minutes spent on modules was 35.3 (48.1), and total mean (SD) page views was 37.6 (41.3). Greater adherence to the intervention was not associated with baseline SPIN-17 score, age, gender, or ethnicity (Multimedia Appendix 2). At 6 weeks, higher total page views or longer duration spent on modules was associated with larger improvement in social anxiety symptoms (Multimedia Appendix 2). At 6 weeks, E-couch had a significantly greater impact in improving social anxiety symptoms for participants with baseline SPIN-17 score greater than 19 (usually taken as cutoff to indicate clinical assessment warranted) compared with the few participants scoring in the lower range (SPIN-17 score 13-19; P=.01; Multimedia Appendix 2). In this subgroup analysis, the lower SPIN-17 scorers (the ones we had originally defined as a subclinical population) had no benefit from the intervention compared with the control group. The E-couch intervention also had a significantly greater beneficial impact on depressive symptoms at 6 weeks in participants with higher baseline SPIN-17 scores (P=.007), and again in this subgroup analysis, the few participants scoring in the lower SPIN-17 range had no benefit on depressive symptoms compared with the control group. There was no evidence of heterogeneity in the effects of intervention for the subgroup analyses involving BFNE-S and SWEMWBS.

Economic Evaluation

At both 6-week and 12-month follow-ups, the waiting list control group, in general, used more health care services than the E-couch group (see Tables 3 and 4). This resulted in a mean...
health care cost saving of £26.48 at the 6-week follow-up and £65.04 at the 12-month follow-up. Adding the mean intervention cost of £48.40 to the intervention group, the E-couch group cost more than the control group at 6 weeks but is cost saving at 12 months. In the cost utility analysis, at both 6-week and 12-month follow-ups, there were very small improvements of general health status in both the E-couch group and the waiting list control group, with the E-couch group improvement slightly more than the control group: the SF-6D indices increased from 0.6 at baseline to 0.64 at 6 weeks and 0.66 at 12 months for the E-couch group and from 0.6 at baseline to 0.62 at 6 weeks and 0.64 at 12 months for the waiting list control group (see Table 5). At the 6-week follow-up, mean QALYs were 0.072 for the E-couch group and 0.070 for the control group, giving very small QALYs gains of 0.002 for the intervention over the control group. At the 12-month follow-up, mean QALYs were 0.635 for the E-couch group and 0.621 for the control group, with QALYs gain of 0.024 for the intervention over the control group. The incremental cost per QALY gained at 6 weeks was £10,960, which is highly likely to be cost-effective using accepted thresholds. At the 12-month follow-up, the E-couch dominated the waiting list control with more QALYs gained and less costs. Taking into consideration societal costs because of sick leave from work, the E-couch intervention was cost saving at both 6-week and 12-month follow-ups and, therefore, dominated the waiting list control.

### Table 3. Health care utilization and other costs at 6 weeks (£).

<table>
<thead>
<tr>
<th>Group</th>
<th>General practitioner attendance costs, mean (SD)</th>
<th>Outpatient attendance costs, mean (SD)</th>
<th>Inpatient costs, mean (SD)</th>
<th>Mean health care cost (SD)</th>
<th>Mean societal cost (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-couch</td>
<td>38 (89.52)</td>
<td>45.43 (123.99)</td>
<td>72.77 (461.03)</td>
<td>106.65 (476.99)</td>
<td>156.19 (527.42)</td>
</tr>
<tr>
<td>(n=383)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waiting list</td>
<td>38.55 (65.89)</td>
<td>42.49 (111.43)</td>
<td>101.64 (570.51)</td>
<td>123.78 (477.48)</td>
<td>182.67 (643.67)</td>
</tr>
<tr>
<td>(n=761)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Health care utilization and other costs at 12 months (£).

<table>
<thead>
<tr>
<th>Group</th>
<th>General practitioner attendance costs, mean (SD)</th>
<th>Outpatient attendance costs, mean (SD)</th>
<th>Inpatient costs, mean (SD)</th>
<th>Cost of work days lost to sick leave, mean (SD)</th>
<th>Mean health care cost (SD)</th>
<th>Mean societal cost (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-couch</td>
<td>101.10 (152.66)</td>
<td>117.61 (319.44)</td>
<td>207.92 (864.18)</td>
<td>379.47 (1740.74)</td>
<td>425.30 (1077.82)</td>
<td>806.08 (2198.79)</td>
</tr>
<tr>
<td>(n=324)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waiting list</td>
<td>106.34 (198.02)</td>
<td>141.84 (416.68)</td>
<td>242.16 (1000.48)</td>
<td>375.18 (1248.74)</td>
<td>490.34 (1264.51)</td>
<td>869.43 (1823.07)</td>
</tr>
<tr>
<td>(n=680)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 5. Health status and quality-adjusted life years at baseline, 6 weeks and 12 months.

<table>
<thead>
<tr>
<th>Group</th>
<th>Baseline SF-6D, mean (SD)</th>
<th>6 weeks SF-6D, mean (SD)</th>
<th>QALY&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>12 months SF-6D, mean (SD)</th>
<th>QALY, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-couch</td>
<td>0.60 (0.10)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.64 (0.12)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.072 (0.012)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.66 (0.12)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.635 (0.10)&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Waiting list</td>
<td>0.60 (0.10)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.62 (0.11)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.070 (0.011)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.64 (0.12)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.621 (0.10)&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>SF-6D: six-dimensional health state short form.
<sup>b</sup>QALY: quality-adjusted life year.
<sup>c</sup>n=1061.
<sup>d</sup>n=377.
<sup>e</sup>n=324.
<sup>f</sup>n=753.
<sup>g</sup>n=675.

### Discussion

**Principal Findings**

Our findings showed that this fully self-guided internet intervention gave a small reduction in social anxiety symptoms in participants recruited online from the general population, compared with a usual care waiting list control group, and this small but positive finding was robust to the sensitivity analyses, which explored our missing data assumptions. There was a similarly small but significant improvement in fear of negative evaluation. These improvements were also found in the CACE analyses and maintained at the 12-month follow-up. In the context of a very common mental health problem, this finding suggests that automated self-help delivered via the internet could reduce the overall level of social anxiety symptoms in the population, although at an individual level, the mean symptomatic benefit is small ($d=0.2$). The study findings provide no evidence as to whether this fully self-guided approach has...
a role in a clinical setting, where, to date, the evidence base suggests that although unguided self-help has effectiveness, therapist-guided and therapist-led approaches are likely to be superior. The cost-effectiveness analysis demonstrated that the intervention is likely to be cost-effective in both the short and long term, although the gain in general health status and QALY score was very small. The benefit seen in the condition-specific social anxiety outcome measures was greater than the general health status used in the cost utility analysis. Furthermore, the intervention cost could be substantially reduced if the E-couch is used by large numbers at a population level as a public health tool. Given that many people with social anxiety symptoms do not seek help, and that therapist-supported approaches are limited in supply, the findings suggest that unguided digital intervention for social anxiety can be beneficial for some people who do not access professional help and who are increasingly seeking support from apps and other digital tools. The self-help approach tested here might also complement face-to-face therapy, potentially reducing the amount of therapist contact time required and perhaps helping to maintain engagement, although these suggestions need to be empirically tested in future effectiveness and cost-effectiveness work.

Comparison With Prior Work
This study adds to the body of work showing small positive effects for unguided digital self-help for social anxiety [5,9-14] and a range of other mental health problems [29]. Our effect size is smaller than that reported by others. Previous studies have had far fewer participants and usually required them to meet diagnostic criteria for social anxiety disorder. Our aim was to undertake a pragmatic trial addressing social anxiety symptoms (rather than disorder) among individuals in the general population. Our broad inclusion criteria, recruiting volunteers from the general population through internet adverts, including those with symptoms not reaching a diagnostic threshold, are likely to have contributed to the more modest benefit compared with previous work. We made the additional decision to conduct the trial in a fully automated and naturalistic way with no researcher contact to encourage intervention use. Our approach was intended to reflect the real-world situation of members of the public self-selecting digital tools and using them with no contact with health services.

Strengths and Limitations
This study exemplifies both the strengths and weaknesses of undertaking online trials for digital interventions. We were able to recruit large numbers of participants from the general population using digital advertising, and we were able to deliver all measures and the intervention remotely, using little resources and with no requirement for any “real-world” contact between participants and researchers. The flipside of this was that, in common with other fully automated trials of unguided online interventions, there were high levels of dropout from the intervention and attrition from the trial [30]. This is commonly seen in internet research [31], including the higher level of retention in the control arm [32], which may be partly explained by these participants being on a waiting list and, therefore, having an incentive to keep returning to complete measures, and partly by participants in the intervention arm being required to “take action” (work through the intervention), whereas the control group could be more passive. Other possible reasons for dropout include some participants not liking the intervention, or feeling it was not working, or indeed dropping out because they felt they had improved and no longer needed it. The high loss to follow-up was compounded at the 3- and 6-month follow-up points by a software glitch, which reduced the number of emails sent to participants at this time. Fortunately, these were always intended as interim time points measured to contribute to the overall mixed linear model. We undertook sensitivity analyses and explored various approaches to adjusting for the missing data. All outcome measures were self-report with no observer-rated objective assessment. This was in line with our desire to deliver a fully automated trial, and the scales are well validated, but the subjective nature of these measures is a potential source of response bias. We did not employ a placebo but instead used a waiting list comparator whereby people received “usual care.” In other work, educational website placebos have often demonstrated an active effect [33]. Our pragmatic choice of control group, given that participants were not blind to allocation, may have introduced bias and increased the likelihood of a beneficial effect. Finally, most participants in this study were women. Social anxiety symptoms are twice as common in women than men [4], and women are more likely to seek health care generally [34]. Further work on the predictors and mediators of both adherence and response would be valuable [35,36].

Conclusions
For people with social anxiety symptoms in the general population who are not receiving other forms of help, an online unguided tool based on cognitive behavioral principles accessed via a computer or mobile phone gave a small but significant improvement in social anxiety symptoms compared with no intervention. As with many online trials of digital interventions, we experienced a “methodological trade-off” between having a cheap, scalable model of intervention delivery versus the statistical challenge of a high degree of missing data. Our findings suggest this intervention could potentially offer the first self-help rung on the ladder of a stepped approach to social anxiety symptoms.
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Abstract

Background: The rapid increase in mental health disorders has prompted a call for greater focus on mental health promotion and primary prevention. Web- and mobile app–based interventions present a scalable opportunity. Little is known about the influence of human support on the outcomes of these interventions.

Objective: This study aimed to compare the influence of 3 modes of human support on the outcomes (ie, mental health, vitality, depression, anxiety, stress, life satisfaction, and flourishing) of a 10-week, Web- and mobile app–based, lifestyle-focused mental health promotion intervention among a healthy adult cohort.

Methods: Participants were recruited voluntarily using a combination of online and offline advertising. They were randomized, unblinded into 3 groups differentiated by human support mode: Group 1 (n=201): standard—fully automated emails (S); Group 2 (n=202): standard plus personalized SMS (S+pSMS); and Group 3 (n=202): standard plus weekly videoconferencing support (S+VCS), hosted by 1 trained facilitator. Participants accessed the intervention, including the questionnaire, on a Web-based learning management system or through a mobile app. The questionnaire, administered at pre- and postintervention, contained self-reported measures of mental well-being, including the “mental health” and “vitality” subscales from the Short Form Health Survey-36, Depression Anxiety and Stress Scale-21, Diener Satisfaction With Life Scale (SWLS), and Diener Flourishing Scale.

Results: Of 605 potential participants, 458 (S: n=157, S+pSMS: n=163, and S+VCS: n=138) entered the study by completing registration and the preintervention questionnaire. At post intervention, 320 out of 458 participants (69.9%; S: n=103, S+pSMS: n=114, and S+VCS: n=103) completed the questionnaire. Significant within-group improvements were recorded from pre- to postintervention in all groups and in every outcome measure (P≤.001). No significant between-group differences were observed for outcomes in any measure: mental health (P=.77), vitality (P=.65), depression (P=.93), anxiety (P=.25), stress (P=.57), SWLS (P=.65), and Flourishing Scale (P=.99). Adherence was not significantly different between groups for mean videos watched (P=.42) and practical activity engagement (P=.71). Participation in videoconference support sessions (VCSSs) was low; 37 out of 103 (35.9%) participants did not attend any VCSSs, and only 19 out of 103 (18.4%) attended 7 or more out of 10 sessions. Stratification within the S+VCS group revealed that those who attended 7 or more VCSSs experienced significantly greater improvements in the domains of mental health (P=.006; d=0.71), vitality (P=.005; d=0.73), depression (P=.04; d=0.54), and life satisfaction (P=.046; d=0.50) compared with participants who attended less than 7.

Conclusions: A Web- and mobile app–based mental health promotion intervention enhanced domains of mental well-being among a healthy cohort, irrespective of human support. Low attendance at VCSSs hindered the ability to make meaningful between-group comparisons. Supplementing the intervention with VCSSs might improve outcomes when attendance is optimized.
Introduction

Background

In 2012, the World Health Assembly requested the development of a plan to address escalating mental distress, resulting in the Mental Health Action Plan 2013-2020, which asserts that there is “no health without mental health” [1]. However, as we approach 2020, mental well-being continues to deteriorate. Depression is the leading cause of disability worldwide [2,3], and its prevalence is rising [4], evidenced by increasing antidepressant use [5] and the high rate of suicide—the second leading cause of death in the 15 to 29 years age group internationally [3]. Comorbidity is common [6], and those with major depression have a 40% to 60% risk of dying prematurely [1]. A 2018 review [7] of 12 countries revealed that depression and anxiety are the third most common reason for visits to a general practitioner in the developed world.

Mental well-being, even in the seemingly healthy population, is compromised by mounting stress and anxiety. In the 2015 Australian Psychological Society’s stress and well-being survey [8], 35% of those surveyed reported significant distress levels, 26% reported above normal anxiety, and 26% described themselves as having moderate to extreme depression levels. Therefore, provision of mental health promotion interventions (MHPIs) may be a vital approach to enhance mental well-being among healthy (ie, nonclinical), community-based cohorts.

There is a growing evidence base supporting the efficacy of MHPIs to improve the mental well-being of nonclinical population groups. These include interventions to alleviate stress [9-11], mindfulness training [12-15], lifestyle medicine strategies such as nutrition [16,17], and exercise [18,19] and an array of positive psychology interventions [20-22]. A recent analytic review [23] highlighted strategies from the fields of positive psychology and lifestyle medicine that have demonstrated effectiveness in enhancing mental well-being. Combining strategies from both fields, the same author devised a lifestyle-focused, multimodal intervention that has been piloted among university students on 2 occasions [24,25] and more recently as a Web-based randomized controlled trial (RCT) for a healthy community cohort [26]. The Web-based RCT demonstrated significantly greater improvements (P<.001) than the control group for all outcomes, with medium effect size demonstrated significantly greater improvements (d=0.52), vitality (d=0.56), and stress (d=0.45). The same intervention was used for this study.

Web- and mobile app–based technology offers an unprecedented opportunity for disseminating MHPIs to healthy cohorts in community settings. Advantages, when compared with face-to-face interventions, include cost-effectiveness [27,28], accessibility, and scalability [29,30]. Furthermore, up to 80% of potential users are “e-preferers” [31]. However, digital delivery also poses unique challenges (eg, quality control, data control, high dropout attrition, and low adherence) that require creative solutions [32,33]. Notably, provision of human support (ie, guidance) is recognized as a possible modulating influence on adherence and outcomes [33,34].

Human Support

Human support provision in Web-based interventions has generally been associated with improved adherence and outcomes in clinical cohorts [32,35-39]. A meta-analysis of 12 studies treating depression found effect sizes for studies that included human support were larger (d=0.61) in comparison with unsupported studies (d=0.25) [38]. Nevertheless, some studies have found that the level of human support does not significantly influence outcomes [40-44]. Furthermore, variability in the provision of human support (eg, mode, intensity, and synchronicity) results in high heterogeneity, which makes comparisons between studies problematic [33,39].

It is imperative to investigate the role of human support among nonclinical groups. Support requirements may be markedly different among healthy cohorts. Symptomatic factors (eg, apathy, weakened motivation, and general malaise) that could impede a clinical cohort from completing a program may be nonexistent or differ considerably for a nonclinical group. Conceivably, MHPIs may prove to be a credible pathway to enhance mental well-being and serve as a vital buffer to protect healthy populations against mental distress [45].

Studies comparing human support factors for healthy cohorts engaging in Web- or mobile app–based mental well-being interventions are scarce, and outcomes are mixed. Several primary prevention studies (all classified as “indicated” prevention) have reported no significant difference between supported and unsupported arms [46-48]. Zarski et al [49] examined 3 support approaches and compared the effects on adherence with a stress management intervention. Monitoring and written feedback improved adherence. However, administrative support (ie, access to a support team for technical assistance) had no positive effect [49]. Alexandre et al [50] compared no support, group support, and group support with added expert clinical support for a stress management intervention. Group support was beneficial, but added clinical care contributed no extra benefit. However, the program content was Web-based, and support was provided face-to-face in a work setting, making comparison problematic. Finally, a review and metaanalysis of 23 Web- and computer-based interventions to alleviate stress found that supported interventions demonstrated greater effects on outcomes (d=0.64) than unsupported (d=0.33) [51].
A confounder when drawing conclusions about the impact of human support on the effectiveness of Web- and computer-based programs is that there are many modes and delivery styles classified as human support, which differ markedly in their resource requirements (eg, time, cost, and intensity). For this study, we chose 3 support modes to compare, based on low (automated emails), medium (personalized SMS messaging), and high (facilitated videoconference) resource requirements.

**Email Support**

Emails are widely used [33] and easily incorporated into a Web-based intervention as an asynchronous, low intensity, low cost support method [52]. Notwithstanding, heterogeneity in the way emails are utilized makes comparison difficult, and results are mixed in clinical settings [46,53-55]. For instance, automated emails, often used as engagement prompts, may be built into the system design and require virtually no monitoring once set up. Conversely, personally tailored, individually written emails require effort and time on behalf of the support person and may be considered a more intense mode of support [52].

**Short Message Service Support**

SMS support varies in intensity depending on the method of dissemination (ie, automated or individualized), however, it is easily accessible and portable [56] through the widespread use of mobile phones. Researchers have used SMS support to aid adherence to medication [57,58], support asthma treatment [59], and promote adherence to healthy lifestyle practices [60] among other uses. A systematic review and meta-analysis of Web-based interventions, that used additional support modes demonstrated that SMS had large effects \( d=0.81 \) compared with phone \( d=0.35 \) and email \( d=0.18 \) [61]. Nevertheless, users may ignore SMS prompts when they are perceived as impersonal, too frequent, or automated [62].

**Videoconferencing Support**

Videoconferencing most closely replicates the face-to-face setting; however, it requires a greater investment of time, cost, and human resources. Notwithstanding, it may provide a feasible, personal, and acceptable mode of support, similar to face-to-face settings, as long as technical assistance is available [63]. Participants value ease of accessibility and are still able to bond as a group despite lack of various communication cues (eg, body language) [63]. Videoconferencing has been successfully used to support caregivers [64], patients with chronic disease [65], new parents [66], and bariatric surgery patients [67], among others.

Identifying the optimum input of human support resources to maximize program effectiveness is an important consideration for researchers designing MHPIs for nonclinical cohorts. This comparative study seeks to add to the evidence base by asking the question: “What is the influence of different modes of human support on the outcomes of a Web- and mobile app–based MHPI for a healthy, community-based cohort?”

**Methods**

**Recruitment**

Participants were recruited from an Australian and New Zealand faith-based cohort. Advertising, conducted from July to September 2018, included offline marketing through periodicals, magazines, and bulletins of the faith-based organization and online marketing using a combination of website, social media, and email strategies. Advertising material directed potential applicants to a Web page to examine the inclusion criteria (Textbox 1), acquaint themselves with participation expectations, and fill out an enrollment application.

Approved applicants were randomized into 1 of 3 intervention groups (Figure 1) using computer-generating software. An email notified applicants of acceptance into the study, group allocation, instructions detailing the steps to complete registration on the Web-based electronic learning management system (eLMS), and a unique link to activate the registration process. Informed consent was gained as part of the registration procedure. Once registered, users could opt to download the mobile app and access all features of the intervention, including self-reported questionnaires, from either the eLMS or from the mobile app.

To provide anonymity, participants were permitted to use a pseudo name for the duration of the intervention, if desired. In the S+VCS group, which involved videoconferencing using the app “Zoom,” the participants were given the option to choose a pseudo name and have the camera switched off.

**Textbox 1. Inclusion criteria.**

- Aged 18 years or older
- Mobile phone with SMS capability
- Internet access
- Australian or New Zealand resident
- Fluent in English
- Acceptance to provide informed consent
- Permission given for anonymous data to be used for research
Study Design

The study was a multiarm, randomized comparative design with 3 intervention groups that differed according to modes of human support:

1. Group 1: Standard—fully automated emails (S).
2. Group 2: Standard plus personalized SMS support (S+pSMS).
3. Group 3: Standard plus videoconferencing support (S+VCS).

Figure 1 shows that participants in each group accessed the intervention simultaneously, from September to December 2018.

Intervention

The 10-week intervention is presented in an audio-visual format and was initially administered in 2017 as a Web-based program on an eLMS. Version 2, released immediately before commencement of this study (August 2018), included an updated eLMS and a mobile app called “MyWellness.” See Multimedia Appendix 1 for screenshots. No new features were introduced during the study period.

The lifestyle-focused intervention is underpinned by the theory of planned behavior (TPB), which has demonstrated substantial health behavior change benefits [61]. The intervention actively seeks to change behavior through education and increase perceived control through easily attainable weekly challenges [24]. Using the pedagogical framework of Learn, Experience, Think, Share, the participants were introduced to basic neuroscience and explored 10 evidence-based strategies from lifestyle medicine and positive psychology for improving mental well-being. Table 1 outlines the weekly topics covered throughout the intervention [68-91].

Participants accessed the intervention free of charge by logging onto the eLMS or the mobile app. Each participant’s personal dashboard provided access to the weekly session, which included approximately 30 min of audio-visual content, a downloadable workbook, and extra reading materials relating to the topic [92]. The intervention emphasized experiential learning by encouraging participants to engage in daily and weekly challenges through which they could log their activity to earn challenge points. Participants were emailed a “timetable overview” (Multimedia Appendix 2), which outlined the recommended schedule to complete the intervention within the 10-week timeframe.
<table>
<thead>
<tr>
<th>Week</th>
<th>Topic</th>
<th>Overview</th>
<th>Daily challenge</th>
<th>Weekly challenge</th>
</tr>
</thead>
</table>
| 1    | Speak positively (your limbo is listening) | • Limbic system introduction—the "emotional brain"  
  • Limbic system is “wired” to language area of brain [68,69] | Offer a genuine compliment. | Memorize an inspirational text or saying. |
| 2    | Move dynamically (motion creates emotion) | • Proprioceptors (nerve cells that detect movement) pass through the limbic system  
  • Movement (even just 10 min) improves mood [70-73] | Complete 30 min of moderate-intensity activity. | Perform resistance exercises once during week (exercises demonstrated on video). |
| 3    | Immerse in an uplifting natural environment (blue and green should often be seen) | • The limbic system receives messages from all the senses  
  • The limbic system likes blue and green spaces (ie, natural settings)  
  • The limbic system needs about 30 min of 10,000 LUX of light daily [74-76] | Immerse in an uplifting natural environment for 30 min daily. | Watch a sunrise from an appealing blue or green location. |
| 4    | Immerse in a positive social environment (together feels better) | • Limbic systems communicate  
  • Create positive social environments by making new friends or strengthening existing relationships  
  • Forgiveness [77-79] | Daily, do something intentional to show a friend or family member they are loved (use their love language). | Give up your right to hurt someone who has hurt you (Act of forgiveness). |
| 5    | Look to the positive (feelings follow your focus) | • “Emotional brain” is wired to “Thinking brain”  
  • What you focus on affects how you feel  
  • Upward or downward spirals [21,45,80-82] | Write down 3 things that went well today “What Went Well?” | Gratitude visit—identify someone you are grateful to, write a gratitude letter to them, deliver and read in person, if possible. |
| 6    | Eat nutritiously (food feeds your mood) | • Gut bacteria linked to mood  
  • Feed gut bacteria high fiber diet  
  • Plant-based foods are high fiber  
  • Eat a wide variety of fruit, vegetables, legumes, and grains [16,17,83,84] | Eat 8 fists full of fiber daily. | Prepare and share a high-fiber plant-based meal with one or more friends. |
| 7    | Rest—sleep (rest to feel your best) | • Sleep is fundamental for feeling upbeat (7-8 hours optimal)  
  • Blue light vs yellow/orange light  
  • Caffeine, lack of physical activity, and blue light—deprived sleep [85,86] | Spend 8 hours in bed every night. | Spend an evening by firelight. |
| 8    | Rest—from stress (stress less) | • SMILERS strategies “open the valves”  
  • Physical activity, practicing mindfulness, laughing, and rest day [13,51,87,88] | 15-min “sit in silence” mindful activity. | Take a “guilt-free” day off. |
| 9    | Serve others (giving is living) | • Contributing/serving is emotionally uplifting  
  • Serve sustainably using signature strengths [89-91] | Perform 1 or more random acts of kindness each day. | Use your significant strength to perform a significant act of service. |
| 10   | What does it take to flourish? | Five areas to flourish: PEARM—positive emotions, engagement, achievement, relationships, and meaning [90] | Spend time engaging in something you enjoy. | Create a list of goals and an action plan to achieve them. |
Persuasive Systems Design Features

Features of Persuasive Systems Design (PSD) were key to the intervention, and numerous support principles were utilized on the Web platform and mobile app to encourage behavior change. The PSD model, developed by Oinas-Kukkonen and Harjumaa [93], is largely based on earlier work by Fogg [94]. The model outlines a taxonomy of 28 principles, classified under 4 key areas of support, for designing completely digital, behavioral change interventions. “Primary Task Support” components of PSD included the use of “reduction” to simplify key learnings into practical strategies for implementation, along with “self-monitoring” and “rehearsing” desired behaviors in the form of daily and weekly challenges that were recorded on the eLMS or app. An element of “Dialogue Support” [93] utilized was “rewards” in the form of badge icons. “Social Support” elements of PSD [93] provided opportunities for various forms of interaction. Participants could choose to post challenge activity to a public “feed” (viewable by other group members) providing “social learning” and “social facilitation” opportunities. Furthermore, challenges posted as “public” provided opportunity for interaction between group members. “Competition” and “social comparison” were aroused through a challenge points leader board.

Human Support

Human support was crafted to reflect values of the Supportive Accountability Model (SAM), developed by Mohr et al [34]. They propose a range of support measures to improve adherence, including focusing on process expectations rather than outcome expectations, positive feedback provision, avoidance of controlling behavior, timely communication, being trustworthy, facilitating engaging discussions, and avoidance of pressure tactics [34].

Advertising Period

During the advertising period, the mobile app “Hitemup” was used to send enrollees (ie, those who had registered interest in joining the study) weekly, personalized SMS communication to remind them of the upcoming program.

Orientation and Registration Period

During orientation week, all enrollees were sent an email link to register onto the eLMS to finalize registration and complete the preintervention questionnaire. A total of 2 SMS reminders were sent, several days apart, as reminders to register.

On the intervention start date, a “welcome” email and SMS were sent to all registered participants outlining the steps to access the first session. In addition, within the first 2 weeks of the intervention, those who had not yet completed registration were sent 4 reminder SMSs and email messages inviting them to access the provided link to complete registration. Once participants completed registration, human support reverted to the constraints outlined for each group, and the eLMS was used to send SMS and automated email messages to registered participants.

Group 1 Support: Automated Emails—Standard

Automated emails, which are the routine communication mode outside the research setting, were set up as part of the eLMS. All participants received a weekly email on the day before the next session commencing. The email included a link to a 20 to 25 second video by the presenter, inviting them to engage with the next presentation. A total of 3 days after a lesson was released, the system checked to see if the participant had logged any challenges: if “yes,” participants were sent an email validating their participation, if “no,” an email prompted the participant to complete the relevant challenge. A total of 8 days after a new lesson was released, participants who had not watched the video were sent an email reminder.

Group 2 Support: Standard Plus Personalized SMS Messages

The S+SMS group received automated emails plus SMS messages that were sent 3 times weekly for the first 3 weeks and then 2 times weekly for the remaining 7 weeks. The reduction from 3 messages per week to 2 messages per week recognized the notion that support may have a threshold [34]; too many messages may be seen as controlling and undermine the commitment of individuals, therefore impairing engagement [34]. The messages focused on process accountability (ie, completing target behaviors such as viewing content and engaging in experiential learning) as opposed to outcome accountability, which may be detrimental and beyond an individual’s control [34].

Each SMS included the participant’s first name, a predetermined message to prompt engagement, and was signed by the research team member (MR) who also provided technical assistance. Specific message content included different combinations of the following: a brief hook sentence (eg, Lesson 2—Learn 3 practical tips to calm your nerves, Lesson 3—Have you had your dose of lux today?), the link to log into the eLMS, an inspiring quote, tips for implementing challenge activity, and a phone number for technical assistance.

Group 3 Support: Standard Plus Videoconference Support

As well as automated email support, participants in the S+VCS group were invited to attend a synchronous, videoconference session using the app “Zoom.” A weekly timetable (Multimedia Appendix 3) provided 9 different time possibilities, and participants were invited to attend any one of these. During orientation week, participants were encouraged to attend 1 of 9 available “tech check” sessions. Each week, participants were sent 1 reminder SMS and an email with a link to the online meeting. Discussion sessions lasted 20 to 30 min and were led by an experienced educator who holds a post-graduate degree in lifestyle medicine. The facilitator had previously hosted many preventative health videoconferences for participant groups doing the renowned Complete Health Improvement Program. Prior training included 6 mentoring sessions on how to facilitate successful videoconferences in a Web-based setting. The videoconference support sessions included a recap of the weekly content by the facilitator, sharing new learnings and challenge experiences, plus dialogue on ways to incorporate strategies learned into everyday life.
Measurement—Outcomes
Participants completed a self-report questionnaire, the “7 Dimensions of Wellness Index” (7DWI), at preintervention (week 0) and postintervention (week 12). The 7DWI combines demographic- and lifestyle-related questions with various, freely available, validated instruments that measure 7 well-being domains (emotional, physical, social, spiritual, vocational, intellectual, and environmental). For the purpose of this study, the following instruments were utilized from the 7DWI to measure aspects of mental well-being:

36-Item Short Form Survey
The 36-item Short Form Health Survey (SF-36) is suitable for use in general population surveys [95], and 2 subscales of the SF-36 were used for this study: mental health (5 items) and vitality (4 items) [96]. Good internal consistency and reliability across the whole survey and subscales have been reported [97]. Cronbach alpha scores of .90 for the mental health subscale and .87 for the vitality subscale are well above the minimum reliability standard (.50-.70) [98].

21-Item Depression Anxiety and Stress Scale
The 21-item Depression Anxiety and Stress Scale (DASS-21) is widely used to measure depression, anxiety, and stress (7 items per factor), and satisfactory reliability has been demonstrated for both clinical and nonclinical samples [99-101]. The DASS has demonstrated adequate internal consistency as a total scale (Cronbach alpha >.90) [102] and for the 3 subscales, with Cronbach alpha scores ranging from .76 to .91 [99,101].

Satisfaction With Life Scale
Diener 5-item Satisfaction With Life Scale (SWLS) measures global life satisfaction and was initially tested on a nonclinical group of university students [103]. Good internal consistency was found (Cronbach alpha .87) [103], and the SWLS was deemed suitable for a wide range of age groups and settings [104]. Data from 6 studies indicated that the scale has high internal consistency (Cronbach alpha ranged from .79-.89) [105]. Furthermore, a meta-analysis of 62 articles provided 76 reliability coefficients testing the SWLS. The mean Cronbach alpha was .78—signifying good internal consistency [106].

Flourishing Scale (Diener)
Diener brief 8-item Flourishing Scale, designed to measure “social-psychological prosperity,” is suitable for nonclinical cohorts, correlates highly with other measures of well-being, and demonstrates good internal consistency under initial analysis (Cronbach alpha .87) [107]. The Flourishing Scale has a unidimensional factor structure, and more recent analysis, across 2 samples, also showed good consistency (.78 and .83) [108].

Measurement—Adherence
Primary adherence was measured as the total number of weekly videos viewed out of a possible ten presentations. Challenge adherence was also measured, with participants able to accumulate points through practical daily and weekly challenge activities. Each daily challenge was worth 10 points, and weekly challenges were worth 30 points. Participants could score a maximum of 100 points each week throughout the 10-week intervention, thereby accumulating a total of 1000 points to be considered fully adherent. In addition, for the S+VCS group, videoconference attendance was recorded as a score out of 10.

Sample Size
The a priori power analysis indicated a required sample size of 148 participants in each arm of the study. This calculation was based on the following assumptions or requirements and relied on data from previous studies [24,26]: (1) participants were to be allocated equally between the 3 arms; (2) an ability to detect a 15% improvement in the mental health and vitality scales, as this was considered a clinically significant outcome [24]; (3) a 30% attrition rate, based on attrition rates observed in a prior similar study [26]; (4) a power level of ≥80%; (5) significance level of 0.05 (95% CI); and (6) a distribution SD of 16.1 in the mental health subscale, based on a prior study [24].

Randomization
Participants were randomized by a person not on the research team using computer random number generation. Equitable distribution of age and gender was tested and confirmed, negating the need for further stratification. The 3 randomized groups were allocated to a study arm by the person who conducted randomization. Researchers and participants were unblinded, and participants were notified of the mode of support they would receive during registration. As there was no control group, all groups were comparators of interest.

Statistical Analysis
Data were analyzed using the IBM SPSS Statistics Software (version 25). Within-group changes from baseline to post intervention were calculated using paired t tests, and repeated measures generalized linear models were used to measure analysis of variance between groups, taking into account time and group effects. Cohen d was used to measure effect size, and Fisher Exact test was used to test for relationships between the categorical variables. The 458 participants who completed the preintervention questionnaire were included in the analysis of baseline characteristics. All remaining analyses included only the participants who completed both preintervention and postintervention measures (n=320). This manuscript was prepared according to Consolidated Standards of Reporting Trials (CONSORT) guidelines [109] and utilized the CONSORT-EHEALTH checklist (Multimedia Appendix 4).

Ethics and Informed Consent
Ethics approval was granted from the Avondale Human Research Ethics Committee (Approval No. 2018.09). Prospective participants were emailed an “information statement” outlining the details of the study and an “informed consent statement” notifying them that choosing to register onto the eLMS would signify informed consent.

Results
Participants
Figure 1 records the flow of participants throughout the intervention period. Potential participants (n=605) were enrolled through the information Web page and were randomized into
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3 groups: S (n=202), S+pSMS (n=202), and S+VCS (n=201). A total of 458 participants registered on the eLMS, completed the preintervention questionnaire, and were analyzed for baseline characteristics (S=157, S+pSMS=163, and S+VCS=138). At 12 weeks, 320 out of 458 (69.9%) participants had completed both the pre- and postintervention questionnaire required for postanalysis (S=103, S+pSMS=114, and S+VCS=103).

### Baseline Characteristics

Table 2 describes the demographic and mental health characteristics of the study group at baseline. Fisher Exact tests demonstrated no significant between-group differences in any of the categorical characteristics of the study population. With a mean age of 45.5 (SD 13.7) years, participants were predominantly female (77.7%, 356/458), white (76.9%, 352/458), and had a tertiary education (78.0%, 357/458). There were no significant differences between the groups in any of the psychometric measures at baseline (Table 2).

### Measurement—Outcomes

Significant within-group improvements were recorded from pre- to postintervention in all groups and across all domains of mental well-being measured (Table 3). Within-group improvements ranged from medium to large effect sizes (Cohen $d$), with flourishing ($d=0.64$), mental health ($d=0.67$), and vitality ($d=0.74$) demonstrating the largest effect. No significant between-group differences were observed for any of the outcome measures (Table 3).
### Table 3. Pre- to postchanges in outcome measures of participants and between-group differences.

<table>
<thead>
<tr>
<th>Outcome Measure</th>
<th>N</th>
<th>Pre, mean (SD)</th>
<th>Post, mean (SD)</th>
<th>Mean change</th>
<th>Change (%)</th>
<th>Within-group change, $P$ value</th>
<th>Within-group change, Cohen $d$</th>
<th>Between-group difference, $P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mental health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gr 1 Standard—Emails</td>
<td>103</td>
<td>65.2 (16.4)</td>
<td>74.8 (15.2)</td>
<td>9.6</td>
<td>14.7</td>
<td>&lt;.001</td>
<td>0.72</td>
<td>.77</td>
</tr>
<tr>
<td>Gr 2 Standard plus pSMS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>114</td>
<td>67.3 (16.7)</td>
<td>76.1 (13.3)</td>
<td>8.8</td>
<td>13.1</td>
<td>&lt;.001</td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td>Gr 3 Standard plus VCS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>103</td>
<td>66.0 (15.3)</td>
<td>74.2 (14.9)</td>
<td>8.2</td>
<td>12.4</td>
<td>&lt;.001</td>
<td>0.61</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>320</td>
<td>66.2 (16.1)</td>
<td>75.1 (14.4)</td>
<td>8.9</td>
<td>13.4</td>
<td>&lt;.001</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td><strong>Vitality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>Gr 1 Standard—Emails</td>
<td>103</td>
<td>58.7 (16.8)</td>
<td>69.6 (15.8)</td>
<td>10.9</td>
<td>18.6</td>
<td>&lt;.001</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>Gr 2 Standard plus pSMS</td>
<td>114</td>
<td>61.8 (16.5)</td>
<td>71.9 (13.7)</td>
<td>10.1</td>
<td>16.3</td>
<td>&lt;.001</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>Gr 3 Standard plus VCS</td>
<td>103</td>
<td>60.1 (16.1)</td>
<td>69.2 (15.4)</td>
<td>9.1</td>
<td>15.1</td>
<td>&lt;.001</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>320</td>
<td>60.3 (16.5)</td>
<td>70.3 (15.0)</td>
<td>10.0</td>
<td>16.6</td>
<td>&lt;.001</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>Gr 1 Standard—Emails</td>
<td>103</td>
<td>3.5 (3.4)</td>
<td>2.2 (2.6)</td>
<td>−1.3</td>
<td>−37.1</td>
<td>&lt;.001</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>Gr 2 Standard plus pSMS</td>
<td>114</td>
<td>3.5 (3.5)</td>
<td>2.1 (2.7)</td>
<td>−1.4</td>
<td>−40.0</td>
<td>&lt;.001</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>Gr 3 Standard plus VCS</td>
<td>103</td>
<td>3.6 (3.3)</td>
<td>2.2 (2.7)</td>
<td>−1.4</td>
<td>−38.9</td>
<td>&lt;.001</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>320</td>
<td>3.5 (3.4)</td>
<td>2.2 (2.7)</td>
<td>−1.3</td>
<td>−37.1</td>
<td>&lt;.001</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>Gr 1 Standard—Emails</td>
<td>103</td>
<td>2.7 (2.6)</td>
<td>1.5 (1.8)</td>
<td>−1.2</td>
<td>−44.4</td>
<td>&lt;.001</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>Gr 2 Standard plus pSMS</td>
<td>114</td>
<td>2.1 (2.1)</td>
<td>1.4 (1.8)</td>
<td>−0.7</td>
<td>−33.3</td>
<td>&lt;.001</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>Gr 3 Standard plus VCS</td>
<td>103</td>
<td>2.2 (2.5)</td>
<td>1.3 (1.6)</td>
<td>−0.9</td>
<td>−40.9</td>
<td>&lt;.001</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>320</td>
<td>2.3 (2.4)</td>
<td>1.4 (1.7)</td>
<td>−0.9</td>
<td>−39.1</td>
<td>&lt;.001</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td><strong>Stress</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.57</td>
</tr>
<tr>
<td>Gr 1 Standard—Emails</td>
<td>103</td>
<td>5.8 (3.5)</td>
<td>4.3 (3.1)</td>
<td>−1.5</td>
<td>−25.9</td>
<td>&lt;.001</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>Gr 2 Standard plus pSMS</td>
<td>114</td>
<td>5.5 (3.4)</td>
<td>4.1 (3.0)</td>
<td>−1.4</td>
<td>−25.5</td>
<td>&lt;.001</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>Gr 3 Standard plus VCS</td>
<td>103</td>
<td>6.0 (3.2)</td>
<td>4.2 (3.0)</td>
<td>−1.8</td>
<td>−30.0</td>
<td>&lt;.001</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>320</td>
<td>5.7 (3.4)</td>
<td>4.2 (3.0)</td>
<td>−1.5</td>
<td>−26.3</td>
<td>&lt;.001</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td><strong>Satisfaction With Life</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>Gr 1 Standard—Emails</td>
<td>103</td>
<td>23.2 (6.8)</td>
<td>25.6 (6.3)</td>
<td>2.4</td>
<td>10.3</td>
<td>&lt;.001</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>Gr 2 Standard plus pSMS</td>
<td>114</td>
<td>23.1 (7.2)</td>
<td>26.0 (6.6)</td>
<td>2.9</td>
<td>12.6</td>
<td>&lt;.001</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>Gr 3 Standard plus VCS</td>
<td>103</td>
<td>22.9 (6.9)</td>
<td>25.5 (6.5)</td>
<td>2.6</td>
<td>11.4</td>
<td>&lt;.001</td>
<td>0.57</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>320</td>
<td>23.1 (6.9)</td>
<td>25.7 (6.5)</td>
<td>2.6</td>
<td>11.3</td>
<td>&lt;.001</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td><strong>Flourishing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Gr 1 Standard—Emails</td>
<td>103</td>
<td>45.2 (6.7)</td>
<td>48.1 (5.0)</td>
<td>2.9</td>
<td>6.4</td>
<td>&lt;.001</td>
<td>0.61</td>
<td></td>
</tr>
<tr>
<td>Gr 2 Standard plus pSMS</td>
<td>114</td>
<td>45.1 (7.0)</td>
<td>48.1 (6.1)</td>
<td>3.0</td>
<td>6.7</td>
<td>&lt;.001</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>Gr 3 Standard plus VCS</td>
<td>103</td>
<td>44.8 (6.2)</td>
<td>47.8 (5.9)</td>
<td>3.0</td>
<td>6.7</td>
<td>&lt;.001</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>320</td>
<td>45.0 (6.6)</td>
<td>48.0 (5.7)</td>
<td>3.0</td>
<td>6.7</td>
<td>&lt;.001</td>
<td>0.64</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>pSMS: personalized SMS.

<sup>b</sup>VCS: videoconferencing support.

### Measurement—Adherence

Adherence was not significantly different between groups for mean videos watched ($P=.42$) or mean total challenge points scored ($P=.71$). However, there was notable variability in responses as indicated by the large SDs: videos watched out of 10 (S=6.05 (SD 4.0), S+pSMS=6.48 (SD 3.9), S+VCS=6.75...
In the S+VCS group, mean VCSS attendance was 2.8 out of 10, and 37 out of 103 participants (35.9%) had zero attendance. Just 19 out of 103 participants (18.4%) attended 7 or more VCSSs. Secondary analysis revealed participants who attended more than 7 VCSSs, compared with those who attended 6 or less, demonstrated significantly greater improvements in the measures of mental health ($P=0.006$; $d=0.71$), vitality ($P=0.005$; $d=0.73$) depression ($P=0.04$; $d=0.54$), and satisfaction with life ($P=0.046$; $d=0.50$).

**Discussion**

**Principal Findings**

This study compared the influence of 3 modes of human support on the outcomes of a Web- and mobile app–based, lifestyle-focused mental health intervention for a healthy adult cohort. Significant improvements in all domains of mental well-being were recorded in all groups, but the mode of human support had no effect. However, attendance at the VCSSs was low, hindering the ability to draw comparisons.

The study population could be classified as healthy (ie, normal), as evidenced by baseline DASS scores that were within the normal range: depression, mean=3.5 (normal 0-4); anxiety, mean=2.1 (normal 0-3); stress, mean=5.7 (normal 0-7). Notably, despite the “healthy” starting point, medium to large effect size improvements were observed. The results of this study are similar to 2 pilot trials [24,25] and an RCT [26] using the same intervention. Medium to large effects may be due, at least in part, to the multimodal nature of the intervention producing a compounding effect [24]. As the intervention embeds a combination of evidence-based strategies from lifestyle medicine and positive psychology for improving mental well-being, the overall effect of the intervention could be expected to exceed that of a single modality approach.

Videoconferencing has been successfully used as a form of support in various settings, but the sessions were not well attended in this study. Previous research highlights the benefits of videoconferencing as a feasible and acceptable mode of support as long as technology assistance is provided [63]. Benefits include enhanced group bonding, peer observation, personal sharing, and a higher social presence when compared with other forms of digital support [63]. However, although videoconferencing has been used as an effective method to support caregivers [64], chronic disease patients [65], new mothers [66], and postsurgical patients [67], it was underutilized in this intervention.

Several factors may have contributed to the underutilization of the VCSSs. First, Web-based interventions are essentially “pull” technologies, relying on the participant to initiate access to the intervention [110]. Conversely, human support features generally “push” participants to engage with a digital intervention [110]. Within this study, automated emails and SMS messages served as “push” strategies, requiring no effort on the part of the participant. However, videoconferencing support is a “pull” device that required participants to actively seek engagement by attending the scheduled session, and this may have been a contributing factor in low engagement. Second, to overcome potential scheduling barriers, 9 sessions were offered within a week, but this did not translate into higher levels of participation and may have negatively impacted development of group dynamics and peer interaction. Participants could choose to attend any of the 9 sessions offered, which meant group bonding, a known videoconference advantage [63], may have been impeded by a lack of continuity in attendance within each time slot. Notwithstanding, a myriad of other factors may have negatively impacted VCSS engagement, such as time constraints, confidence to use technology, privacy or exposure concerns, and perceptions about effectiveness [63,111]. Undoubtedly, adherence is dynamic in nature [56], and many interindividual variations are still unexplained [49]. The low attendance at the VCSSs highlights the need to investigate engagement facilitators and barriers more thoroughly. Given that the majority of the S+VCS group participants (82%) did not engage regularly with the support provided, this group, in effect, received a comparable level of support with the S group (automated emails), hampering between-group comparability.

Stratified within-group analysis in the S+VCS group showed significantly greater improvement in depression, mental health, vitality, and satisfaction with life metrics for those who attended 7 or more VCSSs. Nevertheless, the results need to be treated with caution because the stratified subgroup is self-selected, no longer randomized, and therefore subject to bias. In addition, the small number of participants and unknown contributing factors (eg, motivation) make drawing conclusions problematic. Elucidating the reasons why participants chose to engage, or not, with videoconferencing support would be an important topic for further research.

Despite the lack of influence of human support in this study, the multimodal intervention demonstrated statistically significant improvement across all groups in all outcome measures, with medium to large effect sizes. Strengthened by results of previous pilot studies [24,25] and the RCT in 2017 [26], it may be feasible to trial the lifestyle-based intervention in primary prevention or clinical settings in the future to attenuate symptoms for those who are at high risk or already suffering from a disorder.

**Strengths and Limitations**

The intervention, Web design, and additional human support used in this study were underpinned by theoretical models, including the TPB [112], a framework for PSD [93], and key principles of the SAM [34]. Consistency in the VCSSs was enhanced by using 1 experienced, online group facilitator rather than multiple facilitators of varying skill levels. In addition, the study population included a large homogenous cohort, and this was further strengthened by a wide range of age groups from 18 to 81 years.

Limitations included low attendance at VCSSs, which meant that many S+VCS group members probably experienced the intervention similarly to the S group (automated emails), negatively impacting the ability to make meaningful between-group comparisons. Notably, the previous RCT in
2017 [26] demonstrated similar statistically significant improvements within the intervention group to what was seen within the 3 groups of this study. Both the RCT and this study commenced with cohorts who were considered “normal” (indicated by the DASS scores). Conceivably, in adding human support, a ceiling effect was observed, and gauging further improvements above and beyond the benefits of the intervention itself were not realistically measurable.

The cohort were predominantly Seventh-day Adventist church members, which diminishes generalizability to other population groups because of commonly held lifestyle practices (eg, no alcohol or tobacco). Furthermore, participants were skewed toward white females and those who held a tertiary qualification. Although such demographics are commonly portrayed in digital interventions [113,114], these factors limit the generalizability of findings to the broader population. Participants were unblinded, and the study relied on self-reporting for all instruments, which comes with risk of reporting biases (eg, poor recall), and participants are sometimes unaware of their own personal motives and behavior [36].

Other limitations include the failure to measure how participants engaged with automated emails or SMS messages. In addition, we did not gather data regarding the proportion of participants who accessed the program using the mobile app as an alternative to the Web-based platform, which would have been a useful comparison. In future applications, a postintervention survey should include questions regarding the use and preferences for the delivery systems (ie, computer or mobile app), plus participant perceptions regarding the influence of and personal engagement with email and SMS messaging. It would also be important to administer the intervention to a broader population sample to improve generalizability.

Conclusions
The findings of this study strengthen the rationale for Web- and mobile app–based interventions as easily accessible and scalable mental health promotion initiatives. The study demonstrated that a lifestyle-focused intervention improved the mental well-being of a healthy cohort, irrespective of human support. Low VCSS attendance reduced the ability to draw meaningful between-group comparisons, and hence, the influence of different human support modes, although SMS messages provided no significant benefit over automated email support. Stratified analysis demonstrated that regular attendance at a VCSS might be a possible method to enhance outcomes; however, more research is needed regarding factors that influence engagement with that mode of support.

Acknowledgments
The authors would like to thank the volunteer participants, the Web development team, and the Seventh-day Adventist Church Health department of the South Pacific Division that provided technical support and free access to the intervention on the eLMS and mobile app.

Conflicts of Interest
GP is employed by the South Pacific Division of the Seventh-day Adventist Church, which promotes and directs the intervention among members and the wider community. DM administers a “profit-for-purpose” Trust using a version of the intervention; he receives no personal financial remuneration. No authors have a financial interest in the intervention and no other authors have conflicts of interest to declare.

Multimedia Appendix 1
Website and app screenshots.
[PPTX File, 4354 KB - jmir_v22i1e15592_app1.pptx]

Multimedia Appendix 2
Timetable overview.
[DOCX File, 14 KB - jmir_v22i1e15592_app2.docx]

Multimedia Appendix 3
Videoconference meeting schedule.
[PDF File (Adobe PDF File), 178 KB - jmir_v22i1e15592_app3.pdf]

Multimedia Appendix 4
CONSORT-EHEALTH checklist (V1.6.1).
[PDF File (Adobe PDF File), 283 KB - jmir_v22i1e15592_app4.pdf]

References


Abbreviations

7DWI: 7 Dimensions of Well-Being Index
CONSORT: Consolidated Standards of Reporting Trials
DASS: Depression, Anxiety and Stress Scale
eLMS: electronic learning management system
MHPI: mental health promotion intervention
PSD: persuasive systems design
RCT: randomized controlled trial
S: standard group
S+pSMS: standard plus personalized short message service group
S+VCS: standard plus videoconferencing support group
SAM: supportive accountability model
SF-36: Short Form Health Survey
SWLS: Satisfaction With Life Scale
TPB: theory of planned behavior

Edited by G Eysenbach; submitted 24.07.19; peer-reviewed by JR Baustista, C Salewski, S Poduval; comments to author 21.09.19; revised version received 14.10.19; accepted 20.10.19; published 06.01.20.

Please cite as:
Renfrew ME, Morton DP, Morton JK, Hinze JS, Beamish PJ, Przybylko G, Craig BA
A Web- and Mobile App–Based Mental Health Promotion Intervention Comparing Email, Short Message Service, and Videoconferencing Support for a Healthy Cohort: Randomized Comparative Study
J Med Internet Res 2020;22(1):e15592
URL: https://www.jmir.org/2020/1/e15592
doi:10.2196/15592
PMID:31904578

©Melanie Elise Renfrew, Darren Peter Morton, Jason Kyle Morton, Jason Scott Hinze, Peter James Beamish, Geraldine Przybylko, Bevan Adrian Craig. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 06.01.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Efficacy of a Self-Help Web-Based Recovery Training in Improving Sleep in Workers: Randomized Controlled Trial in the General Working Population

Doerte Behrendt¹, MSc; David Daniel Ebert², PhD; Kai Spiegelhalder³, PhD; Dirk Lehr¹, PhD

¹Department of Health Psychology and Applied Biological Psychology, Institute of Psychology, Leuphana University of Lueneburg, Lueneburg, Germany
²Faculty of Behavioural and Movement Sciences, Clinical, Neuro- & Developmental Psychology, Free University Amsterdam, Amsterdam, Germany
³Department of Psychiatry and Psychotherapy, Medical Center - University of Freiburg, Faculty of Medicine, University of Freiburg, Freiburg, Germany

Corresponding Author:
Doerte Behrendt, MSc
Department of Health Psychology and Applied Biological Psychology
Institute of Psychology
Leuphana University of Lueneburg
Universitätsallee 1
Lueneburg, 21335
Germany
Phone: 49 41316772374
Email: behrendt@leuphana.de

Abstract

Background: Sleep complaints are among the most prevalent health concerns, especially among workers, which may lead to adverse effects on health and work. Internet-delivered cognitive behavioral therapy for insomnia (iCBT-I) offers the opportunity to deliver effective solutions on a large scale. The efficacy of iCBT-I for clinical samples has been demonstrated in recent meta-analyses, and there is evidence that iCBT-I is effective in the working population with severe sleep complaints. However, to date, there is limited evidence from randomized controlled trials that iCBT-I could also be an effective tool for universal prevention among the general working population regardless of symptom severity. Although increasing evidence suggests that negatively toned cognitive activity may be a key factor for the development and maintenance of insomnia, little is known about how iCBT-I improves sleep by reducing presleep cognitive activity.

Objective: This study aimed to examine the efficacy of a self-help internet-delivered recovery training, based on principles of iCBT-I tailored to the work-life domain, among the general working population. General and work-related cognitive activities were investigated as potential mediators of the intervention’s effect.

Methods: A sample of 177 workers were randomized to receive either the iCBT-I (n=88) or controls (n=89). The intervention is a Web-based training consisting of six 1-week modules. As the training was self-help, participants received nothing but technical support via email. Web-based self-report assessments were scheduled at baseline, at 8 weeks, and at 6 months following randomization. The primary outcome was insomnia severity. Secondary outcomes included measures of mental health and work-related health and cognitive activity. In an exploratory analysis, general and work-related cognitive activities, measured as worry and work-related rumination, were investigated as mediators.

Results: Analysis of the linear mixed effects model showed that, relative to controls, participants who received iCBT-I reported significantly lower insomnia severity scores at postintervention (between-group mean difference −4.36; 95% CI −5.59 to −3.03; Cohen d=0.97) and at 6-month follow-up (between-group difference: −3.64; 95% CI −4.89 to −2.39; Cohen d=0.86). The overall test of group-by-time interaction was significant (P<.001). Significant differences, with small-to-large effect sizes, were also detected for cognitive activity and for mental and work-related health, but not for absenteeism. Mediation analysis demonstrated that work-related rumination (indirect effect: \(a_1b_1=−0.80; SE=0.34\); 95% boot CI −1.59 to −0.25) and worry (indirect effect: \(a_2b_2=−0.37; SE=0.19\); 95% boot CI −0.85 to −0.09) mediate the intervention’s effect on sleep.

Conclusions: A self-help Web-based recovery training, grounded in the principles of iCBT-I, can be effective in the general working population, both short and long term. Work-related rumination may be a particularly crucial mediator of the intervention’s effect on sleep.
effect, suggesting that tailoring interventions to the workplace, including components to reduce the work-related cognitive activity, might be important when designing recovery interventions for workers.

**Trial Registration:** German Clinical Trials Register DRKS00007142; https://www.drks.de/DRKS00007142
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**Introduction**

**Background**

Impaired sleep is a common complaint and among the most prevalent health concerns. In Western industrialized countries, approximately 30% to 35% of the general adult population report insomnia symptoms, and approximately 10% meet the criteria of insomnia as a disorder [1]. A similar situation exists in the German working population, among whom 1 study documented a 4-week prevalence of 9.4% for insomnia disorder [2]. In the same study, an additional 35.1% of the working population reported subclinical symptoms of insomnia [2]. The burden of impaired sleep is 2-fold. First, insomnia has a high impact on quality of life and daytime functioning, which includes increasing absenteeism [3]. These effects place workers at higher risk for workplace injuries and may adversely affect their work performance [4]. Second, insomnia is a risk factor for impaired health, including cardiovascular disease [4,5], metabolic syndrome [6], and a variety of mental disorders [7], especially depression [8]. In addition, subclinical insomnia that remains untreated or for which treatment is delayed places individuals at risk for developing clinically significant insomnia. This is important because untreated insomnia is associated with negative long-term health outcomes [9-11].

Published guidelines recommend insomnia-specific cognitive behavioral therapy (CBT-I) as first-line treatment [12], as it has been shown to produce large, sustainable effects [13]. However, CBT-I is not widely available, primarily offered in specialized research settings. Thus, disseminating CBT-I is a major public health challenge. Internet-delivered interventions have been suggested as a potential solution, as they are accessible to a greater number and a broader range of people [14]. Recent meta-analyses involving clinical samples have demonstrated that internet-delivered CBT-I (iCBT-I) is an effective alternative to face-to-face CBT-I [15-18]. Moreover, iCBT-I has been shown to improve not only insomnia but also other mental health outcomes, including symptoms of depression [19]. In addition, iCBT-I appears to be cost-effective from an employer’s perspective [20]. Especially when delivered in a self-help format without guidance, internet-based interventions have the potential to provide easy and affordable access to evidence-based interventions to a large population [21].

This said, most previous studies on iCBT-I targeted clinical samples or were conducted in an indicated prevention setting, not having the focus on the working population in general [15-18]. Consequently, results from previously published studies on iCBT-I might not be generalizable to the general working population, in which workers with severe sleep complaints and workers with lower or no sleep complaints are included.

**Prior Interventional Studies in the Working Population**

Previous studies in the working population give first indications for the efficacy of face-to-face CBT-I for workers [22,23]. Moreover, recently conducted studies evaluating the efficacy of iCBT-I provided evidence that iCBT-I is also effective in improving sleep in the working population in the context of indicated prevention with moderate-to-large effects in the short term [24,25] and prevention with large effects in the long term [26] For specific occupational groups, namely teachers, large effects were found, both short and long-term [20,27,28]. Limitations of the prior studies are that they only included workers with elevated insomnia symptoms, thereby excluding a substantial portion of the working population with less severe insomnia symptoms. To the best of our knowledge, to date, only 2 other randomized controlled trials have evaluated the efficacy of self-help iCBT-I in a general working population. As both the trials include all interested workers regardless of insomnia symptoms, with moderate-to-large effects on sleep in the short term [29,30], they mimic a universal prevention approach.

Hence, there is insufficient evidence on whether iCBT-I might also be effective long term for the general working population without inclusion criteria on insomnia severity. This knowledge is important to clarify the question of whether iCBT-I should be part of universal prevention.

Besides assessing the efficacy of iCBT-I in the general working population, it is also of importance to understand the mechanisms underlying iCBT-I for workers. Considering risk factors for impaired sleep in workers, there is evidence that certain psychosocial work characteristics (eg, high job demands, low job control, and low perceived support) adversely impact sleep [31]. Increasing evidence indicates that negatively toned presleep cognitive activity may be an important mechanism for the relationship between work stressors and sleeping problems [32-36]. One path through which work stressors might impact sleep could be via work-related cognitive activity before sleep (eg, when individuals ruminate about previous problems at work). For example, Berset et al [33] found that work-related rumination is a mediator of work stressors’ effects on self-reported sleep quality. This can be explained by cognitive models of insomnia, which highlight the importance of increased negative cognitive activity in the development and maintenance of insomnia [32,37].

Another form of presleep cognitive activity is general worry about events that might occur in the future that are characterized by potential negative outcomes (eg, worrying about the anticipated consequences of sleep loss, similar to impaired
performance the next day) [38]. Previous studies have shown that general worry before sleep plays a mediating role linking stress and impaired sleep [39,40].

Although general cognitive activity and work-related cognitive activity may involve common cognitive processes [41], the content of the 2 forms of cognitive activity is different. Consequently, it might be useful to apply different strategies, thereby targeting each process, when treating insomnia [42].

One finding from a previous study of this present training was that general cognitive activity pertaining to worry mediates the intervention’s effect on sleep [28]. However, evidence is missing on whether sleep improvement might also be mediated by reducing work-related cognitive activity [43,44]. As such, it also remains unclear whether adding training elements to reduce work-related cognitive activity and tailoring the intervention to the work-life domain is important and might incrementally contribute to designing interventions to improve sleep among workers.

Aim of the Study
The primary aim of this study was to investigate the efficacy of a self-help version of iCBT-I, which is accessible to all workers who are interested in participating in a training to improve their sleep, employing both short- and long-term assessments of intervention effects.

As a secondary aim, we examined whether, in addition to the role of general cognitive activity, work-related cognitive activity is a putative mediator of the intervention’s efficacy in workers.

Methods

Study Design and Time Frame
In this randomized trial, subjects were randomly assigned to either receive access to an iCBT-I or received the iCBT-I 6 months later and had in the meantime full access to routine occupational health care. Primary and secondary outcomes were self-assessed Web-based at baseline (T1), postintervention (8 weeks postrandomization, T2), and at 6-month follow-up (4 months postintervention, T3; see Figure 1 for details). The Ethics Committee of Leuphana University of Lueneburg (Lehr201411_Schlaftraining) approved this study that was registered as DRKS00007142 in the German Clinical Trials Register (DRKS).
Sample Size Calculation

Previous studies on this training have yielded intervention effects for insomnia severity ranging from $d=1.37$ to $d=1.45$ in teachers with elevated insomnia symptoms. However, studies following a universal health prevention approach without symptom severity as the inclusion criterion are usually associated with smaller effect sizes [45,46]. Thus, our sample size calculation to test the efficacy of the iCBT-I assumed an effect size of $d=0.4$ for the primary outcome (insomnia severity) at postintervention because of our inclusion of all interested workers regardless of symptom severity. We, therefore, estimated needing 200 participants to achieve 80% power ($\beta=0.80$) and 95% CI ($\alpha=0.05$) in a 2-tailed analysis.

Inclusion and Exclusion Criteria

All workers who were aged at least 18 years, who were interested in improving their sleep through an iCBT-I, and who had access to the internet were invited to participate in the study. However, workers who expressed suicidal ideations—indicated by their response to item 9 (≥1) from the Beck Depression Inventory-II [47]—were excluded. Individuals taking sleep medication were not excluded from the study but were asked to maintain a constant dose and not change their sleep medication for the full course of the study.

Procedures

Recruitment took place via both the media (national telecast and articles) and an email distribution list from the occupational health program provided by one of the largest health insurance companies in Germany. Workers who (1) are motivated to promote their sleep, (2) want to mentally detach from problems...
at work, and (3) want to actively recover were addressed. Participants for 2 independent studies were recruited at the same time via the same recruiting channels. The same screening process for these 2 independent trials with different evaluation focus was used. In this trial, we evaluated the efficacy of the training in a general working population sample, where all interested workers could participate regardless of insomnia severity or any other sleep or workplace-specific characteristics.

For the other trial, workers with a workplace that is characterized by blurred boundaries between work and nonwork life (segmentation supplies <2.25) [48] and that showed a score of ≥15 of insomnia severity [49] were recruited (DRKS: DRK00006223).

Interested workers registered for the study at the landing page of the training and had to provide an email address and a first and last name that could be pseudonyms if desired. Once registered, an individual profile on the Web-based training platform was created. Registered workers received an email with detailed information about the study and a link to the online screening questionnaire on the training platform. All individuals who (1) were employed, (2) had access to the internet, and (2) expressed no suicidal ideations were asked to complete the online baseline assessment and sign the informed consent form, after which they were randomized to 1 of the 2 intervention arms, using a computer-generated randomization list with a ratio of 1:1 and a block size of 2 [50]. The randomization list was generated, and randomization was performed blinded by 2 researchers in our department who were not otherwise involved in this study. Blinding to group allocation was not feasible. The participants were informed about the randomization outcome via email. Participants who were allocated to the training group had immediate access to the intervention. Participants in the control group received access to the training after their 6-month follow-up assessment; in the meantime, they had full access to the usual care offered by routine health care services throughout the trial.

**Intervention**

In 2 previous studies, a version of the present training that was tailored to teachers was evaluated in school teachers [27,28]. The guided version of the training has been demonstrated to be effective for teachers in both the short term and long term [27]. Meanwhile, evidence supporting efficacy of the self-help version for teachers is restricted to its short-term effects only [28]. For this study, the teacher-specific version of the intervention was revised and adapted for the general working population. The intervention was developed for workers who have recurring problems initiating and maintaining sleep, who tend to ruminate about their work, and who have problems detaching from work.

This present training is an internet-delivered training based on CBT-I that was specifically tailored to the needs of those workers, including elements to reduce work-related cognitive activity in the evening, in addition to well-established CBT-I methods, such as techniques to reduce general worry about anticipated consequences of sleep loss [51]. This training can be implemented in either a guided or unguided self-help format.

The training consists of six 1-week modules, each lasting 45 to 60 min. Participants could process the training the way they wanted and could access modules at any time. They were told an ideal completion time of 1 module per week. Self-help iCBT-I is beneficial, in particular, to participants with different levels of sleep complaints, as users can focus on those exercises that seem most helpful for them and can shorten others.

The modules focus on the following subjects: In module 1, subjects are provided psychoeducation on healthy sleep, plan which sleep hygiene rules they are going to follow over the subsequent week, and are introduced to the concept of a sleep diary. Module 2 focuses on sleep restriction and stimulus control. Participants are asked to plan the first step in sleep restriction and reschedule their sleep for the following week accordingly. To support this, each participant could use a Web-based sleep diary that was available on the training platform.

In module 3, participants review their progress on sleep restriction and sleep hygiene and then schedule their sleep for the next week according to their sleep restriction plan. Besides, boundary tactics to support mental detachment from work are targeted; and a gratitude diary is introduced to prevent ruminative thoughts before sleeping. During module 4, participants receive information on work-related rumination and worry, including their impact on sleep, and techniques (e.g., relaxation exercises) to overcome them. Module 5 teaches subjects how to employ metacognitive therapy to overcome ruminating thoughts. Finally, in module 6, participants reflect on strategies they tried during their training and their potential future application. In every session, participants are invited to plan recreational activities and to incorporate them into their daily life, as per the behavioral activation approach.

In addition, at the end of each session, participants are asked to select and complete at least one exercise during the following week. The training included interactive exercises, audio/video files, and downloadable material and was presented on a secured Web-based platform. As training was based on self-help, participants received only technical support via email. Screenshots of the intervention are available in the Multimedia Appendix 1.

**Primary Outcome Measure**

The study’s primary outcome was insomnia severity, measured using the German version of the Insomnia Severity Index (ISI; [49]). This questionnaire consists of 7 items, each answered on a 5-point Likert scale, with responses ranging from 0 to 4 (total range 0-28). Summation scores are categorized as follows [52]: absence of insomnia (0-7), subthreshold insomnia (8-14), moderate insomnia (15-21), and severe insomnia (22-28). The instrument is a widely recommended outcome measure for clinical studies on insomnia symptoms [53] and has been validated as a Web-based measure [54]. The ISI has demonstrated high internal consistency in both community and clinical samples, with an internal consistency between 0.90 and 0.91 [52].

**Secondary Outcome Measures**

Secondary outcome measures assessed mental and work-related health and cognitive activities. Mental health outcomes included level of depression (Center for Epidemiological
Studies-Depression Scale, consisting of 20 items with ratings ranging from 0 to 3; total range 0-60; alpha=.88; [55]) and recuperation in sleep (Recuperation in Sleep subscale, consisting of 8 items with ratings ranging from 1 to 5; alpha=.85; [56]). Work-related health outcomes included the frequency of recreational activities after work over the past week (Recreation Experience and Activity Questionnaire, consisting of 21 items with ratings ranging from 0 to 4; total range 0-84; alpha=.77; [57]) and work ability (single-item score from the Work Ability Index; range 0-10; [58]). To assess subjects’ self-rated number of full days on sick leave (absenteeism) and self-rated number of full days with reduced efficiency at work while feeling ill (presenteeism) over the past 3 months, the German version of the Trimbos/Institute of Medical Technology Assessment questionnaire for costs associated with psychiatric illness was used [59], both at baseline and at 6-month follow-up. Cognitive activity was measured in 2 different ways: as work-related rumination (Cognitive Irritation subscale; 3 items ranging from 1 to 7; total range 3-28; alpha=.86; [60]) and as the subject’s general tendency to worry (Penn State Worry Questionnaire, Ultra Brief Version, past week; 3 items ranging from 0 to 6; total range 0-18; alpha=.85; [61]).

**Additional Measurements**

Additional data collected included demographic variables and clients’ self-rated level of satisfaction with the intervention (Client Satisfaction Questionnaire, adapted to the online context; 8 items ranging from 0 to 4; total range 0-32, alpha=.93; [62,63]).

**Statistical Analyses**

All analyses are reported in compliance with the Consolidated Standards of Reporting Trials of Electronic and Mobile HEalth Applications and onLine TeleHealth guidelines for improving and standardizing the report of Web-based and mobile health interventions [64] using intention-to-treat (ITT) procedures. Analyses were performed using IBM SPSS version 25 by a researcher who was not otherwise involved in the developing and conducting of the study. No interim analyses for intervention efficacy were conducted. Reported P values were 2-sided, with the a priori threshold for statistical significance set at .05.

**Missing Data**

All participants completed the baseline assessment. At 8 weeks (T2), 25% (n=33 in the iCBT-I group and n=11 in the control group) of the data were missing; at T3, 29% (n=42 and n=9 in the iCBT-I group and the control group, respectively) of the data were missing. Assumptions of normality were assessed graphically using histograms. The robustness of the assumption regarding missing outcome data was examined in a series of sensitivity analyses (missing data patterns and inclusion of sample characteristics associated with having missing outcomes, eg, number of completed modules). All existing data of the primary and secondary outcomes, the number of completed modules, the grouping variable, and the interaction term as a product of group allocation with baseline scores of insomnia were used in the imputation model [65]. Multiple imputations with 100 estimates per missing value were conducted to handle missing data [66]. We used predictive mean matching (PMM) to reduce the possible bias introduced in a dataset through imputation by drawing real values sampled from the observed data. The PMM method ensures that imputed values are plausible and is robust if the normality assumption is violated [66]. The iterative Markov Chain Monte Carlo method was used, as it is appropriate when the data have an arbitrary (monotone or nonmonotone) missing pattern [66].

**Efficacy of Training**

Analysis was performed in the ITT population, including all randomized patients, using a linear mixed effects model to account for the repeated measures at baseline, postintervention, and at 6-month follow-up. Fixed effects included group allocation, time (preintervention, postintervention, and 6-month follow-up), and the group-by-time interaction. Random effects were run to account for between-subject variation. Cohen d and corresponding 95% CIs were computed for T2 and T3, comparing the means and standard deviations for both the iCBT-I and control groups immediately postintervention and at 6-month follow-up. For this purpose, the standard deviation was calculated from the standard error [67].

**Meaningful Improvement and Symptom-Free Status**

To detect a meaningful improvement in insomnia severity from T1 to T2 and from T1 to T3, proposed change scores from a study by Morin et al [52] were obtained. On the basis of this, ISI score differences of more than 4.6 points—between T1 and either T2 or T3—were considered a slight improvement. This change score is approximately as high as the reliable change index of 5.01 points in the ISI used in previous studies on the present iCBT-I [27,28]. According to Morin et al [52], in an individual subject, change scores of more than 8.4 points were used to find a moderate improvement and change scores of more than 9.9 points were used to find a marked improvement. To detect potential negative effects of the intervention, the number of participants with meaningful symptom deterioration, according to the change scores above, was assessed. To assess symptom-free status, an ISI score below 8 was considered symptom free [52]. In addition, the number needed to treat (NNT) was calculated by comparing the 2 groups for the number of participants (1) with or without a meaningful improvement in insomnia severity and (2) who became or failed to become symptom free.

**Mediators of Intervventional Effects**

To examine both forms of cognitive activity, measured as worry and work-related rumination, as potential mediators of interventional effects on the primary outcome at T2, parallel multiple mediation analysis was conducted using the PROCESS software for SPSS (model 4), with bias-corrected bootstraps based on 10,000 bootstrap samples [68]. To establish temporal precedence, the postintervention scores of the mediators and 6-month follow-up scores for the primary outcome were used. Following the recommendation of Valente and McKinnon [69], baseline scores for the mediating variables and primary outcome were included as covariates in the model. Statistical significance of the mediation was achieved if the estimated 95% CI for the indirect effect did not overlap zero [68].
Moderators of Intervenational Effects

The study sample was heterogeneous with respect to insomnia severity at baseline, as there were no inclusion criteria regarding the severity of the latter. To assess whether the intervention’s effect on insomnia severity at postintervention and at 6-month follow-up is moderated by different levels of insomnia severity at baseline (before receiving the iCBT-I), simple moderation analysis was conducted using the PROCESS software for SPSS (model 1). For significant moderation, the Johnson-Neyman (J-N) procedure was employed [68,70] to identify the specific values of the moderator at which the groups differed significantly on the primary outcome at both assessment points.

Results

Participants

Figure 1 shows the flow of participants. In total, 177 individuals were randomized to iCBT-I (n=88) and control (n=89) groups. As the 10-month funding period that we were granted was inadequate to recruit the originally intended sample of 200 subjects and further recruitment was impossible, the final sample size was 177. With 177 subjects, the trial had 80% power to detect an intervention effect of $d=0.42$ at postintervention.

Baseline Characteristics

Table 1 summarizes the baseline characteristics of study participants. The sample consisted of 177 workers, of whom 116 were female (116/177, 65.5%), and the average age was 46.4 years (SD 9.8). Most participants (141/177, 79.7%) were employed full time and had an average occupational experience of 20.7 years (SD 9.7). More than half of the study’s participants (103/177, 58.2%) had no previous experience with psychotherapy. Only 20 (20/177, 11.3%) participants had previously received psychotherapy for sleep problems, and just 33 (33/177, 18.6%) participants had undergone previous occupational health training. Most participants (123/177, 69.5%) reported clinically relevant insomnia symptoms (ISI score 15-28), whereas one-third of participants (54/177; 30.5%) had less or no insomnia symptoms (ISI score 0-14).

Table 1. Baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=177)</th>
<th>Internet-delivered cognitive behavioral therapy for insomnia group (n=88)</th>
<th>Control group (n=89)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographics, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Females</td>
<td>116 (65.5)</td>
<td>59 (67)</td>
<td>57 (64)</td>
</tr>
<tr>
<td>Married/partnership</td>
<td>111 (62.7)</td>
<td>54 (61)</td>
<td>57 (64)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>46.5 (9.8)</td>
<td>46.1 (9.5)</td>
<td>46.7 (9.7)</td>
</tr>
<tr>
<td><strong>Working characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Years of occupational experience, mean (SD)</td>
<td>20.7 (9.7)</td>
<td>20.4 (9.8)</td>
<td>21.1 (10.5)</td>
</tr>
<tr>
<td>Permanent employment, n (%)</td>
<td>117 (66.1)</td>
<td>62 (71)</td>
<td>55 (62)</td>
</tr>
<tr>
<td>Employed fulltime, n (%)</td>
<td>141 (79.7)</td>
<td>69 (78)</td>
<td>72 (81)</td>
</tr>
<tr>
<td><strong>Working sector, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health</td>
<td>35 (19.8)</td>
<td>15 (17)</td>
<td>20 (23)</td>
</tr>
<tr>
<td>Economy</td>
<td>34 (19.2)</td>
<td>21 (24)</td>
<td>13 (15)</td>
</tr>
<tr>
<td>Service</td>
<td>32 (18.1)</td>
<td>14 (16)</td>
<td>18 (20)</td>
</tr>
<tr>
<td>Social</td>
<td>27 (15.3)</td>
<td>14 (16)</td>
<td>13 (15)</td>
</tr>
<tr>
<td>Others</td>
<td>49 (27.7)</td>
<td>24 (27)</td>
<td>25 (28)</td>
</tr>
<tr>
<td><strong>Experiences with training or psychotherapy, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupational mental health training</td>
<td>33 (18.6)</td>
<td>18 (21)</td>
<td>15 (17)</td>
</tr>
<tr>
<td>Psychotherapy</td>
<td>74 (41.8)</td>
<td>34 (39)</td>
<td>40 (45)</td>
</tr>
<tr>
<td>Psychotherapy for sleeping problems</td>
<td>20 (11.3)</td>
<td>7 (8)</td>
<td>13 (15)</td>
</tr>
<tr>
<td><strong>Insomnia severity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Severe (ISI(^a) score 22-28)</td>
<td>17 (9.6)</td>
<td>6 (7)</td>
<td>11 (12)</td>
</tr>
<tr>
<td>Moderate (ISI score 15-21)</td>
<td>106 (59.9)</td>
<td>56 (64)</td>
<td>50 (56)</td>
</tr>
<tr>
<td>Subthreshold (ISI score 8-14)</td>
<td>49 (27.7)</td>
<td>24 (27)</td>
<td>25 (28)</td>
</tr>
<tr>
<td>Symptom free (ISI score 0-7)</td>
<td>5 (2.8)</td>
<td>2 (2)</td>
<td>3 (3)</td>
</tr>
</tbody>
</table>

\(^a\)ISI: Insomnia Severity Index.
Intervention Use and User Satisfaction

Of the 88 individuals who were assigned to the iCBT-I group, 17 (19%) dropped out before completing module 1 of the intervention. Module 1 was completed by 71 (71/88, 81%) participants, module 2 was completed by 56 (56/88, 64%) participants, module 3 was completed by 51 (51/88, 58%) participants, module 4 was completed by 46 (46/88, 52%) participants, module 5 was completed by 39 (39/88, 44%) participants, and all modules were completed by 35 (35/88, 40%) participants. On average, 3.4 modules (SD 2.3) were completed in the training group. Those who completed the training needed, on average, 73.8 days (SD 55.6). With regard to intervention completer, the total completion time of the entire training was, on average, 5.0 hours (SD 1.3). For all modules, most participants required, on average, 0.5 to 1 hour.

Only 3 participants reported their reason for dropout; stated reasons were technical problems, lack of time, and already sufficient help before the last module. Participants’ overall satisfaction with the training was high (n=54; mean 27.1 [SD 4.2]), with 93% (50/54) of the participants satisfied in an overall, universal sense (item 7, answering generally yes or yes, completely).

Primary Outcome Analysis—Insomnia Severity

For the primary outcome, the overall test of group-by-time interaction was significant (P<.001), with the intervention group reducing insomnia severity over time (Figure 2). Relative to controls, those who received the iCBT-I reported significantly reduced insomnia severity at T2 with a large effect size of Cohen d=0.97 and with a moderate-to-large effect size at 6-month follow-up (Cohen d=0.86). Table 2 displays all means, standard errors, and mean differences between groups for all outcome measures at T2 and T3 separately.

Figure 2. Comparison of internet-delivered cognitive behavioral therapy for insomnia and control groups on development of insomnia severity from baseline to 8 weeks after the training began and from baseline to 6-month follow-up. iCBT-I: internet-delivered cognitive behavioral therapy for insomnia.
Table 2. Effects of internet-delivered cognitive behavioral therapy for insomnia group compared with the control group on primary and secondary outcomes.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Internet-delivered cognitive behavioral therapy for insomnia group, mean (SE)</th>
<th>Control group, mean (SE)</th>
<th>Mean difference between groups (95% CI)</th>
<th>P value</th>
<th>Cohen d (95% CI)</th>
<th>Group × time, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcome</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insomnia Severity Index</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>T1</td>
<td>16.35 (0.46)</td>
<td>16.32 (0.46)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>T2</td>
<td>10.03 (0.48)</td>
<td>14.40 (0.48)</td>
<td>−4.36 (−5.69 to −3.03)</td>
<td>&lt;.001</td>
<td>0.97 (0.66 to 1.28)</td>
<td></td>
</tr>
<tr>
<td>T3</td>
<td>10.30 (0.45)</td>
<td>13.93 (0.45)</td>
<td>−3.64 (−4.89 to −2.39)</td>
<td>&lt;.001</td>
<td>0.86 (0.55 to 1.17)</td>
<td></td>
</tr>
<tr>
<td><strong>Mental health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Center for Epidemiological Studies-Depression Scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>22.08 (0.89)</td>
<td>20.78 (0.88)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>T2</td>
<td>15.40 (0.88)</td>
<td>17.91 (0.88)</td>
<td>−2.52 (−4.97 to −0.06)</td>
<td>.044</td>
<td>0.30 (0.01 to 0.60)</td>
<td></td>
</tr>
<tr>
<td>T3</td>
<td>16.75 (0.83)</td>
<td>20.30 (0.82)</td>
<td>−3.55 (−5.86 to −1.24)</td>
<td>.003</td>
<td>0.46 (0.16 to 0.76)</td>
<td></td>
</tr>
<tr>
<td>Recuperation in Sleep subscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>T1</td>
<td>2.35 (0.06)</td>
<td>2.43 (0.06)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>T2</td>
<td>3.01 (0.07)</td>
<td>2.50 (0.07)</td>
<td>0.51 (0.31 to 0.70)</td>
<td>&lt;.001</td>
<td>0.78 (0.47 to 1.08)</td>
<td></td>
</tr>
<tr>
<td>T3</td>
<td>3.11 (0.06)</td>
<td>2.58 (0.06)</td>
<td>0.53 (0.35 to 0.71)</td>
<td>&lt;.001</td>
<td>0.94 (0.63 to 1.25)</td>
<td></td>
</tr>
<tr>
<td><strong>Work-related health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.121</td>
</tr>
<tr>
<td>Recreation Experience and Activity Questionnaire</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>47.07 (1.02)</td>
<td>45.11 (1.01)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>T2</td>
<td>51.14 (1.05)</td>
<td>46.65 (1.04)</td>
<td>4.75 (1.83 to 7.68)</td>
<td>.002</td>
<td>0.48 (0.18 to 0.78)</td>
<td></td>
</tr>
<tr>
<td>T3</td>
<td>51.10 (1.00)</td>
<td>47.12 (0.99)</td>
<td>3.98 (1.21 to 6.75)</td>
<td>.005</td>
<td>0.43 (0.13 to 0.72)</td>
<td></td>
</tr>
<tr>
<td>Work Ability Index</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>T1</td>
<td>6.88 (0.18)</td>
<td>6.94 (0.17)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>T2</td>
<td>7.14 (0.20)</td>
<td>6.46 (0.20)</td>
<td>0.68 (0.12 to 1.22)</td>
<td>.017</td>
<td>0.51 (0.21 to 0.81)</td>
<td></td>
</tr>
<tr>
<td>Absenteeism</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.869</td>
</tr>
<tr>
<td>T1</td>
<td>4.62 (0.95)</td>
<td>2.69 (0.94)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>T2</td>
<td>4.71 (1.14)</td>
<td>3.14 (1.14)</td>
<td>1.57 (−1.61 to 4.75)</td>
<td>.333</td>
<td>0.21 (−0.09 to 0.50)</td>
<td></td>
</tr>
<tr>
<td>Presenteeism</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.103</td>
</tr>
<tr>
<td>T1</td>
<td>10.69 (1.43)</td>
<td>13.17 (1.42)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>T2</td>
<td>5.94 (1.18)</td>
<td>12.39 (1.17)</td>
<td>−6.455 (−9.73 to 3.18)</td>
<td>&lt;.001</td>
<td>0.83 (0.52 to 1.13)</td>
<td></td>
</tr>
<tr>
<td><strong>Cognitive activity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cognitive irritation subscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>15.52 (0.37)</td>
<td>15.79 (0.36)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>T2</td>
<td>11.18 (0.40)</td>
<td>14.43 (0.39)</td>
<td>−3.25 (−4.35 to −2.15)</td>
<td>&lt;.001</td>
<td>0.87 (0.57 to 1.18)</td>
<td></td>
</tr>
</tbody>
</table>
Meaningful Improvement and Symptom-Free Status

Meaningful improvements are divided into 3 categories according to Morin et al [52]. A change score of 4.6 points in ISI was classified as a slight improvement, a change score of 8.4 points was classified as a moderate improvement, and a change score of 9.9 points was classified as a marked improvement. Meaningful improvements in insomnia severity and corresponding numbers needed to treat for T2 and T3 are shown in Table 3.

At T2, more participants in the iCBT-I group (57/88, 65%) reported a slight meaningful improvement in insomnia severity than the participants in the control group (16/88, 18%), which yielded an NNT of 2.14 (95% CI 1.68 to 2.94) to achieve a meaningful improvement in insomnia severity (Δ4.6) from baseline to postintervention. In addition, at T3, more participants in the iCBT-I group reported a meaningful improvement in insomnia severity (60/88, 68%) than those in the control group (25/88, 28%), corresponding to an NNT of 2.49 (95% CI 1.87 to 3.76).

At T2, 1 iCBT-I group member and 2 control subjects experienced meaningful deterioration (T2 score of >4.6 above the T1 score). At 6-month follow-up, the corresponding numbers were 1 and 2. For the other 2 categories (moderate and marked), no deteriorations could be detected for T2 and T3.

Significantly, more iCBT-I group participants (20/88, 23%) were symptom free at T2 than those in the control group (8/88, 9%), corresponding to an NNT of 7.28 (95% CI 4.11 to 31.68). The same was true at T3, with significantly more iCBT-I group participants (16/88, 18%) than control group participants (6/88, 7%) claiming to be symptom free, generating an NNT of 8.74 (95% CI 4.75 to 54.21).

Table 3. Meaningful improvements in insomnia severity from baseline to 8 weeks after the training began and from baseline to 6-month follow-up.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Control group, mean (SE)</th>
<th>Internet-delivered cognitive behavioral therapy for insomnia group, mean (SE)</th>
<th>Mean difference between groups (95% CI)</th>
<th>P value</th>
<th>Cohen d (95% CI)</th>
<th>Group x time, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3</td>
<td>12.20 (0.39)</td>
<td>15.19 (0.39)</td>
<td>-2.99 (−4.08 to −1.90)</td>
<td>&lt;.001</td>
<td>0.81 (0.51 to 1.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Penn State Worry Questionnaire Past Week</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>9.21 (0.41)</td>
<td>8.23 (0.41)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>.001</td>
</tr>
<tr>
<td>T2</td>
<td>5.77 (0.40)</td>
<td>6.85 (0.39)</td>
<td>-1.08 (−2.18 to 0.02)</td>
<td>.05</td>
<td>0.29 (−0.01 to 0.59)</td>
<td></td>
</tr>
<tr>
<td>T3</td>
<td>6.9 (0.39)</td>
<td>8.35 (0.39)</td>
<td>-1.46 (−2.55 to −0.36)</td>
<td>.009</td>
<td>0.39 (0.10 to 0.69)</td>
<td></td>
</tr>
</tbody>
</table>

Secondary Outcome Analyses

As Table 2 shows, significant differences in favor of the iCBT-I group were evident at both assessment points for the mental health outcomes of depression and recuperation in sleep. Work-related health outcome was found to significantly differ between the 2 groups, with regard to recreational activities, presenteeism, and work ability at T2 and T3. However, the between-group difference of absenteeism was nonsignificant at T3 (P=.33). Relating to cognitive activity, significant differences
between the 2 groups were identified for both measures of cognitive activity—work-related rumination and worry—at both assessment points. Effect sizes ranged from Cohen $d=0.29$ at T2 and Cohen $d=0.39$ at T3 for worry to Cohen $d=0.87$ at T2 and Cohen $d=0.81$ at T3 for work-related rumination.

**Mediators of Interventional Effects**

As depicted in Figure 3, the results of parallel multiple mediation analysis indicated that both forms of cognitive activity—work-related rumination (indirect effect: $a_1b_1=-0.80$; SE 0.34; 95% boot CI −1.59 to −0.25) and worry (indirect effect: $a_2b_2=-0.37$; SE 0.19; 95% boot CI −0.85 to −0.09)—significantly mediated the effect of the intervention on insomnia severity at 6-month follow-up. The direct effect of the intervention to reduce insomnia remained significant after incorporating the 2 mediators in the model: (direct effect: $c'=-2.45$; SE 0.59; 95% CI −3.61 to −1.30). This indicates that the intervention also reduced insomnia, independent of its indirect effects on worry and work-related rumination.

**Figure 3.** Parallel multiple mediation model with 6-month follow-up insomnia severity scores as the outcome variable, postintervention work-related rumination and worry scores as mediators, and baseline values of mediators and outcome as covariates. Intervention X is coded 0=control groups and 1=iCBT-I group. Unstandardized beta coefficients are shown, with 95% (bootstrapped biased corrected) CIs in parentheses. iCBT-I: internet-delivered cognitive behavioral therapy for insomnia.

**Moderators of Interventional Effects**

Moderation analysis showed a significant group×baseline insomnia severity interaction (beta=−.68; SE 0.13; $t_{173}=-5.37$; $P<.001$; 95% CI −0.93 to −0.43) immediately postintervention, indicating that the intervention’s effect on insomnia severity was moderated by the severity of insomnia at baseline. Probing this effect, using the J-N technique, revealed a baseline ISI score of 12.08 as the point of transition between a statistically nonsignificant and significant effect of iCBT-I on postintervention insomnia severity. This means that, at T2, a significant group difference was identified for participants scoring 12 or greater on the baseline insomnia severity score (80% of all participants). No significant moderation effect of baseline levels of insomnia severity was detected for the intervention’s effect on insomnia severity at the 6-month follow-up assessment (beta=−.21; SE 0.12; $t_{173}=-1.67$; $P=10$; 95% CI −0.45 to 0.04).

**Discussion**

**Principal Findings**

In this study, we examined the efficacy of a self-help Web-based recovery training to improve sleep among the general working population. Results showed evidence that iCBT-I adapted for workers could be effective in the working population up to 6 months after start of the intervention and even workers with less sleep problems at baseline benefitted from the training in the longer term. Furthermore, it has been demonstrated that in addition to general cognitive activity, work-related cognitive activity mediates the interventions effect on sleep.

So far, we are aware of only 2 other randomized controlled trials that have evaluated the efficacy of self-help iCBT-I in a general working population without insomnia severity as an inclusion criterion. These studies revealed moderate-to-large effects on sleep in the short term [29,30]. This study adds to the limited evidence for the efficacy of iCBT-I in the general working population, demonstrating that a self-help iCBT-I not only has short-term benefits with moderate-to-large effects but also has...
sustained benefits for up to 6 months. On average, participants changed from moderate insomnia to subthreshold category and managed to sustain their improvement. Even after 6 months, the NNT for a marked improvement (which represents a change score of about 10 points or more in insomnia severity) is still 8.87. Similar numbers were found in a recent meta-analysis of self-help intervention for depression at posttreatment [21]. Accordingly, 9 individuals are needed to achieve a marked improvement after 6 months, which represents a considerable effect taking the low costs of self-help iCBT-I and the context of universal prevention into account. The intervention’s moderate-to-large effects on insomnia severity are consistent with results from recent meta-analyses that mainly focused on iCBT-I in clinical samples or in indicated prevention setting [15-18]. The results were also comparable with moderate-to-large effects found for iCBT-I in samples of the working population with elevated insomnia symptoms as the inclusion criterion [24-26]. However, consistent with expectations, effects also were less than in previous studies evaluating the efficacy of this training when used as either a guided or self-guided version by a sample of teachers with elevated insomnia symptoms [27,28]. One possible explanation is that the training’s effects are greater in indicated prevention than in universal prevention settings, in which all interested workers could participate [45]. This might be explained by the fact that participants with raised levels of insomnia severity may be more motivated to implement what they were taught during the program and, therefore, produce more immediate postintervention results [45]. Another explanation might be found in the training’s self-guided mode of delivery, as guided internet-based mental health interventions have been observed to induce greater reductions in symptoms than those that are self-guided [71].

As this study was conducted in the general working population and all interested workers who were motivated to improve their sleep through an iCBT-I were included, the sample was more heterogeneous with regard to insomnia severity at baseline than those of previously published studies in the working population [15-18,24,26-28]. Approximately 30% of our study participants reported less or even no symptoms of insomnia (ISI ≤14), and all participants would have been excluded from previous studies that restricted recruitment to those with moderate-to-severe insomnia.

Moderation analysis revealed a significant moderation effect of baseline insomnia severity level postintervention. At 6-month follow-up, no moderation effect was identified, indicating that participants’ level of insomnia severity at baseline did not influence the intervention’s efficacy over the long term. These findings are important because they indicate that a substantial portion of the working population—those reporting clinical relevant insomnia with an ISI score of 12 or more—were benefitting from the intervention immediately after the training program ended and that the training was even effective for participants with less baseline insomnia severity scores in the long term. This could be interpreted as a support for the idea of prevention. Those workers who face only less severe sleep complaints at baseline might benefit from participating in the interventions in the longer term, as they might equip themselves with skills that will help them to prevent that less severe symptoms turn not into more severe symptoms over time. In turn, workers without access to the intervention with less severe insomnia at baseline could develop more severe insomnia over the long term [72]. Considering that untreated subclinical insomnia can progress into clinical insomnia [11,72], in turn, potentially adversely affecting long-term health [9-11], the currently tested training might be a useful and effective measure for the prevention of more severe insomnia. Furthermore, the participation rate of 30.5% workers with no or subthreshold insomnia severity yields initial insight into the training’s potential reach for workers with less sleep complaints in routine occupational health care.

It is notable that the intervention also was effective at reducing depressive symptoms, underlining the close relationship between sleep and depression [8]. These effects were even greater in magnitude at 6-month follow-up. In previously reported studies evaluating CBT-I, similar effects have been observed in those with moderately severe depressive symptoms, indicating that improvements in mood continued after intervention [73,74]. Considering these results, iCBT-I appears to be beneficial for both sleep and depression [8,16].

Apart from its positive effects on sleep and depression, the training we tested also exhibited meaningful effects on work-related health outcomes. Participants in the intervention group changed their health behaviors, indicating more frequent participation in positive recreational activities after work when the program ended and maintaining their healthy behavior change through 6 months. Similar effects on recreational activities were detected in 2 recent studies in teachers [27,28].

We identified mixed effects for work productivity, however. On the one hand, no significant effect on absenteeism was identified. This might be explained by a floor effect, as absenteeism was generally very low in the present sample. On the other hand, a significant, moderate effect was identified for presenteeism. This is also consistent with previously published findings, which indicate that insomnia primarily affects presenteeism, while it affects absenteeism only to a smaller extent [27,28]. It is also supported by health economics research that has documented how the positive economic effects of iCBT-I are mainly attributable to its influence on presenteeism [20]. Furthermore, the intervention affected subjects’ ratings of their actual ability to work. Participants in the intervention group reported significantly higher work ability than those in the control group. These results are notable as workers suffering from sleep complaints often show poorer work performance [31].

Cognitive models of insomnia highlight the important role that negatively toned presleep cognitive activity plays in the development and persistence of insomnia [32,37]. For this reason, the present intervention also focused on reducing presleep cognitive activity, thereby considering both general and work-related cognitive activities. Small effects were identified in terms of reducing general cognitive activity and measured as worry. Conversely, a reduction in work-related cognitive activity, in terms of work-related rumination, showed large effects. These effects are important because work-related
ruminating has been shown to be a mediator between work-stress and impaired sleep [33], and both ruminating [75] and insomnia [7] are predictors of future depression.

Despite the extensive literature citing cognitive activity as a key developmental and maintenance factor for insomnia [32,37], little is known about how iCBT-I improves sleep by reducing presleep cognitive activity [28,36,43,76]. Our secondary aim was to exploratory examine whether, in addition to the role of general cognitive activity, work-related cognitive activity might be a mediator of the intervention’s efficacy. Results of parallel multiple mediation analyses help to clarify such mechanisms, revealing that our intervention’s effect on sleep was mediated by reducing the following 2 forms of cognitive activity that we studied: worry and work-related rumination. In other words, in our sample, the training indirectly enhanced sleep by reducing general worry and work-related rumination. This suggests that tailoring an intervention to the specific needs of workers to reduce work-related cognitive activity can be a promising approach to effectively reduce sleep problems of workers. This further supports prior research documenting the benefits of tailoring interventions to users’ life domains [77].

To summarize, our results suggest that reducing presleep cognitive activity could be an important component of any effective intervention for insomnia, and that including components that target reducing work-related cognitive activity might be an important contribution to designing interventions that reduce sleep complaints in workers.

Limitations

The following limitations of this trial must be acknowledged. First, because of the restricted funding period, the final sample size differed from the sample size initially intended. However, given the intervention’s sizeable effect on the primary outcome, we believe that our conclusions are not substantially affected by the smaller sample size. Second, the intervention was not offered within a typical workplace setting (eg, providing the intervention within the company or informing about participation options within the confines of employee assemblies or other in-house communication). The recruitment strategy used in this study (ie, mass media and email distribution list from one of the largest health insurance companies in Germany) presents a complementary way of approaching workers who are interested in improving their sleep. Therefore, it is unclear if our results can be generalized to routine occupational health care settings approaching workers within the company. Nonetheless, the applied recruiting strategy here mimics 1 possibility of how internet-delivered mental health interventions are made available for workers in Germany.

Third, we used a waitlist-control and no attention control group. Thus, it is not possible to determine whether and to what extent the effects of the intervention were because of specific iCBT-I content or because of nonspecific support provided by participating in an intervention. Moreover, one might expect that the delayed access to the training for the control group leads to a sense of disappointment and rumination about sleep while waiting to receive the intervention. Measuring disappointment would have been a way of controlling such sources of bias, which should be considered in further studies with waitlist-control groups. Moreover, in future studies, it would be of practical importance to employ other self-help interventions as a comparator (ie, self-help books to determine the unique contribution of the internet-delivered format) [78]. However, it should be mentioned that previous studies largely used similar control groups; therefore, the results of this study can be compared with existing research [24,27-30].

Fourth, there was a high dropout rate as defined by the study protocol and by the completion of modules among participants in the intervention group. This could lead to an overestimation of the intervention effect because it is assumed that participants who were not satisfied with the intervention nor appeared to have experienced any benefit may not have answer any further questionnaires postintervention and at 6-month follow-up [79]. Thus, these participants may not have provided data. On the other hand, these participants could also be early completer who benefit from the intervention but do not complete the study protocol and finish the intervention early [80]. In addition, to reduce a biased estimate of the missing data, the number of modules completed was included in the imputation model [65].

Fifth, although no inclusion criteria with regard to insomnia severity were set up in context of universal prevention, approximately 60% of participants had moderate insomnia symptoms, and approximately 30% had subthreshold insomnia symptoms or were symptom free. As recruiting participants in the general working population for this study overlapped with another study, it is likely that the percentage of workers with severe insomnia symptoms might be underestimated. This said, the results of this study are the first indication of the acceptance and efficacy of iCBT-I in a universal prevention setting in routine occupational health care and demonstrate that a substantial proportion of workers with no or less sleep problems are motivated to participate.

Finally, no measures were assessed to determine which of the training elements were the most effective and which elements were less effective. However, results from mediation analysis suggest that techniques that reduce presleep cognitive activity played an important role in the training’s efficacy. To explore which of the intervention’s components work best, further research is needed.

Conclusions

In conclusion, the results of this study give further indications that an internet-delivered self-help CBT-I adapted for workers has stable effects up to 6 months after the training began.

Moreover, the presented training was open to all workers and a substantial proportion with less sleep problems participated, who benefitted from the training in the longer term. In this way, the present findings strengthen the arguments as to the generalizability and robustness of prior results on this training’s efficacy [27,28] and also that of prior results of iCBT-I in the working population [24-26,29,30]. The intervention’s substantial effect is noteworthy, as the training was delivered in a self-help form that increases its potential for large-scale and cost-effective implementation in universal prevention. Conclusively, from a public health perspective, more workers who are potentially in need of an intervention to improve their sleep could be reached.
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Abstract

Background: Self-care is key to the daily management of chronic heart failure (HF). After discharge from hospital, patients may struggle to recognize and respond to worsening HF symptoms. Failure to monitor and respond to HF symptoms may lead to unnecessary hospitalizations.

Objective: This study aimed to (1) determine the feasibility of lung impedance measurements and a symptom diary to monitor HF symptoms daily at home for 30 days following hospital discharge and (2) determine daily changes in HF symptoms of pulmonary edema, lung impedance measurements, and if self-care behavior improves over time when patients use these self-care monitoring tools.

Methods: This study used a prospective longitudinal design including patients from cardiology wards in 2 university hospitals—one in Norway and one in Lithuania. Data on HF symptoms and pulmonary edema were collected from 10 participants (mean age 64.5 years; 90% (9/10) male) with severe HF (New York Heart Association classes III and IV) who were discharged home after being hospitalized for an HF condition. HF symptoms were self-reported using the Memorial Symptom Assessment Scale for Heart Failure. Pulmonary edema was measured by participants using a noninvasive lung impedance monitor, the CardioSet Edema Guard Monitor. Informal caregivers aided the participants with the noninvasive measurements.

Results: The prevalence and burden of shortness of breath varied from participants experiencing them daily to never, whereas lung impedance measurements varied for individual participants and the group participants, as a whole. Self-care behavior score
Improved significantly ($P=0.007$) from a median of 56 (IQR range 22-75) at discharge to a median of 81 (IQR range 72-98) 30 days later.

**Conclusions:** Noninvasive measurement of lung impedance daily and the use of a symptom diary were feasible at home for 30 days in HF patients. Self-care behavior significantly improved after 30 days of using a symptom diary and measuring lung impedance at home. Further research is needed to determine if daily self-care monitoring of HF signs and symptoms, combined with daily lung impedance measurements, may reduce hospital readmissions.
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**Introduction**

**Background**

Self-care is recognized as an important aspect of daily management of heart failure (HF) and recommended in international guidelines [1-3]. Self-care is defined as a process to maintain health through health-promoting practices and managing illness [4]. Self-care has a positive effect on HF prognosis, HF readmission rates, functional capacity, and well-being [1,4-6]. An important aspect of self-care is self-monitoring, which requires patients to observe and recognize changes in symptoms and signs of HF [4]. Many HF patients struggle with recognizing, interpreting, and taking appropriate action if worsening of symptoms occurs [7,8]. Fluid retention (congestion) often develops gradually in HF, and some HF patients only experience few or atypical symptoms [1]. Improved knowledge among HF patients on possible symptoms of fluid retention and knowing when to consult health care professionals may prevent hospitalizations [9]. Moreover, I out of 5 older HF patients are readmitted within 30 days after discharge [10]. In these readmitted patients, HF prognosis remains poor [11,12]. Reducing the readmission rate during the first 30 days after hospital discharge is important to decrease the disease burden experienced by patients and informal caregivers and the economic burden on the health care system [11,13].

The 5 most characteristic HF symptoms of fluid retention are shortness of breath, shortness of breath when supine, shortness of breath that awakens the patient during sleep, feeling tired, and ankle swelling [1]. Moreover, comorbidity is common in patients diagnosed with HF, and some comorbid conditions may have similar symptoms as those of fluid retention, for example, shortness of breath caused by chronic obstructive lung disease [14]. HF patients might therefore benefit from tools that aid them in monitoring and managing their postdischarge symptoms, for example, a diary or a fluid monitoring device. Using a symptom diary, HF patients can successfully detect small changes in symptoms [15,16]. Use of a symptom diary has been associated with improved self-care, survival, and quality of life and fewer HF-related hospitalizations [15-18]. Symptom diaries contain instructions for HF patients and a list of various self-reported HF symptoms in addition to space where patients can provide their weight, blood pressure, heart rate, and comments.

Another promising method for self-monitoring is using noninvasive lung impedance devices to measure pulmonary congestion before HF symptoms are recognized by the patient [19,20]. As pulmonary edema or congestion develops, lung impedance decreases.

**Objectives**

Knowledge is lacking for self-care approaches that combine the use of a self-reported symptom diary with noninvasive lung impedance measurements. The aim of this study was, therefore, to assess patients’ HF symptoms, lung impedance, and self-care behavior at home for 30 days after hospital discharge. This study sought answers to the following research questions:

1. *How feasible is it for patients with HF and their caregivers to measure symptoms and signs daily at home using a diary and a noninvasive device for measuring lung impedance during a 30-day period after discharge from hospital?*
2. *How do daily HF symptoms and lung impedance change during the 30-day assessment period?*
3. *How does self-care behavior change when patients use a symptom diary and a noninvasive device to measure lung impedance during the assessment period?*

**Methods**

**Study Design and Setting**

This longitudinal observational design study was conducted from May 2017 to November 2017 using eligible patients discharged from cardiology wards in 2 university hospitals in Norway and Lithuania. Norway is a high-income country ranked as number 28 by the World Bank, and Lithuania is ranked as number 84 [21]. The health care system in Lithuania is a mixed system funded by the National Health Insurance Fund and the state, whereas funding in Norway is provided by public sources [22,23]. The prevalence of HF was 3.09% and 1.71% in Lithuania [24] and Norway [25], respectively.

**Inclusion Criteria**

Patients were eligible if they were hospitalized with a primary diagnosis of HF, aged older than 18 years, fluent in Norwegian or Lithuanian, and possessed sufficient cognitive abilities to understand and complete the study protocol. Cognitive abilities were judged by the nurses or cardiologists at the hospital ward.
Only patients with New York Heart Association (NYHA) Functional Classification III and IV were included in the study.

**Exclusion Criteria**

Patients with severe HF in need of surgical intervention, advanced chronic kidney disease defined as estimated glomerular filtration rate less than 25 mL per min per 1.73 m² [20], a body weight of greater than 150 kg, documented major depression, or short expected survival time were excluded.

### Table 1. Data collection instruments administered at discharge, at home or at the outpatient clinic.

<table>
<thead>
<tr>
<th>Data collection instruments</th>
<th>Discharge</th>
<th>Home for 30 days</th>
<th>Outpatient clinic</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Symptom diary</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memorial Symptom Assessment Scale-Heart Failure</td>
<td>___a</td>
<td><em>x_b</em></td>
<td>—</td>
</tr>
<tr>
<td>Lung impedance</td>
<td>—</td>
<td><em>x</em></td>
<td>—</td>
</tr>
<tr>
<td>Medication on demand</td>
<td>—</td>
<td><em>x</em></td>
<td>—</td>
</tr>
<tr>
<td><strong>Questionnaire</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>European Heart Failure Self-care Behavior Scale</td>
<td><em>x</em></td>
<td>—</td>
<td><em>x</em></td>
</tr>
<tr>
<td>Clinical examination</td>
<td><em>x</em></td>
<td>—</td>
<td><em>x</em></td>
</tr>
</tbody>
</table>

_a*Not applicable.

_b*The x indicates the time and place of data collection.

### Procedure

Candidate participants were identified by cardiologists at the hospital wards. Before discharge, the included participants were instructed on how to use the printed symptom diary, which consisted of spaces to rate symptoms and to write down lung impedance measurements and on-demand medications. Participants and informal caregivers were trained at their home on how to perform lung impedance measurements and about sending the measurements by SMS text messages to a study mobile phone used by the HF study nurse. The HF study nurse was contacted if the participant had problems with bad electrode connections or other technical problems (for example, difficulty sending SMS data from home). Study participants and informal caregivers were instructed on how to recognize HF symptoms and signs through the use of a paper handout with textual explanations, color-coded information related to HF condition, and prominent contact information.

### Symptom Diary

**Memorial Symptom Assessment Scale-Heart Failure**

Participants rated their symptoms using an adapted version of the Memorial Symptom Assessment Scale-Heart Failure (MSAS-HF) [26], which was modified from the original Memorial Symptom Assessment Scale for cancer patients [27]. The MSAS-HF contains a list of 32 symptoms that HF patients might experience during the most recent 7 days. Participants in our study responded first about the presence or absence of each listed symptom and then scored the symptom frequency on a Likert scale from 1 to 5 (from rarely to all the time). Symptom severity was also scored on a Likert scale from 1 to 5 (from mild to extremely), and symptom distress was scored on a Likert scale from 1 to 5 (from a little bit to extremely). The total score is the sum of all the symptoms present, with a minimum score of 0 and a maximum score of 32. Symptom burden scores are determined by calculating the mean frequency, severity, and distress of each symptom, with a possible maximum score of 5 for each experienced symptom. The MSAS-HF was used with permission from the developers [28,29]. To our knowledge, no HF patients have ever used this instrument at home for 30 days after hospital discharge. Translation and cultural adoption of the original MSAS-HF from English to Norwegian and from English to Lithuanian were performed using principles of good practice for the translation and cultural adoption process for patient-reported outcomes [30]. A total of 5 nonparticipating HF patients and their spouses in Norway and Lithuania informally evaluated the translated Norwegian and Lithuanian versions of the MSAS-HF for readability and clarity. Internal consistency of the original MSAS-HF had a Cronbach alpha ranging from .73 to .91 [28,29].

### Measurement of Lung Impedance

The participants and informal caregivers measured lung impedance at home daily using a CardioSet Edema Guard Monitor (Model 0001; CardioSet Medical, Ltd), a noninvasive impedance monitor developed to measure pulmonary congestion or edema in HF patients [20,31]. The patient’s lung fluid status was assessed by the new impedance technique when 100 kHz alternating electrical current was passing through the patient’s chest, and a unique algorithm calculated lung impedance. As HF patients may have pulmonary congestion or edema at discharge, we needed to determine the baseline or dry lung impedance of each participant as a reference value. This baseline value was based on each participant’s age, gender, height, weight, NYHA class, and lung impedance measurements [19]. Lung impedance measurement and dry baseline lung impedance values were used to calculate the lung impedance ratio (ALIR=[current LI/BLI]−1×100%). Negative ΔLIR values
reflect the degree of congestion, with more negative values translating to more congestion. For ΔLIRs between 0% and −18%, change in therapy is not required; however, a larger decrease of −18% to −24% is an indication to optimize treatment. Hospitalization may be necessary if the ΔLIR decreases more than −24% [20]. In this study, if a ΔLIR at discharge was −24% or more and decreased further, the HF study nurse contacted the patients by phone asking about their condition. If necessary, the nurse told the participant to seek help according to the study protocol. Study participants performed the daily measurement in a sitting position each morning with help from their informal caregiver. The caregiver helped place the Edema Guard Monitor electrodes on the same body location every day for the 30 days. A total of 3 lung impedance measurements were taken daily in line with the developer’s recommendations and sent to the HF study nurse by SMS text messages or phone calls. The HF study nurse calculated the mean impedance from the 3 lung impedance values and the ΔLIR each day for every participant. The Edema Guard Monitor consists of 6 electrodes and a device for measurements. The informal caregiver placed the 3 electrodes vertically on the right side of the chest, 4.5 cm from the midline of the sternum, with the upper electrode attached precisely under the clavicle. Next, the informal caregiver placed the 3 remaining electrodes horizontally across the lower edge of the right scapula, with the most leftward electrode located at the crossing point of the horizontal line with the spine [19,20]. Figure 1 shows a schematic illustration of the locations and positions of the electrodes. Here, an HF patient is shown performing the lung impedance measurement and sending the resulting data from home.

Figure 1. Measurement of noninvasive lung impedance at home and sending impedance data to the study center by SMS. Schematic illustration shows the correct placement of the 6 Edema Guard Monitor electrodes on an HF patient, measurement of impedance, and how daily measurement data are sent by mobile phone (SMS).

**On-Demand Medication**

On-demand medication was prescribed, for example, additional diuretics for some of the included participants to be used at home if necessary. Every day, these HF patients recorded their use of any of these on-demand medications in their diary.

**Questionnaire**

The European Heart Failure Self-care Behavior Scale (EHFScBS) is a self-rating instrument that measures HF-related self-care. It comprises 9 items that are self-scored on a 5-point Likert scale. A standardized score ranges from 0 to 100 results, with higher scores indicating better HF self-care [32-34]. The EHFScBS includes 4 items on consulting behavior and 5 items on other kinds of self-care behavior. The English version of the EHFScBS was translated into Norwegian and Lithuanian [30], as done for the MSAS-HF. Study participants completed the EHFScBS once at discharge and once 30 days later at the outpatient clinic. The EHFScBS-9 item has good internal consistency, having a Cronbach alpha coefficient between .68 and .87 [32]; in this study, the Cronbach alpha coefficient was .87.

**Clinical Examination, Screening for Depression, and Assessment of Comorbidity**

A standard clinical examination was performed at hospital discharge and at the outpatient clinic 30 days later (Table 1) by a cardiologist overseeing the patients care. An HF study nurse noted the patients’ current medication, current NYHA class, and body weight and carefully examined the patients’ jugular vein, ankles, legs, and feet for any signs of HF and fluid retention. Blood was also collected for standard laboratory tests. Participants completed the Hospital Anxiety and Depression Scale questionnaire at discharge to assess the presence of major depression, which would have been exclusionary. The language-appropriate version was used. Major depression was indicated by a score of 11 or greater [35]. Comorbidity at discharge was assessed using the Charlson Comorbidity Index (CCI). The CCI was obtained by patient interview and medical record review [36]. A total of 14 components of comorbidity are presented in the CCI, with severity ranging from value of 1, 2, 3, or 6. HF was not registered as a comorbidity for our participants.
Data Analysis

EpiData Entry (EpiData Software, 2017) was used for entering and managing data to optimize data accuracy and entry across the 2 countries. This step is in line with recommendation from the data protection managers at both university hospital sites. Raw data were converted from the EpiData Entry format to the SPSS format for analysis. Variables were either categorical or continuous and were presented as counts, percentages, means and SDs, or median and IQRs. Missing data from the symptom diary were not included in the analysis [27] and reported lung impedance data that were collected during an obvious suboptimal electrode connection or lung impedance data for which there was an intraday impedance difference of 3 Ω or more were rejected from analysis [20]. We rejected 2.3% (6/262) of lung impedance measurements for these reasons. Comparison of median self-care behavior at discharge and 30 days later was performed using Related–Samples Wilcoxon signed-rank test. A *P* value <.05 was considered statistically significant [34]. Data were analyzed using SPSS Statistics for Windows, version 25.0 (IBM Corp, released 2017).

Ethical Considerations

The study was conducted in accordance with the Declaration of Helsinki. Ethical approval was obtained from Regional Committees for Medical and Health Research Ethics in Norway (REC number: 2014/1890) and Vilnius Regional Ethics Committee in Lithuania (approval number: 158200-15-766-280). All participants received verbal and written information about the purpose of the study, signed a written informed consent form before participation, and were free to withdraw from the study at any time. The daily lung impedance measurements were securely sent to the HF study nurse in each country using dedicated study mobile phones. Exchanged study data between the 2 university hospital study sites were deidentified with files encrypted in an email, which required a separate SMS code to be opened. This privacy assurance of research subject data and identity is in accordance with requirements of the data protection officer at the university hospital study sites.

The Edema Guard Monitor lung impedance measuring devices were purchased from the company CardioSet Medical Ltd, Matan, Israel, and researchers and the company signed a written contract with no obligations to the company.

Results

Participant Data

A total of 10 participants with HF in NYHA classes III and IV at inclusion (5 from each country) were recruited. The participants’ mean age was 64.5 years, 8 participants had comorbidities, 1 participant was female, and most of the participants lived with their spouse or children (Table 2). None of the participants had self-reported major depression or advanced chronic renal failure. After the 30-day home assessment period, 3 HF patients were classified to be in NYHA class II (at the outpatient clinic). The participants’ demographics and HF characteristics at discharge and after the 30-day period are presented in Table 2.
Table 2. Participants’ demographics and clinical characteristics when discharged and 30 days later at the outpatient clinic (N=10).

<table>
<thead>
<tr>
<th>Characteristics of participants</th>
<th>Discharge</th>
<th>Outpatient clinic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (range)</td>
<td>64.5 (37-85)</td>
<td>—^a</td>
</tr>
<tr>
<td>Gender, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9</td>
<td>—</td>
</tr>
<tr>
<td>Education, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>Informal caregiver at home (help with lung impedance measurement), n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spouse</td>
<td>7</td>
<td>—</td>
</tr>
<tr>
<td>Grown children</td>
<td>2</td>
<td>—</td>
</tr>
<tr>
<td>Nurse</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>Work status, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full time</td>
<td>3</td>
<td>—</td>
</tr>
<tr>
<td>Retired, disability pension</td>
<td>7</td>
<td>—</td>
</tr>
<tr>
<td>HF^b diagnosis, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ischemic HF</td>
<td>7</td>
<td>—</td>
</tr>
<tr>
<td>Dilated</td>
<td>3</td>
<td>—</td>
</tr>
<tr>
<td>HF &gt;1 year</td>
<td>7</td>
<td>—</td>
</tr>
<tr>
<td>HF &lt;1 year</td>
<td>3</td>
<td>—</td>
</tr>
<tr>
<td>New York Heart Associations classes, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>III</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>IV</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Implantable cardioverter-defibrillator, n</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Cardiac resynchronization therapy with pacemaker or defibrillation, n</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Jugular venous pressure, n</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Ankle swelling, n</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Systolic BP^c (mm Hg), mean (SD)</td>
<td>113.3 (17.5)</td>
<td>119.2 (19.7)</td>
</tr>
<tr>
<td>Diastolic BP (mm Hg), mean (SD)</td>
<td>74.7 (13.8)</td>
<td>77.9 (12.4)</td>
</tr>
<tr>
<td>Heart rate, mean (SD)</td>
<td>76.5 (13.6)</td>
<td>75.3 (12.0)</td>
</tr>
<tr>
<td>HF medication, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angiotensin-converting enzyme inhibitors or angiotensin receptor blockers</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Beta blockers</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Loop diuretics</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Thiazides diuretics</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Mineralocorticoid antagonist</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Ivabradine</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Nitrates</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Charlson Comorbidity Index, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No comorbidity</td>
<td>2</td>
<td>—</td>
</tr>
<tr>
<td>Low (1-2)</td>
<td>3</td>
<td>—</td>
</tr>
<tr>
<td>Medium (3-4)</td>
<td>5</td>
<td>—</td>
</tr>
</tbody>
</table>
**Characteristics of participants**

<table>
<thead>
<tr>
<th>Blood values, mean (SD)</th>
<th>Discharge</th>
<th>Outpatient clinic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemoglobin, g/dL (reference: 13.4-17.0)</td>
<td>14.7 (1.7)</td>
<td>14.6 (1.1)</td>
</tr>
<tr>
<td>Creatinine, mmol/L (reference: 60-105)</td>
<td>104.3 (23.7)</td>
<td>122.2 (59.4)</td>
</tr>
<tr>
<td>N-terminal pro b-type natriuretic peptide, pg/mL</td>
<td>2200 (1408)</td>
<td>2910 (2788)</td>
</tr>
<tr>
<td>Estimate of glomerular filtration rate, mL/min/1.73m²</td>
<td>66.3 (19.3)</td>
<td>—</td>
</tr>
</tbody>
</table>

*a* Number same at discharge and 30 days later at the outpatient clinic.

*b* HF: heart failure.

*c* BP: blood pressure.

**Daily Use of a Symptom Diary and a Lung Impedance Measurement Device at Home**

Participants used the symptom diary daily, and with support from their caregivers, they measured lung impedance daily. A total of 7 participants were able to provide data for the full 30-day assessment period. For impedance data, 262 of 300 (87%) recorded measurements were successfully made and sent. For the symptom diary, 1332 of 1500 (89%) entries were successfully made. Missing data were mainly from 2 participants who were classified as NYHA class IV. These participants provided diary and lung impedance data for 19 of 30 days (57%) and 22 of 30 days (63%), respectively. These 2 participants had a few missing lung impedance measurements because of issues with poor signal quality presumably related to suboptimal electrode connections, despite performing more than 3 required measurements and receiving advice from the HF study nurse. A third participant did not have home caregiver support for measuring lung impedance after day 26; thus, participation was terminated on day 26 for that participant. Moreover, 2 participants lived alone, but 1 of them moved in with a family member during the 30-day home assessment period. The other participant received support from an HF study nurse every day to apply the electrodes, although the participant performed the measurement.

**Heart Failure Symptoms During 30-Day Postdischarge Assessment**

Prevalence and burden assessment of the 5 symptoms selected from the MSAS-HF varied among the participants (Table 3). Out of the 10 participants, 7 experienced shortness of breath for at least one of the 30 days, and of these participants, 4 experienced it every day of the 30-day period. Out of the 10 participants, 8 reported feeling lack of energy for at least 1 day, and 3 reported lack of energy every day. The least commonly occurring symptom was swelling of hands, legs, or feet. Out of the 10 participants, 3 (30%) reported swelling of the extremities at least on one of the 30 days; no one reported experiencing swelling every day.

The total burden score (mean of the frequency, severity, and distress scores) of shortness of breath and lacking energy was higher than the total burden score of difficulty breathing lying flat; wake up breathless; or swelling of hands, legs, or feet. Moreover, 1 participant did not experience any of the 5 HF symptoms or signs during the 30-day period. Details of HF symptom prevalence and total burden scores are presented in Table 3.

A total of 9 participants experienced symptoms indicating fluid accumulation for 1 or more days. They reported feeling shortness of breath for 5 to 26 days and lack of energy for 1 to 28 days.

**Table 3.** The number of participants experiencing (prevalence) and total burden score (mean of the frequency, severity, and distress scores) of the 5 heart failure symptoms and signs during the 30-day postdischarge assessment period (N=10).

<table>
<thead>
<tr>
<th>Symptom</th>
<th>None of the days, n</th>
<th>1 day or more, n (n)</th>
<th>Every day, n (n)</th>
<th>1 day or more, n (n)</th>
<th>Every day, n (n)</th>
<th>Total burden score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Mean (SD)</strong></td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>3</td>
<td>7 (4)</td>
<td></td>
<td></td>
<td></td>
<td><strong>2.9 (0.8)</strong></td>
</tr>
<tr>
<td>Difficulty breathing lying flat</td>
<td>4</td>
<td>6 (1)</td>
<td></td>
<td></td>
<td></td>
<td><strong>2.4 (1.3)</strong></td>
</tr>
<tr>
<td>Wake up breathless</td>
<td>5</td>
<td>5 (1)</td>
<td></td>
<td></td>
<td></td>
<td><strong>1.6 (0.6)</strong></td>
</tr>
<tr>
<td>Lack of energy</td>
<td>2</td>
<td>8 (3)</td>
<td></td>
<td></td>
<td></td>
<td><strong>2.2 (1.3)</strong></td>
</tr>
<tr>
<td>Swelling of extremities</td>
<td>7</td>
<td>3 (0)</td>
<td></td>
<td></td>
<td></td>
<td><strong>1.7 (0.6)</strong></td>
</tr>
</tbody>
</table>

*a* Only 1 participant had the symptom every day.
Noninvasive Lung Impedance Ratio During the 30 Days After Hospitalization

At hospital discharge, individual ΔLIRs ranged from −20.9% to −37.7%. Thus, on day 1 of the study, all participants may have presence of pulmonary edema. The participants’ LIRs over time are presented in Figure 2.

The number of days the patients participated in the self-assessment varied because of technical or health-related reasons. Patient number 2 had 26 days of data, patient number 3 had 19 days of data, and patient number 4 had 23 days of data (Figure 2). Patient number 4 and 10 were temporarily hospitalized during the 30 days because of a worsening HF condition (patient number 4) or acute renal failure (patient number 10). Before readmission, the ΔLIR for patient number 4 was −46.81%, and the ΔLIR for patient number 10 was −19.4%. At the end of the 30-day home assessment period, individual lung impedance values ranged from −8.5% to −39.6%. These values indicate that some participants had minimal pulmonary fluid present (ΔLIRs between 0% and −18%), whereas others had actionable edema requiring adjustment of medication and possible hospitalization. Moreover, 4 patients required medication adjustment during the 30-day study period. Patient number 3 was instructed to self-administer diuretics at home. Patient number 7, 9, and 10 were invited to an outpatient consultation (Lithuanian study site) with a cardiologist for medication adjustment.

Figure 2. Individual lung impedance ratios (ΔLIRs) during the 30-day postdischarge at-home assessment period. Each color or symbol represents the ΔLIR time series for 1 of the 10 participants. More negative ΔLIRs translate to more pulmonary congestion. Missing data (interrupted time series) resulted from a poor electrode connection, an intervening hospitalization, or a participant temporarily lacking help from their home caregiver to perform measurements. An Edema Guard Monitor (CardioSet Medical) lung impedance device was used to measure lung impedance (see the Methods section for calculation of ΔLIR).

Self-Care Behavior

Self-care behavior improved from the time they were discharged to the end of the 30-day assessment period. The total score on the EHFScBS at the end was significantly better (P= .007) than that at hospital discharge. The subscale score on consulting behavior also significantly improved (P= .049) after 30 days. At the item level, the most frequently performed self-care behavior (score 5) was taking medicationas prescribed, and the least frequently performed self-care behavior (score 1) was to exercise regularly. Details of the self-care behavior results are presented in Table 4.
Principal Findings

Our main finding was that HF patients were able to successfully use a symptom diary and measure aided noninvasive lung impedance at home to self-monitor and report HF symptoms during the 30-day postassessment. This is the first study in which HF patients would use the Edema Guard Monitor to measure their lung impedance on a daily basis for 30 days following hospital discharge to home. Previously, the Edema Guard Monitor had been used by health care professionals once a month at an outpatient clinic with HF patients [20]. Lung impedance measurements were aided by informal caregivers. Study participants significantly improved their self-care behavior during this period. None of the 10 participants or their caregivers had previous experience with the symptom diary or with the noninvasive lung impedance instrument; yet with minimal training, they successfully completed and sent 87% of impedance measurements. Finally, only 2 participants (patient number 4 and 10) had to be readmitted during the 30-day assessment period. Both readmissions were triggered by self-detected worsening conditions (ΔLIR for patient number 4 was −46.81%, and ΔLIR for patient number 10 was −19.4%).

The age range of our participants was 37 to 85 years, and our findings are in line with some reports showing that older patients accept and manage well when using new technology [37]. However, other studies showed that familiarity is key in older patients’ acceptance of new technology at home [38]. All participants in our study had daily contact with the HF study nurse by SMS text messages or phone calls. One reason why our participants managed well may be that they had remote access (phone) to the HF study nurse if they had a poor electrode connection or any other technical problems using the lung impedance device. Another possible explanation is that the participants were actively involved in performing, recording, and sending lung impedance measurements to the HF study nurse. The HF study nurse assessed changes in measurements that participants sent, allowing them to give participants feedback for possible technical adjustments in the device. Participants in other studies likely did not have daily access to professional feedback [39,40]. This kind of access to professional help is not part of routine HF follow-up in Norway and Lithuania. The nurse ratio is different in the 2 countries, with 17.7 per 1000 inhabitants in Norway and 7.7 per 1000 inhabitants in Lithuania [41].

Typically, after discharge from hospital, HF patients are referred to their general practitioner in the community health care services for follow-up and medication adjustments. In Norway, follow-up at an HF outpatient clinic requires a referral from the hospital ward or general practitioner, currently occurring only 21% of the time [42]. In Lithuania, there is no special follow-up protocol for HF patients. In this study, 3 participants received additional follow-up at the outpatient clinic because they experienced an increase in HF symptoms after medication titration and an improved ΔLIR. Additional follow-up reportedly has a positive impact on the quality of life and self-care of HF patients [43]. Most of our participants also received help from their informal caregivers to measure lung impedance during the 30-day study period. The caregivers expressed positive feelings of being actively involved in the daily measurement of lung impedance and the need for their presence every day [44]. Although some studies report data on caregiver burden from monitoring HF patients [45,46], our study sheds additional light on the caregiver relationship and even reflects a desire to be involved in the care.

Another finding was that participants’ self-reported ratings on the 5 key HF symptoms and on the lung impedance measurements varied greatly. The variability in HF symptoms over the course of the assessment period stresses that constant attention is needed to achieve symptom relief. Some authors also warn that HF patients acclimate to symptoms and adapt their activities and lifestyle to reduce the HF symptoms; thus,
they might not recognize these symptoms as warning signs [47-49]. Taken together, these findings indicate that active monitoring is essential for HF patients to build awareness about HF symptoms and signs when confronted with symptoms [49]. Using a symptom diary has the potential to support self-care so that HF patients can play an active role in monitoring their HF symptoms of fluid overload after hospital discharge to home.

HF decompensation is the worsening of HF symptoms and signs and is characterized by a gradual decrease in lung impedance measurements in patients at high risk for volume overload [40]. In this study, participant number 4 exhibited gradual daily changes in lung impedance (Figure 2) and was readmitted to hospital 18 days postdischarge for HF decompensation. Another participant (number 10; Figure 2) similarly experienced a gradual change in lung impedance but was readmitted shortly after discharge for acute renal failure. In our study, gradual changes in HF symptoms appeared relatively quickly following discharge compared with those reported in other studies, which took several weeks to manifest [40]. This may be because, in our study, these patients received adjustments in their medications or because data were missing. Another reason for discrepancy of results across the HF literature relates to use of inconsistent terminology to describe pulmonary edema symptoms and to differing methods used to measure edema (eg, thoracic, intrathoracic, or bioimpedance measurements and noninvasive methods) [39,50-52].

We observed that self-care behavior of the study participants significantly improved after using the daily symptom diary and taking daily lung impedance measurements. At discharge, our participants had inadequate self-care. According to the EHFScBS, a score of 70 or higher reflects adequate self-care behavior [53], which is defined as actions to maintain life, healthy functioning, and well-being [32]. In patients with HF, inadequate self-care is an independent risk factor for adverse clinical outcomes [54]. After the 30-day home assessment period, our participants’ self-care behavior significantly improved, as their EHFScBS scores reached or exceeded the 70-point threshold, suggesting adequate self-care. The professional activities of the HF study nurse could be one reason for this improvement in self-care among our participants. The nurse was responsible for following up each participant daily. This kind of follow-up is not part of usual follow-up for HF patients in either country. Other studies have reported that self-care is troublesome for HF patients after hospital discharge to home (eg, coordinating own care and medications and requiring information and training) [55]. Moreover, HF patients who use invasive lung impedance measuring devices and who report better self-care also have fewer episodes of decrease in lung impedance [56]. Another potential reason for the improved self-care behavior we observed is that our study enabled our participants to establish a new daily routine of filling in a symptom diary and measuring lung impedance. Routines and habits are factors known to positively influence self-care [6]. In addition, the education and the handout summarizing HF warning signs and the emergency contact that the participants received could have contributed to participants’ improvement in consulting behavior. Using tools to support HF patients can, over time, change their self-care behavior for the better. Indeed, in HF patients, regular assessments are encouraged [57]. This study has demonstrated that using new self-care tools, an HF symptom diary, and a noninvasive impedance device, during the first 30 days after hospital discharge can contribute positively to better self-care.

Strengths and Limitations

One limitation is that only 10 patients participated in this study. Nonetheless, we were able to obtain a substantial amount of data from these participants, and these data provided us with an in-depth understanding of the trajectory of HF symptoms during the first month at home after hospitalization. The variability of the data for HF symptoms and LIR, in addition to our small sample, made it not advisable to perform an analysis for possible associations among these variables. Another limitation is the use of an unvalidated version of the MSAS-HF for the purpose of daily self-monitoring for 30 days at home. However, the unvalidated version did include 5 HF symptoms of fluid overload that are also recommended in guidelines [1]. Moreover, before our study, the MSAS-HF had never been used every day for 30 days by HF patients after hospital discharge. Thus, these data represent pilot normative data for the daily use of MSAS-HF.

Conclusions

This is the first study showing that discharged HF patients can successfully use a symptom diary combined with measurement of their noninvasive lung impedance at home to self-monitor on a daily basis, with support from informal caregivers. We found a significant improvement in the participants’ self-care behavior in the period between hospital discharge and end of the 30-day home assessment. These self-care tools can be used by nurses in clinical practice to educate HF patients and their informal caregivers before discharge to home, which could also reduce readmissions. For future research, a larger study population is needed to determine whether self-monitoring of particular HF symptoms at home and LIR are predictive of HF deterioration. Early detection of worsening HF at home will aid health care professionals in providing better HF care.
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Abstract

Background: Chronic conditions account for 75% of health care costs, and the impact of chronic illness is expected to grow over time. Although subjective well-being predicts better health outcomes, people with chronic conditions tend to report lower well-being. Improving well-being might mitigate costs associated with chronic illness; however, existing interventions can be difficult to access and draw from a single theoretical approach. Happify, a digital well-being intervention program drawing from multiple theoretical traditions to target well-being, has already been established as an efficacious means of improving well-being in both distressed and nondistressed users.

Objective: This study aimed to compare change in well-being over time after using Happify for users with and without a chronic condition.

Methods: Data were obtained from Happify users, a publicly available digital well-being program accessible via website or mobile phone app. Users work on tracks addressing a specific issue (eg, conquering negative thoughts) composed of games and activities based on positive psychology, cognitive behavioral therapy, and mindfulness principles. The sample included 821 users receiving at least 6 weeks’ exposure to Happify (ranging from 42 to 179 days) who met other inclusion criteria. As part of a baseline questionnaire, respondents reported demographic information (age and gender) and whether they had any of the prespecified chronic conditions: arthritis, diabetes, insomnia, multiple sclerosis, chronic pain, psoriasis, eczema, or some other condition (450 reported a chronic condition, whereas 371 did not). Subjective well-being was assessed with the Happify Scale, a 9-item measure of positive emotionality and life satisfaction. To evaluate changes in well-being over time, a mixed effects linear regression model was fit for subjective well-being, controlling for demographics and platform usage.

Results: At baseline, users with a chronic condition had significantly lower subjective well-being (mean 38.34, SD 17.40) than users without a chronic condition (mean 43.65, SD 19.13). However, change trajectories for users with or without a chronic condition were not significantly different; both groups experienced equivalent improvements in well-being. We also found an effect for time from baseline ($b=0.071; SE=0.010; P<.01$) and number of activities completed ($b=0.03; SE=0.009; P<.01$), and a 2-way interaction between number of activities completed and time from baseline ($b=0.0002; SE=0.00006; P<.01$), such that completing more activities and doing so over increasingly longer periods produced improved well-being scores.

Conclusions: Data from this study support the conclusion that users with a chronic condition experienced significant improvement over time. Despite reporting lower subjective well-being on the whole, their change trajectory while using Happify was equivalent to those without a chronic condition. Consistent with past research, users who completed more activities over a longer period showed the most improvement. In short, the presence of a chronic condition did not prevent users from showing improved well-being when using Happify.

(J Med Internet Res 2020;22(1):e16211)  doi:10.2196/16211
KEYWORDS
chronic illness; happiness; subjective well-being; psychology, positive; internet-based intervention; mobile apps

Introduction

Background
According to the Center for Disease Control, chronic conditions are the leading cause of death and disability in the United States. Chronic conditions affect over 40% of the US population [1], and almost 20% of individuals with chronic illnesses report activity limitations that impede their ability to complete daily tasks, including work [2]. Indeed, having a self-reported chronic condition is associated with decreased work function [3] and appears to be the strongest predictor of absenteeism and work impairment [4].

People with chronic conditions also account for the greatest use of health care services [2,5], accounting for 75% or more of health care costs [1]. Relative to people without chronic conditions, health care spending is 3 times higher for individuals with 1 chronic condition [2] and increases with each additional chronic condition [5] and the presence of activity limitations [2]. As a result of an aging population and increased life expectancy [5], the impact of chronic illness is expected to further grow over time [6].

Chronic conditions are associated with lower levels of subjective well-being, which is defined as a combination of greater positive affect and life satisfaction, and lower negative affect [7]. Decreasing levels of psychological well-being are also associated with increased risk for onset of chronic conditions [8]. For example, people suffering from insomnia report lower levels of subjective well-being [9], and people with asthma, arthritis, diabetes, or heart disease are more likely to indicate that they are dissatisfied or very dissatisfied with their lives [10]. Adolescents with chronic conditions also report poorer emotional well-being than those without chronic conditions [11].

Conversely, among individuals with chronic conditions, high levels of well-being benefit their physical health. Positive affect, eg, may improve survival and recovery rates among people with physical illnesses by activating the autonomic nervous system and the hypothalamic-pituitary-adrenal axis [12]. Positive mood increases the use of self-management strategies among individuals with chronic illness (eg, medication adherence, lifestyle changes, and engaging in preventative behaviors), resulting in fewer complications, symptoms, and activity limitations associated with that illness and, in turn, further boosts positive mood [13]. Greater emotional well-being also predicts better long-term prognoses among patients with physical illnesses [12]; in cardiac patients specifically, an increase of 1 SD in psychological well-being is associated with an 11% reduction in rehospitalization risk [14]. Higher levels of positive affect have demonstrated benefits (eg, better health outcomes and slower disease progression) in a number of other chronic conditions including HIV, chronic heart disease, and coronary artery disease [14-16].

Given the benefits of subjective and psychological well-being among people with chronic conditions, which has been demonstrated in both correlational and experimental studies, a growing body of research has examined the impact of interventions targeting well-being, or mental health, on chronic illness symptoms. A total of 3 key theoretical traditions have been leveraged to improve well-being and mental health in chronic conditions: cognitive behavioral therapy (CBT) [17], mindfulness-based stress reduction (MBSR) [18], and positive psychological interventions (PPIs) [19-21]. In patients living with chronic pain, a robust literature has found that it is possible to enhance subjective well-being, and as a result, to improve pain levels and lessen disability by delivering CBT [22]. MBSR [23], or PPIs [24]. Indeed, across a number of chronic somatic diseases, MBSR has a positive impact on mental health and physical health outcomes [25-27], as does CBT [28,29]. Positive psychology approaches differ from CBT and MBSR in that they explicitly target positive affect, which has been associated with lower mortality rates, better treatment compliance, and slower disease progression in a variety of diseases, above and beyond the impact of depression [12,14,30,31]. Interventions that target positive affect have directly improved chronic pain symptoms [24,32,33], even in individuals with more severe disability such as spinal cord injury, neuromuscular disease, or multiple sclerosis [34].

However, there are numerous barriers to accessing in-person interventions, including cost, logistics, and stigma [35,36]. As a result, research has pivoted to explore internet-based interventions, which have the ability to widely increase access to treatment. It is now well established that internet-based behavioral interventions can have a positive effect on psychological well-being [37-39]. However, 1 limitation of previous research is that previous studies targeting well-being tend to draw on either CBT [28,29], mindfulness [23,25,27], or positive psychology [24,32,33], with studies including multiple theoretical approaches comparing those interventions rather than combining them [26]. However, we argue that it is important to embrace all 3 approaches for 2 reasons. First, there is some research to suggest that what works for one patient may not work for all patients; person-activity fit matters. It seems particularly important that the patient believes in the intervention they are using; it must feel authentic to them, and they must also think its premises are plausible [40]. Although mindfulness may be a panacea for one person, to another, it may sound corny. Similarly, CBT may seem overly intellectual to some, whereas it may be just the analytical approach that another patient was looking for. When a patient can choose between multiple approaches, they have the opportunity to select one that they feel is a fit for them, improving their chances of success [41]. Second, we believe that it is important to offer a packaged approach containing multiple frameworks because it seems clear that different psychological interventions operate via different mechanisms (eg, positive affect vs depression) and that intervening through both mechanisms could be better than...
intervening via only one [42,43]. To our knowledge, no other study or intervention has combined these methods.

**Study Objectives**

In this study, we offered a digital intervention platform, Happify, which contains activities that draw from each of the 3 key theoretical approaches. The activities on Happify are adapted efficacious interventions, ie, interventions with evidence from at least two separate research studies, in different samples [44]. Activities are categorized into 5 different groups: savor (activities focusing on mindfulness), thank (activities focusing on gratitude), aspire (activities focusing on optimism, goal setting, and finding meaning and purpose), give (activities focusing on kindness, forgiveness, and prosociality), and empathize (activities focusing on self-compassion and perspective taking). On Happify, activities from the various categories are grouped into tracks, which are designed to focus on a specific issue or problem (eg, reducing stress). Users are able to freely choose a track of interest on the platform and to select between different activity variants in a track. Thus, by completing activities on the Happify platform, users are exposed to well-being interventions from the theoretical traditions of mindfulness, CBT, and positive psychology.

Prior research has demonstrated that using Happify can effectively increase subjective and psychological well-being. Moreover, 1 study of existing Happify users demonstrated that usage was associated with more than a 27% increase in positive emotions over the course of 8 weeks, with greater gains among high-usage participants [45]. In another study using a randomized controlled design, participants randomly assigned to Happify and who completed a minimum of 2 activities per week on average showed statistically greater improvements in depression, anxiety, and resilience compared with a psychoeducation comparison condition or participants with lower platform usage [46]. In addition, a recent study [47] conducted with employees who were experiencing high levels of emotional or workplace distress found that those who used Happify at the recommended level showed greater improvements in resilience than those randomized to a psychoeducational comparison condition or those who did not use their assigned platform. The ideal dosage identified in previous internal and published research is 16 activities over the course of 8 weeks [46,47]. Taken together, these results suggest that using Happify can improve well-being in a variety of contexts.

In summary, we argue that improving subjective well-being is important for individuals with chronic conditions because it can help improve their physical condition, thereby reducing the associated costs [1]. We also argue that existing interventions that target well-being can be difficult to access, as they are often offered in person, with associated expenses and other barriers [35,36], and are rarely integrated to contain multiple existing, evidence-based intervention approaches. We provide evidence that a digital platform, Happify, which draws from multiple theoretical traditions to target well-being, has already been established as an efficacious means of improving well-being in both distressed and nondistressed users [45-47]. Although individuals with chronic conditions tend to have lower levels of well-being compared with individuals without chronic conditions [7], there is no reason to believe that they will show a less robust response to these interventions.

In this study, we tested the hypothesis that Happify’s efficacy on users without chronic conditions would generalize to a sample of users who report living with a chronic condition. Specifically, we analyzed observational data using Happify to compare the trajectory of change in well-being over time experienced by users on Happify who do and do not report having chronic conditions.

**Methods**

**Recruitment and Sample**

Data were drawn from registered users of Happify, a publicly available digital platform that offers games and activities based on research in positive psychology, CBT, and mindfulness. Although Happify is located in the United States, the platform is available worldwide and has been localized in 8 different languages to date. Of the 821 users included in our analyses, the majority used the English language version of the platform (605/821, 73.7% of sample); the remaining users used Happify as translated into German (25/821, 3.1% of sample), Spanish (15/821, 1.8% of sample), Japanese (8/821, 1.0% of sample), French (4/821, 0.5% of sample), Portuguese (3/821, 0.4% of sample), and Chinese (1/821, 0.1% of sample).

When registering with Happify, users provided semiactive consent that their data could be used for research purposes. Specifically, to access Happify content, users were asked to agree to the following statement: “Information that we collect about you also may be combined by us with other information available to us through third parties for research and measurement purposes, including measuring the effectiveness of content, advertising, or programs. This information from other sources may include age, gender, demographic, geographic, personal interests, product purchase activity or other information.” Data from all users aged 18 years and older who created accounts on the site between October 29, 2018, and April 4, 2019 (when data were queried), were initially considered; before October 29, 2018, Happify did not ask users about their chronic condition status. Our secondary analysis of Happify consumer data was performed under the supervision of IntegReview, an independent institutional review board.

**Materials and Procedures**

Screenshots of Happify can be found in a previous publication [46]. After registering with Happify, users completed the onboarding process by responding to a series of questions about their inter- and intrapersonal circumstances, as well as demographic questions such as gender and age, which were collected as a categorical variable with the following options: 18 to 24 years, 25 to 34 years, 35 to 44 years, 45 to 54 years, 55 to 64 years, and 65 years or older. This was completed to allow for the algorithmic recommendation of a one of a number of tracks focused on certain psychosocial topics such as health and well-being, mindfulness and meditation, and relationships. In addition, respondents were asked to select all that apply from a list of chronic conditions, including arthritis, diabetes, insomnia, multiple sclerosis, chronic pain, psoriasis, eczema,
or some other condition. Respondents who selected “some other condition” were not asked to clarify further what that condition was. Finally, the respondent was asked to report on anxiety symptoms by completing the generalized anxiety disorder 2-item (GAD-2) scale [48].

**Primary Outcome: Subjective Well-Being**

The respondent’s subjective well-being was assessed with the Happify Scale, a 9-item measure that includes a positive emotionality component and a life satisfaction component, with higher scores indicating greater well-being [45]. The 4-item subscale measuring positive emotionality was based on the Positive and Negative Affect Schedule [49], a self-report measure that asks participants to indicate the extent to which they experience positive and negative emotions. For example, using a 5-point scale ranging from “Never” to “Very often (almost every day),” participants were asked to respond to the following question, “In the past month, how often have you felt joyous, exuberant, inspired, and/or awestruck?” The 5-item life satisfaction subscale was adapted from the Satisfaction with Life Scale [50] and used to assess satisfaction with different life domains (eg, work, leisure, and relationships). For example, using a 7-point scale ranging from “Very dissatisfied” to “Very satisfied,” participants were asked to respond to the following question, “How satisfied do you feel with the relationships in your life?” Scores on the subjective well-being composite range from 0 (low subjective well-being) to 100 (high subjective well-being). Scale validation using a general population sample from Amazon MTurk indicated that scores between 46 and 49 corresponded to the 25th percentile, scores between 61 and 63 corresponded to the 50th percentile, and scores between 75 and 77 corresponded to the 75th percentile of the Happify Scale. Internal validation data indicated that composite scale scores had acceptable reliability (alpha=.89) and were significantly and strongly associated with both subjective happiness [51] at $r=0.78$ and a measure of depressive symptoms (Center for Epidemiologic Studies Depression Scale [52]) at $r=-0.75$.

Participants were prompted to complete the Happify Scale on the day after completing the platform registration onboarding process and every 2 weeks thereafter. In each case, the assessment was optional, and users were able to exit out of the assessment without completing it if they wished. As a result, there was considerable variability in terms of how many assessments users completed and when those assessments were completed. For each individual, we calculated an average time between any 2 assessments (in days). The average of this average across the sample is 30.69 days (SD=21.10), ranging from 11.83 to 149.

**Statistical Analysis**

Descriptive statistics were stratified by self-reported chronic condition status (yes vs no). Group differences in baseline variables were examined using chi-square tests for categorical characteristics and $t$ tests or Mann Whitney $U$ tests (in the case of non-normally distributed variables) for continuous variables. To evaluate changes in well-being over time, a mixed effects linear regression model was fit for subjective well-being. The predictor variable of key interest was self-report of any of the 8 chronic conditions gathered at baseline. A binary variable was created to indicate having 1 or more chronic conditions vs none. The following covariates were included as control variables: gender, age category, number of activities completed on Happify, baseline anxiety [48], and time from baseline to each assessment (in days). All of these were treated as fixed effects. Normally distributed person-specific random effects were included to account for varying numbers of follow-up assessments. To test whether changes in outcome measures differed between those reporting a chronic condition and those not reporting a chronic condition, all interaction terms between time from baseline, number of activities completed, and chronic condition status were included. Adherence to modeling assumptions was tested using residual plots (eg, Q-Q plots to examine if residuals followed a Gaussian distribution) and was met.

All computations were done in R, version 3.6.1 [53]. All linear mixed models were fitted using the R packages lme4 [54] and lmerTest [55]. $P$ values were calculated from Satterthwaite approximations for degrees of freedom [56]. All tests were 2-sided, and $P$ values less than .05 were considered statistically significant.

For Figure 1, data points are derived from predicted values of linear mixed models. Error bars are based on 95% CIs from those predicted values.
Data Exclusion
During the study period, 6801 new users created accounts and completed the baseline assessment. Of these, data were excluded from those users who never completed any activities (n=1931) or who did not complete their self-report measures in a way that makes logical sense in relation to their usage of the platform (n=1058). Specifically, to be included, they were required to use Happify within 30 days of taking their initial baseline assessment—otherwise, their baseline assessment may or may not have accurately represented their state when they started using Happify. They were also required to have taken their final assessment within 30 days of their final activity to maximize chances that self-report scores were representative of the user’s psychological state when usage was terminated. In addition, users were excluded if they did not receive a minimum of 6 weeks’ exposure to Happify. They were not required to use Happify at any particular level during that time, but they were required to at least have had access to Happify for 6 weeks or more (2939 users were excluded by this criterion). Finally, 52 participants had missing onboarding questions because of a server error and were excluded. The final sample consisted of 821 users who had access to the platform between 42 and 179 days.

Power
A statistical power analysis was performed for sample size estimation based on data from a randomized study examining Happify’s efficacy [46]. The effect size (ES) in this study, based on participants randomly assigned to Happify (vs a control condition) and who used the platforms at the recommended level (ie, completing an average of 2 activities per week), was $\eta^2=0.021$, classified as small by Cohen [57] criteria. Specifying alpha=.05 and power=.80, the projected sample size needed with this ES (GPower 3.1.9.2 [58]) for a repeated-measures analysis with a between-within interaction was n=94. This calculation was made with the conservative estimate of only 2 assessments and a correlation between repeated measures of $r=0.50$. Thus, this study was adequately powered to detect the effect of interest.

Results

Baseline Sample Characteristics
Table 1 displays the baseline sample characteristics of individuals who reported having a chronic condition and those who did not. Most importantly, the 2 groups were not statistically different with respect to the number of activities completed or the number of assessments finished. There were significant differences, however, between the 2 groups in terms of age, such that users reporting a chronic condition were more likely to fall into the older age categories and less likely to fall in the 18 to 24-year-old category. All users with a chronic condition reported having a health condition impacting their well-being, although 25 individuals without a chronic condition also reported this. Users with chronic conditions were also significantly more likely to be characterized as having anxiety based on their GAD-2 scores (65.6% vs 55.0%).
Table 1. Baseline sample characteristics and platform usage of the users with and without chronic conditions.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Chronic conditions (n=450)</th>
<th>No chronic conditions (n=371)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>372 (82.7)</td>
<td>305 (82.2)</td>
<td>.94</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-24</td>
<td>73 (16.2)</td>
<td>103 (27.8)</td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>139 (30.9)</td>
<td>116 (31.3)</td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>109 (24.2)</td>
<td>88 (23.7)</td>
<td></td>
</tr>
<tr>
<td>45-54</td>
<td>86 (19.1)</td>
<td>41 (11.1)</td>
<td></td>
</tr>
<tr>
<td>55-64</td>
<td>35 (7.8)</td>
<td>20 (5.4)</td>
<td></td>
</tr>
<tr>
<td>65+</td>
<td>8 (1.8)</td>
<td>3 (0.8)</td>
<td></td>
</tr>
<tr>
<td>Activities completed, mean (SD)</td>
<td>56.20 (86.63)</td>
<td>50.50 (64.51)</td>
<td>.29</td>
</tr>
<tr>
<td>Total time elapsed between first and last activity (in days), mean (SD)</td>
<td>72.19 (27.19)</td>
<td>76.23 (30.79)</td>
<td>.046</td>
</tr>
<tr>
<td>Total number of assessments, mean (SD)</td>
<td>4.18 (1.76)</td>
<td>4.20 (1.69)</td>
<td>.86</td>
</tr>
</tbody>
</table>

Is there a health condition or concern that impacts your happiness or well-being currently?, n (%)

<table>
<thead>
<tr>
<th>Condition</th>
<th>Chronic conditions</th>
<th>No chronic conditions</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not at all</td>
<td>0 (0.0)</td>
<td>346 (93.3)</td>
<td></td>
</tr>
<tr>
<td>Yes, not major</td>
<td>259 (57.6)</td>
<td>23 (6.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes, very much</td>
<td>191 (42.4)</td>
<td>2 (0.5)</td>
<td></td>
</tr>
<tr>
<td>Arthritis</td>
<td>31 (8.5)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chronic pain</td>
<td>75 (20.5)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Insomnia</td>
<td>92 (25.2)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>3 (0.8)</td>
<td>0 (0.0)</td>
<td>.33</td>
</tr>
<tr>
<td>Psoriasis</td>
<td>7 (1.9)</td>
<td>0 (0.0)</td>
<td>.05</td>
</tr>
<tr>
<td>Diabetes</td>
<td>13 (3.6)</td>
<td>0 (0.0)</td>
<td>.003</td>
</tr>
<tr>
<td>Eczema</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Other chronic condition, n (%)</td>
<td>269 (73.7)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of chronic conditions, median (IQR)</td>
<td>1.00 (1.00-2.00)</td>
<td>0.00 (0.00-0.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Positive emotion score, mean (SD)</td>
<td>32.34 (17.65)</td>
<td>36.43 (20.52)</td>
<td>.002</td>
</tr>
<tr>
<td>Life satisfaction score, mean (SD)</td>
<td>44.78 (21.55)</td>
<td>51.36 (22.55)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subjective well-being, mean (SD)</td>
<td>38.34 (17.40)</td>
<td>43.65 (19.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Generalized anxiety disorder 2-item scores, median (IQR)</td>
<td>4.00 (2.00-6.00)</td>
<td>3.00 (2.00-5.00)</td>
<td>.002</td>
</tr>
</tbody>
</table>

The 2 groups were significantly different at baseline in terms of positive emotionality, as users with a chronic condition (mean 32.34, SD 17.65) had lower positive emotion scores than users without a chronic condition (mean 36.43, SD 0.52); life satisfaction baseline scores were similarly statistically different for users with a chronic condition (mean 44.78, SD 21.55) and those without a chronic condition (mean 51.36, SD 22.55), with users with a chronic condition scoring lower. Users with a chronic condition also had lower scores on the composite subjective well-being scale (mean 38.34, SD 17.40) than users without a chronic condition (mean 43.65, SD 19.13).

For those users with a chronic condition, the most common reported category was “other,” followed by insomnia, chronic pain, and arthritis. The most common number of reported conditions was 1; however, 136 users (136/450, 30.2% of the users with chronic conditions) reported having 2 or more.

Change in Well-Being Over Time

For subjective well-being scores at final assessment, there were main effects for chronic condition status (b=4.82; SE=1.51; P<.01) and baseline GAD-2 score (b=-3.43; SE=0.30; P<.01). Users reporting a chronic condition and users reporting higher levels of anxiety had lower subjective well-being scores at their final assessment. In addition, there was an effect for time from baseline (b=0.071; SE=0.010; P<.01) and number of activities completed (b=0.03; SE=0.009; P<.01). Higher subjective well-being scores occurred among users who had been active users on Happify for longer and who had completed higher numbers of activities. Finally, there was a 2-way interaction between number of activities completed and time from baseline.
(b=0.0002; SE=0.00006; P<.01). For all users, completing more activities and doing so over increasingly longer periods interacted to produce improved well-being scores. There were no other significant interactions. However, there was no significant interaction between time from baseline and chronic condition status (b=-0.013; SE=0.071; P=.46). These results indicate that users with and without a chronic condition both experienced equal well-being improvements from using Happify and from completing higher numbers of activities on the platform; both groups of users showed the same pattern of change in well-being over time. Depictions of changes in the subjective well-being scale across time for both users with and without a chronic condition are presented in Figure 1. Level of activities completed is split into 3 facets for the 25th (activities completed=11), 50th (activities completed=33), and 75th (activities completed=82) percentiles.

**Discussion**

**Principal Findings**

A key objective of this study was to explore whether a digital intervention could reliably improve subjective well-being among users living with a chronic condition. We were particularly interested in testing the impact of an intervention that targets subjective well-being because of the demonstrated benefits of subjective well-being, and especially positive affect, among individuals with chronic conditions such as greater self-management of their condition [13], better long-term prognoses [24], and better health outcomes [7,12,14-16]. Although other research suggests that CBT, MBSR, and PPIs increase subjective well-being and improve physical health outcomes among people with chronic conditions [22-24], many of these interventions are in person, making scaling difficult. In addition, these other interventions draw on just a single theoretical approach [26], rather than combining strengths from all 3 approaches into a single intervention. We explored the impact of improving well-being on users with chronic conditions using observational data from Happify, an existing commercial platform that integrates principles from CBT, mindfulness, and positive psychology and contains users both with and without chronic conditions. Although prior research supports the idea that Happify improves well-being among physically healthy users [35,45-47], no research to date has tested Happify’s efficacy in users who are dealing with a chronic disease.

Consistent with other studies demonstrating the effectiveness of PPIs [32-34], mindfulness [23,26], and CBT [26] on subjective well-being among people with chronic conditions, data from this study support the conclusion that users with a chronic condition experienced significant improvement in subjective well-being over time, and their change trajectory did not differ from those without a chronic condition. Users who completed more activities over a longer period showed the greatest amount of improvement, a finding that is consistent with past research [45-47], and chronic condition status did not change this result. In other words, the presence of a chronic stressor, at least in the case of chronic conditions, does not appear to prevent users from experiencing improvements in well-being when they use Happify.

Although previous research typically focused on specific conditions such as chronic pain [32], spinal cord injury, multiple sclerosis, neuromuscular disease [34], or osteoarthritis [33], we used a noncategorical approach [59], grouping all users who self-reported a chronic condition together. Consequently, data from this study do not speak to whether effectiveness differed by type of condition. However, other studies found no differences in subjective well-being based on type of condition or visibility of the condition [11]. In addition, researchers have advocated for the use of a noncategorical approach in applied research on chronic conditions because people with chronic conditions share common problems that go above and beyond the specific symptoms of their particular illness [59], including lower subjective well-being. This approach may be particularly relevant when evaluating interventions as communities may have a large proportion of individuals with chronic conditions but only small numbers of people with specific conditions [59]. Arguably, then, by using a noncategorical approach and including participants with a variety of chronic conditions, our findings have more direct applicability to those suffering from these conditions.

**Future Directions**

This study provides preliminary evidence that Happify can significantly improve subjective well-being among people with chronic conditions, despite the fact that people with chronic conditions also are more likely to suffer from more serious psychological distress. For example, although depression has a prevalence of 10% to 20% in the general population, among individuals living with a chronic condition, depression rates range from 35% to 50% [60-63]. Individuals with chronic pain are 4 times more likely to have either a depressive or anxiety disorder than those without chronic pain [64], and the incidence of comorbid depression and anxiety disorders is greater than independent diagnoses of either depression or anxiety [65]. People with insomnia are 2 times more likely to develop depression than those without insomniac symptoms [66], and chronic insomnia is associated with an elevated risk for anxiety disorders [67].

Importantly, the burden of chronic illness can be amplified when poor mental health, especially depression, is also present. Chronic pain patients with comorbid depression and anxiety report greater pain severity and pain-related disability as well as poorer health-related quality of life than people with pain alone [68]. Depression also predicts poor treatment adherence, greater frequency of complications, and higher mortality rates among people with diabetes [69,70]. In fact, in a study of 60 countries, respondents with a chronic physical condition and comorbid depression had the worst health scores overall [71]. Although previous research has shown that Happify users report fewer depressive and anxiety symptoms after 8 weeks [46], we only assessed subjective well-being in this study. Therefore, in future research, it will be important to determine whether Happify also helps to reduce depressive and anxiety symptoms among people with chronic conditions.

Another important direction for future research is to explore how, specifically, Happify usage helps to improve mental well-being. Previous research suggests that mindfulness
programs have been effective in reducing depressive symptoms among individuals with chronic pain by reducing pain catastrophizing and psychological distress [72]. Other studies show that Web-based interventions lead to fewer activity limitations [73] and improved pain acceptance [23]. Future research should include measures assessing participants’ physical condition as well, including activity limitations, pain severity and acceptance, and pain catastrophizing, to determine whether Happify usage also impacts these outcomes and whether they mediate the relationship between Happify use and improved subjective well-being. Similarly, research exploring the long-term benefits of Happify on users’ psychological and physical well-being would be valuable to determine whether it, like some other interventions [74], can also help to lower costs associated with chronic conditions by reducing health care usage.

Limitations and Strengths
This study was a naturalistic, observational study of existing Happify users. Although observational studies are an important tool in the assessment of health-related outcomes [75], there are also several limitations associated with the lack of control in these designs. One limitation is that although user data were collected in a realistic context, participants were all Happify registrants who made their way to the platform naturally and, consequently, may differ from people in the general population that do not use Happify. Specifically, this study and several others reliably find that users on Happify are more distressed than the general population. However, the sample is likely to be biased in the same direction as future Happify participants, so any conclusions drawn about this sample may well be applicable to our population of interest—ie, those who use Happify in the future.

Usage patterns observed in this study were also naturally occurring, as compared with those that may be observed in a more controlled study with participation incentives and more frequent (potentially annoying or invasive) reminders. Nevertheless, given that the Happify platform tested in this study is a commercial product, freely available to the public, and just as easy to quit as it is to sign up, dropout levels were higher than would be observed in a more controlled setting. The resulting sample consisted of only the most dedicated users. Therefore, self-selection is a concern for this type of study design. However, even randomized controlled trials (RCTs) can suffer from this, as unmeasured moderating variables may influence a participant’s willingness to participate in a randomized study [57].

Finally, because this study is observational, we cannot rule out the possibility that the users with a chronic condition were different from those without a chronic condition in ways we did not measure; as chronic condition status cannot be randomized, we did not have the benefit of randomization to address systematic biases. Moreover, although we collected respondent data on a number of chronic conditions, our list of chronic conditions was not exhaustive. Approximately 73.7% (605/821) of respondents in the chronic condition group self-identified as having “some other condition” for which we have no additional information. It may also be that users with and without a chronic condition differ on meaningful but unmeasured covariates. For example, as Happify is a commercial product and the analyses included in this study are secondary analyses from Happify’s consumer base and not a randomized clinical trial, we did not have access to user information that might be relevant here, such as access to other mental health-related treatments. Such differences between groups or omitted variables can contribute to biased estimates of treatment effects [76]. In addition, users in this study completed activities and assessments at varying times and to a varying degree. This also creates difficulty in assessing change over time compared with an RCT, where the intervention and assessments are planned and given at regular intervals. However, linear mixed models have been shown to be effective at controlling for such unbalanced data occurring at varying time points [77].

Conclusions
It is all too easy in the world of digital well-being interventions, the use of which is largely unregulated, to assume that an intervention that works in one population can safely be generalized to other populations. We would argue that it is important to understand who may be in the sample of consumers interacting with a digital intervention and to evaluate whether there are subgroups of users for whom the intervention fails to produce results. Although in the case of this paper, we were able to ascertain that Happify’s effects on well-being do not differ significantly between users with chronic conditions and those without chronic conditions, we could also have found that users with chronic conditions need something else; only by evaluating subgroup data can we gain confidence in our ability to generalize, as a freely available digital intervention inevitably will. In summary, this study provides valuable observational evidence of the efficacy of Happify’s use among real users living with chronic conditions under naturalistic conditions. Given these data, future research should seek to replicate these effects under more controlled conditions, such as RCTs, and explore the impact of Happify’s use on other important outcomes associated with chronic conditions such as depressive and anxiety symptoms as well as physical and health-related outcomes.
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Abstract

Background: As an overrepresented population on the transplant waitlist, stagnated rates of organ donation registration among Latinxs must be redressed. Promotoras (community health workers), who are effective at advocating and spearheading health promotion efforts in the Latinx community, show promise in their ability to educate about organ donation and donor registration.

Objective: This study aimed (1) to develop an interactive, evidence-based program to educate promotoras about organ donation, the need for organ donors in the Latinx American community, and ways to register as deceased organ donors and (2) to train promotoras to lead discussions about organ donation and to promote the act of donor registration.

Methods: In partnership with 4 promotoras organizations, the culturally targeted Promotoras de Donación eLearning module was developed based on input from 12 focus groups conducted with Latina women (n=61) and promotoras (n=37). Formative work, existing literature, the Vested Interest Theory, and the Organ Donation Model guided curriculum development. In partnership with the Gift of Life Institute and regional promotoras, the curriculum was designed, filmed, and developed in a visually appealing module interface. The module was beta-tested with promotoras before launch.

Results: Promotoras de Donación, available in Spanish with English subtitling, lasts just over an hour. The module comprised 6 sections including various activities and videos, with the curriculum divided into a skills-based communication component and a didactic educational component. Pre- and posttests assessed the module’s direct effects on promotoras’ organ donation knowledge and attitudes as well as confidence promoting the act of donor registration.

Conclusions: This novel, theoretically and empirically based intervention leveraged the existing network of promotoras to promote the act of donor registration. Future research should assess whether the module helps increase rates of donor registration within Latinx communities and reduce disparities in access to transplantation.

Trial Registration: ClinicalTrials.gov NCT04007419; https://www.clinicaltrials.gov/ct2/show/NCT04007419
Prior research has underscored the importance of culturally homogeneous unit. Commonly cited barriers to donation among Latinx populations include low levels of acculturation, religious beliefs, mistrust of the medical and organ distribution systems, and cultural taboos regarding discussions about death [13-15]. Encouraging donor designation among all ethnic groups is imperative to improve access to transplantation for all patients on the waitlist. However, increasing the number of Latinx donors is of particular import, given the improved graft outcomes associated with receipt of organs from this subgroup of the population [16].

Prior research has underscored the importance of culturally targeted approaches to addressing the specific health beliefs and transplantation-related needs among Latinx communities. For example, Hu et al’s family-based intervention on diabetes self-management among Latinx yielded successful outcomes, such as improved blood pressure, higher knowledge about diabetes, healthier behaviors, and lowered body mass index [17]. Gordon et al created and evaluated a culturally targeted website about living kidney donation and transplantation for Latinx patients; exposure to the website in combination with transplant education generated significantly higher transplant knowledge compared with transplant education alone [18]. Other research aimed at increasing organ donation among Latinx populations has suggested women as ideal champions for promoting donor designation, given their dominant position in health-related decision making and their increased willingness to donate and discuss donation with family members [14,19,20].

Promotores de Salud

Promotores de Salud are a network of Latinx lay health educators (or community health workers) who disseminate health information to their communities through interpersonal channels. Indeed, platicas, or small group discussions typically held in homes or local community centers about different health topics, are organized and guided by promotores. In the 1960s, Promotores de Salud emerged out of necessity in low-income neighborhoods with sizable Latinx immigrant populations, to overcome significant barriers to accessing and utilizing health care services [21]. Promotores are a cost-efficient and effective workforce that expands the reach of the health care delivery system. As such, promotores have typically become the first point of contact between Latinx community members and formal health institutions. Given their knowledge of and membership in local and health care communities, promotores serve as cultural intermediaries, social/emotional supports, peer advocates, connections to available services, and catalysts for community action [22,23].

Promotores de Salud have had demonstrable impacts on health knowledge and behaviors. For instance, they have increased Latinx’s knowledge of and participation in preventive behaviors for diabetes [24], cervical cancer [25,26], obesity [27,28], and cardiovascular disease [29]. Furthermore, a growing body of evidence suggests promotores can be effectively engaged in the research process and, once trained, can be successful partners in study implementation [30-35]. Promotores have been trained to provide culturally and linguistically appropriate information to Latinx Americans about a wide variety of health-related topics and to promote behaviors to improve health and prevent illness, disease, and disability [36,37]. As more than 80% of these community health workers are female [36] and older Latinxs are increasingly overrepresented on the national waitlist [5], we believed that this existing network of promotores could be leveraged to educate mature Latinas (aged 50 years and older) in their respective communities about organ donation. We also anticipated that mature Latinas would be influenced to designate themselves as posthumous organ donors and support donation.
within their families, as women are the primary source of information about health and health care in Latinx families. In addition, women, in particular, express greater willingness to register as deceased organ donors [14,19] and are more likely to register, be converted to actual donors, and discuss donation with their families [14,19,20].

Web-Based eLearning Modules
Web-based electronic learning (eLearning) platforms (ie, learning management systems) are highly variable in their features and methods of instruction [38]. Such customizability allows developers to remain sensitive to the practical and cultural needs of the target audience and helps ensure ease of use and engagement with material. Interactive computer- and Web-based public health and patient education trainings [38,39] have successfully addressed the learning needs of older adults [40-42], underserved populations [18,43-48], and those with chronic communicable disease [49], especially when culturally informed [50]. Previous studies employing Web-based interventions with targeted features to effectively train promotoras have demonstrated that eLearning leads to wider reach [51] and impact in Latinx communities [52]. The Office of Minority Health (OMH) of the US Department of Health and Human Services’ creation and promotion of a Web-based training for promotoras about best practices for promoting health in their communities underscores this fact [53].

Promotoras de Donación
We developed the Promotoras de Donación Web-based eLearning module to increase promotoras’ knowledge of organ donation and transplantation and to improve their communication skills and confidence discussing and promoting organ donation with mature Latinas. The feminine form of the term promotor was chosen because most community health workers are female, as are our target audiences. The module is designed to increase rates of donor designation within Latinx communities across the United States and to ultimately reduce disparities in transplantation among Latinxs. This paper describes our development of the Promotoras de Donación eLearning module, including the formative work involved in the module’s development and the module’s theoretical underpinnings. We present the module design, structure, cultural foundations, the results of beta-testing, and the plan for modifying the module in response to the feedback received. The paper concludes with challenges to the development of the module; limitations; and plans to evaluate the module’s direct, indirect, and sustained effects.

Methods

eLearning Module Development

Study Team
The research team comprised Temple University faculty and staff including the principal investigator with expertise in interpersonal health communication and organ donation and transplantation (HG), 2 coinvestigators—a medical anthropologist with expertise in developing culturally targeted interventions in organ transplantation and donation from Northwestern University (EJG) and an internationally recognized expert in deceased organ donation (LS)—a creative coordinator (GPA), a project coordinator (CA and JT), and an undergraduate research assistant (PJK). The Gift of Life Institute, a Philadelphia-based international training center with extensive experience designing and developing Web-based educational programs for donation professionals, aided in curriculum design and module interface development (TD and RN). Textbox 1 illustrates the steps in the module’s development.
Step in module development, implementation, and evaluation.

**Formative research (September 2016–August 2017)**

1. Recruited 4 promotore organizations as community-based partners.
2. Conducted cognitive interviews to develop and refine focus group moderator’s guides.
3. Conducted and analyzed 12 focus group discussions—8 with mature Latinas and 4 with promotoras (N=98).

**Module development (September 2017–August 2018)**

4. Theoretically grounded in Organ Donation Model and Vested Interest Theory.
5. Curriculum development—integrated theories, extant literature, and formative research findings.
6. Script writing—identified didactic and skills-based sections of the module and strategically placed embedded media.
7. Design features developed in consultation with Gift of Life Institute and ensured cultural and linguistic targeting.
8. Filming preparation including hiring and training actors and coordinating with production team.
9. Filming, editing, and embedding content in learning management system.

**Implementation (September 2018–December 2018)**

10. Soft launch for testing with Temple University team.
11. Beta-test (N=10) for acceptability, cultural appropriateness, platform navigability.
12. Integration of beta-test results into final version of module.
13. Assessment of direct effects of module on Promotoras’ (N=40) organ donation attitudes and knowledge, donor registration behaviors, and confidence discussing donation.
15. Assessment of sustained effects of module on Promotoras’ organ donation attitudes and knowledge, donation behaviors, and confidence discussing donation.

We partnered with 4 promotoras organizations representing 3 geographically diverse locales and heterogeneous Latinx populations: the Bexar County Community Health Collaborative (San Antonio, Texas), Enlace Chicago and Centro San Bonifacio (Chicago, Illinois), and Esperanza Health Center (Philadelphia, Pennsylvania). Each site was selected based on established relationships with local promotoras organizations, cost, and representation of Latinxs from different countries of origin. Leadership and promotoras from each organization met virtually with the Philadelphia-based research team on a quarterly basis for updates on study progress and discussion of challenges and next steps. Partners also provided feedback on study processes including recruitment plans and materials, the content of study instruments, Spanish translations, branding, module content, and beta-testing. Promotoras organizations guided the peripheral, evidential, linguistic, and sociocultural strategies employed to ensure the resulting module was culturally targeted and linguistically congruent [54].

**Theoretical Foundation**

*Promotoras de Donación* is theoretically rooted in the Organ Donation Model (ODM) and Vested Interest Theory (VIT). Figure 1 provides a pictorial representation of the module’s theoretical framework. Proposed by Morgan and Miller [55,56], the ODM is grounded in the Theory of Reasoned Action (TRA) and highlights the importance of donation intentions on the act of becoming a designated organ donor. The model posits that attitudes toward and knowledge about organ donation influence designation intentions [55,56]. The model has found support in empirical tests among non-Hispanic whites and, in a slightly modified form, among African Americans [57-60]. In addition, constructs from both Azjen’s Theory of Planned Behavior, a descendent of the TRA, and VIT have been useful in explaining differences in perceptions about living and nonliving organ donation among Hispanics [61].
Figure 1. Theoretical framework of Promotoras de Donación. Organ Donor Model (ODM) Vested Interest Theory (VIT).

VIT similarly delineates the relationships among and between constructs thought to predict donor designation [61]. VIT has been used to help explain the discrepancy between highly positive attitudes toward donation and low rates of donor designation. Specifically, VIT posits that the relationship between donation-related attitudes and low donor designation rates is moderated by perceptions of personal importance (ie, vested interest). VIT delineates 5 dimensions of vested interest: stake (perceived positive and negative consequences associated with a given issue), salience (vividness and accessibility of the issue), self-efficacy (perceived ability to overcome behavioral barriers), certainty (belief that the perceived consequences will be realized), and immediacy (belief in the imminent manifestation of those consequences) [62]. Scholars recommend the application of VIT to understand organ donation designation behaviors, focusing on the first 3 dimensions and indicating that self-efficacy in designating oneself as a donor proved a strong predictor of donor registration [63-65]. We conceptualize VIT constructs of stake, salience, and self-efficacy as representing awareness of the benefits of donation, recognition of the importance of and need for organ donors in the Latinx community, and confidence in making a decision about donation and donor designation.

These theoretical constructs are incorporated throughout the module. Short videos created by the Health Services and Resources Administration’s Division of Transplantation as well as narratives (ie, anecdotal and expert testimony) and statistical messages (ie, data about the need for organ donors) are included to increase and enhance promotoras’ knowledge and attitudes toward organ donation and donor designation. To increase self-efficacy, the module demonstrates the skills needed to introduce and manage platicas about organ donation through videos that model such discussions. VIT constructs are included in illustrations of the discrete skills needed to effectively present the need for Latinx donors (salience), articulation of the benefits of donation (stake), and presentation of instructions for donor registration (self-efficacy).

Module Structure and Curriculum

Promotoras de Donación was designed to be a highly engaging and interactive online learning experience (see Figure 2). Interactivity is an essential feature of learning in online environments and can support the pace at which the content is presented and enacted, development of associations between existing knowledge and acquisition of new information, reinforcement and refinement of newly acquired skills, guidance through the content learned, and enjoyment of the educational experience [66-68]. In addition, we accommodated multiple learning styles by incorporating a variety of pedagogic approaches into the module. For instance, written information and narration is accompanied by a public educational video promoting organ donation by depicting a canine pet following the deceased owner’s transplanted heart to another person [69]; a video describing the organ donation process [70]; an animated video of how to register as an organ donor; a true/false activity; and video testimonials from a donor mother, a liver transplant recipient, and a transplant expert. See Multimedia Appendix 1 for snapshots of its general elements.
Produced in Spanish (with English subtitles), the module was designed to achieve 3 specific learning objectives. After completing the module, we anticipated that learners would (1) demonstrate high levels of knowledge of organ donation and donor designation; (2) confidently engage members of their community in conversations about organ donation; and (3) effectively persuade individuals to designate themselves as posthumous organ donors via a donor card, drivers’ license, or online registry. Guided by a female narrator (narradora), the module originally comprised 6 sections (secciones): (1) introduction to organ donation and transplantation, (2) how to register as an organ and tissue donor (3) how to talk with others about organ and tissue donation, (4) a true/false activity, (5) how to promote donor registration, and (6) conclusion. Table 1 lists the subjects covered within each section and the embedded media before the final version of the module after beta-testing.

The curriculum consists of 2 components: a skills-based communication component and a didactic educational component. The communication skills needed to effectively discuss donation and share educational content were modeled in videos depicting a promotora leading a platica about organ donation and transplantation and promoting donor registration (see Figure 3). We employed and trained 7 promotoras from our local partnering organization to portray the roles of the promotora and platica attendees. In collaboration with the partnering organizations, scripts were developed to train the promotora actors and incorporate cultural concerns revealed in the formative focus group discussions throughout the module. The actors were trained weekly in October and November 2017, and the videos were filmed in December 2017. The videos and activities were edited, rendered, and embedded within a learning management system hosted by the Gift of Life Institute.

The skills-based component provides instruction on the communication skills needed to effectively engage participants during platicas about organ donation. To be effective communicators, promotoras must acquire the skills needed to discuss organ donation and promote donor designation and be motivated to use the skills [71,72]. The platicas depicted in the module are intended to model these skills and build communication self-efficacy or confidence in starting the discussion about donation, addressing concerns raised by attendees, and promoting the act of donor designation using persuasive but noncoercive language. In addition, the program trains promotoras to exercise communicative tasks such as broaching the topic of organ donation, providing basic information, highlighting the benefits of donation to society, emphasizing the need for Latinx donors, promoting and addressing concerns about donor designation, providing instruction on how to register as an organ donor, answering questions, and closing the discussion.
Table 1. Promotoras de Donación module content.

<table>
<thead>
<tr>
<th>Section and content</th>
<th>Embedded media</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Section 1: Introduction to Organ Donation and Transplantation</strong></td>
<td></td>
</tr>
<tr>
<td>Review of learning outcomes</td>
<td>Argentinian PSA(^a) depicting an older man and his dog</td>
</tr>
<tr>
<td>Benefits of donation to donor, recipient, donor family, society</td>
<td>HRSA(^b) Video “Organ Donation and Transplantation: How Does it Work?”</td>
</tr>
<tr>
<td>Information on the need for donors, the national transplant waiting list, the donation process</td>
<td>__(^c)</td>
</tr>
<tr>
<td><strong>Section 2: How to Register as an Organ and Tissue Donor</strong></td>
<td></td>
</tr>
<tr>
<td>Information on how to register as an organ donor and the importance of family discussion about donor designation</td>
<td>Testimonial: Latinx organ recipient</td>
</tr>
<tr>
<td><strong>Section 3: How to Talk to Others About Organ and Tissue Donation</strong></td>
<td></td>
</tr>
<tr>
<td>How to prepare for a platica</td>
<td>Platica dramatization</td>
</tr>
<tr>
<td>Communication skills: assess existing knowledge, ask open-ended and probing questions, provide factual information, correct myths and misinformation, and invite questions</td>
<td>Testimonial: transplant physician</td>
</tr>
<tr>
<td>Addressing myths: medical negligence, irreversibility of brain death, moral failure of organ recipient, undocumented immigrant eligibility, religious objections, black market organ trafficking</td>
<td>Testimonial: Latina mother of a deceased donor</td>
</tr>
<tr>
<td>How to converse with the family about end of life decisions</td>
<td>__(^d)</td>
</tr>
<tr>
<td><strong>Section 4: A True/False activity</strong></td>
<td></td>
</tr>
<tr>
<td>Statements concern: medical negligence, prohibitive religious beliefs, prohibitive age and illness status, donation costs, infringed funeral wishes, ineligibility of the undocumented person, precedence of advanced directives</td>
<td>True/False activity</td>
</tr>
<tr>
<td><strong>Section 5: How to Promote Donor Registration</strong></td>
<td></td>
</tr>
<tr>
<td>Communication skills: gauging support, emphasize importance, correct myths and misinformation, support individual choice, remain nonjudgmental, provide instruction on how to register</td>
<td>Second part of platica dramatization</td>
</tr>
<tr>
<td>Methods of donor designation: DMV(^d), online, a donor card</td>
<td>__(^e)</td>
</tr>
<tr>
<td>Addressing common reasons people do not designate</td>
<td>__(^e)</td>
</tr>
<tr>
<td>How to close the platica</td>
<td>__(^e)</td>
</tr>
<tr>
<td><strong>Section 6: Conclusion</strong></td>
<td></td>
</tr>
<tr>
<td>Reminder to revisit Promotoras de Donación as needed</td>
<td>__(^e)</td>
</tr>
</tbody>
</table>

\(^a\)PSA: public service announcement.  
\(^b\)HRSA: Health Resources and Services Administration.  
\(^c\)Not applicable.  
\(^d\)DMV: Department of Motor Vehicles.

The didactic component provides basic information about organ donation and transplantation and the need for donors in the Latinx community. It also addresses concerns about organ donation and donor designation commonly shared by the target population, as revealed through the extant literature and a series of 12 focus groups we conducted with promotoras (n=37) and older Latinas (n=61) to inform the module’s development [73]. Focus group participants reported myths and misinformation about organ donation, medical mistrust, and family aversion of discussing sensitive topics as some of the major barriers to organ donation and donor designation. Participants also acknowledged the need for transplantable organs and increased education about the topic within Latinx communities.

The didactic component featured several topics during the dramatized platicas. Platica attendees asked about stories they heard about the black market, beliefs about health care providers doing less to save the lives of designated organ donors, worries about the incompatibility of organ donation and religious beliefs, the impact of being undocumented immigrants on the ability to receive a transplant, and how to handle discussions about organ donation with family members. The module depicts the promotora skillfully and thoughtfully responding to the attendees’ questions and fears about organ donation in Latinx communities and drew on their shared experiences and cultural concerns to deliver information about organ donation and to promote donor designation. The true/false activity was designed to test retention of and reinforce the information provided throughout the module.
A primary goal of module development was ensuring its cultural appropriateness and receptivity by the target population. Throughout the scriptwriting and postproduction process, Spanish-speaking Latinx consultants and our Latinx community partners offered guidance to ensure that the module and its content were realistic, culturally targeted, and linguistically congruent [46]. Our collaborators helped to refine the dialog and educational material by providing insight on focus group data reflecting cultural beliefs and myths about donation. Promotora actors represented different Latin American countries and accents to model realistic donation discussions that reflect the variety of Latinx nationalities represented in the United States. The module’s script also incorporated specific statistics about the need for donors in the Latinx community. Table 2 details the specific design and content features that were included to ensure the module’s cultural and linguistic appropriateness [55].

A certificate of completion is provided upon module conclusion. The Promotoras de Donación module is accompanied by an Educator’s Manual containing a list of potential discussion topics, commonly asked questions about donation and their answers, and sample language to sensitively correct myths about donation.

Table 2. Strategies for achieving cultural and linguistic appropriateness.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Design feature</th>
<th>Content feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peripheral</td>
<td>Branding and color schema</td>
<td>Use of Latina narrator (narradora)</td>
</tr>
<tr>
<td>Evidential</td>
<td>_a</td>
<td>Videos and testimonials from Latina organ recipient, donor family, and transplant physician</td>
</tr>
<tr>
<td>Linguistic</td>
<td>—</td>
<td>Spanish with English subtitles; available Spanish on screen text</td>
</tr>
<tr>
<td>Constituent involving</td>
<td>Feedback from promotoras and leadership from promotora organizations</td>
<td>Integrated feedback from promotoras and leadership from promotora organizations, promotoras as module actors</td>
</tr>
<tr>
<td>Sociocultural</td>
<td>—</td>
<td>Module addresses commonly cited myths about organ donation found in literature and focus group data</td>
</tr>
</tbody>
</table>

Nota: Not applicable.
Beta-Testing

Procedure
The original version of the module was timed at 1 hour, 14 min, and 29 seconds. The module underwent beta-testing from September 17, 2018, to October 12, 2018. Beta-testing involved full navigation of the module and completion of a postmodule questionnaire measuring user experience and soliciting feedback for improvement. A total of 10 people participated in beta-testing including 3 members of the leadership teams at partnering promotoras organizations, 6 promotoras, and 1 partnering organization administrator. Promotoras participating in beta-testing were compensated with a US $25.00 gift card.

Survey
The beta-test questionnaire comprised 40 questions evaluating perceptions of the module; cultural sensitivity; platform navigability; and sociodemographics including job role, length in job role, and preferred language spoken at home. See Multimedia Appendix 2 for the beta-test questionnaire.

Perceptions of the module were assessed through 13 5-point Likert questions (1—strongly disagree; 5—strongly agree) ascertaining organization, length, realism, and interest in the material covered. Cultural competency was assessed through 5 4-point Likert-type questions (1—strongly disagree; 4—strongly agree) adapted from the Cultural Sensitivity Assessment Tool [74]. Participants were asked to assess website and module navigability using 5 4-point Likert-type questions (1—strongly disagree; 5—strongly agree) adapted from the Informational Fit-to-Task Items [75].

Participants were then asked to identify which segments (ie, true/false activity and testimonials) could be shortened or removed through 8 3-point Likert-type questions (1—definitely remove; 3—definitely do not remove). A single 5-point Likert-type item measured respondents’ rating of the overall quality of the module (1—poor; 5—excellent). The questionnaire ended with 5 open-ended questions that asked respondents to indicate suggestions for improving the training program, features that were missing or did not feel right, the most important message for people unfamiliar with the topic of organ donation and transplantation, and the most and least liked aspects.

Results

Quantitative Results
Most beta-testers spoke Spanish and English equally at home (7/10) and identified as promotoras (6/10); the remaining 4 were leadership from the 4 partnering organizations. Most respondents somewhat or strongly agreed that the information presented was novel (7/10), felt the module activities helped them learn (9/10), enjoyed module activities (9/10), felt ready to teach others about organ donation and transplantation after viewing the module (8/10), would recommend this training to other promotoras (9/10), and felt the module was too long (6/10). Most respondents (9/10) agreed or strongly agreed that the module was free from stereotypes about the Latinx community, that the people in their community would believe the messages in the module were from credible sources, and that the messages in the module address commonly shared organ donation and organ transplantation myths in the Latinx community. Regarding website navigability, all respondents disagreed with the statement, “the website was too complex”; all respondents agreed or strongly agreed that the website was easy to use and that they liked the look and feel of the website. Most respondents (9/10) disagreed that the words, phrases, and expressions used in the module were too technical for the average promotora, and most respondents (8/10) agreed or strongly agreed that promotoras would find the website easy to use.

Half of the respondents (5/10) suggested removing the true/false activity, and 40% (4/10) of the respondents suggested removing the interview with a transplant expert. Most (8/10) respondents recommended definitely not removing the segments describing personal experiences with donation (mother of an organ donor) and transplantation (liver transplant recipient).

Qualitative Results
In addition to scale items, responses to open-ended questionnaire questions provided rich, contextualizing data suggesting improvements to the original module. Table 3 presents the qualitative questions and a selection of corresponding responses. We gleaned several lessons from themes emerging from the open-ended responses. First, although beta-testers stated the module was informative and interactive, most found the module to be too lengthy and offered suggestions on content that could be shortened or edited out. Moreover, they noted that the most important messages of the module included life-saving opportunities of organ donation and the need for Latinx donors; they also liked the testimonials included in the module.
Table 3. Selected responses to open-ended questions.

<table>
<thead>
<tr>
<th>Open-ended question</th>
<th>Selected responses</th>
</tr>
</thead>
</table>
| Please use the space below to write down any suggestions on ways to improve the training program. | • “This was very well done. I learned a lot and registered as an organ donor right at the beginning after the video with the dog.”
• “I wouldn’t entirely remove the videos with the doctor and the mother who lost her son, but would recommend cutting them down. I’d also cut down some of the conversation led by the promotora. That section was definitely too long.”
• “The module is very well done, with interesting ways to present the topics and with several personal stories. I did not feel that it was boring. To improve it, I wonder if there is any way to connect the promotors [sic] with a local organization if they want to learn more or become more involved in this area.” |
| What, if anything, was missing or did not feel right for you in this module?         | • “I can’t think of anything really. There was just the length that was way too long for me.”
• “I was not sure if the promotora was saying “trAnsplante” or “trasplante”. The correct pronunciation would be trasplante for a transplant.” |
| What do you think is the most important message in this video for people who are unfamiliar with the topic of organ donation and transplantation? | • “One person can make a difference.”
• “That organ donation/transplantation saves lives and is definitely something to consider and talk to others about.”
• “The video explains the importance of organ donation in the Latino community and the need that exists in the community of more Latino organ donors.”
• “The myths. The amount of persons a donor can help and tissue, skin, etc. donations” |
| What did you like most about the module?                                             | • “I like that the module is interactive and presents the information in several ways.”
• “The information that older people [can be] included as donors.”
• “The real people interviews.”
• “The participation of the people in the talk and the confidence that the promoter gave.”
• “Informative in a relaxed, friendly environment” |
| What did you like least about the module?                                             | • “A lot of explanations from the host... some of the content was then repeated in the videos (e.g., about how to register as an organ donor).”
• “It needs to be cleaned up a bit to be a bit shorter:” |

Discussion

Principal Findings

Promotoras de Donación is the first online training program about organ donation designed specifically for promotoras. We employed a rigorous process to develop this eLearning module. Specifically, following well-established guidelines, we incorporated findings from the extant literature research on organ donation beliefs among Latinx Americans, relied on established theories for guidance, and engaged promotoras and leadership from promotora organizations for advice and feedback throughout the process. As no research had yet examined the knowledge of and attitudes toward organ donation and transplantation or the act of donor designation among either promotoras or mature Latinas—our target audiences—we conducted a series of focus group interviews to elicit this information [74]. The findings of the group interviews were integrated in the design and content of the module. The result was the creation of an empirically and theoretically based, culturally and linguistically appropriate eLearning module designed through a collaborative partnership with promotoras and promotora organizations.

Beta-testing offered valuable feedback about user experience, acceptability, and content. To prepare the module for implementation and evaluation, we made several modifications. For example, we modified the module by increasing the font size for the true/false activity, enabling sensible advancement to subsequent sections for ease of module progression, including removing numbered sections on the menu bar, adding English subtitles, and disabling user manipulation of the progress bar. To reduce module length, we edited testimonials from the mother who had donated her deceased son’s organs and the transplant expert. We moved the animation depicting 3 ways to donate and the true/false activity to appear on the homepage after module completion as supplemental, rather than required material. After revisions, the Promotoras de Donación module lasts 1 hour, 3 min, and 38 seconds, with 7 min and 49 seconds of supplemental content. Table 4 provides a comparison of the original and final versions of the module.
Table 4. Design elements in original and final versions of the module.

<table>
<thead>
<tr>
<th>Design element</th>
<th>Original version</th>
<th>Final version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subtitling</td>
<td>Absent</td>
<td>• Added in English with transcript of script available at all times in a togglable tab</td>
</tr>
<tr>
<td>Advancement through the module</td>
<td>Unclear and confusing numbering</td>
<td>• Logical numbering of each section • Explicit instructions to progress through module</td>
</tr>
<tr>
<td>Progress bar</td>
<td>User able to manipulate</td>
<td>• Disabled ability to manipulate</td>
</tr>
<tr>
<td>Older man and the dog video</td>
<td>Section 1</td>
<td>• No change</td>
</tr>
<tr>
<td>HRSA video: “Organ Donation and Transplantation: How Does it Work?”</td>
<td>Section 1</td>
<td>• No change</td>
</tr>
<tr>
<td>Testimonial: Latinx organ recipient</td>
<td>Section 2</td>
<td>• No change</td>
</tr>
<tr>
<td>Platica dramatization</td>
<td>Sections 3 and 5</td>
<td>• Appear closer together in sections three and four</td>
</tr>
<tr>
<td>Testimonial: transplant physician</td>
<td>Section 3</td>
<td>• Retained in section three but tailored testimonial to address concerns of a black market to reduce length</td>
</tr>
<tr>
<td>Testimonial: Latina mother of a deceased donor</td>
<td>Section 3</td>
<td>• Retained in section three but reduced in length</td>
</tr>
<tr>
<td>True/False activity</td>
<td>Section 4</td>
<td>• Removed from module and included as a supplemental activity • Font sized increased</td>
</tr>
<tr>
<td>Three ways to donate animation</td>
<td>Embedded within the module</td>
<td>• Removed from module and included as a supplemental activity</td>
</tr>
</tbody>
</table>

*HRSA: Health Resources and Services Administration.

Next Steps

The module is currently undergoing evaluation of its direct, indirect, and sustained effects. In the first phase of evaluation, we will recruit 40 promotoras (10 per partnering site) to complete the Promotoras de Donación module and associated pre- and postsurveys. The presurvey will be administered before participants are given access to the module, and the postsurvey will be administered upon module completion; both surveys have been translated into Spanish and will be administered online via Qualtrics. The surveys assess changes in organ donation knowledge and attitudes and confidence communicating about and promoting the act of donor designation.

After completing phase 1, the same promotoras will be invited to enroll in the second phase of the evaluation, conducted to test the indirect effects of the module on mature Latinas’ organ donation knowledge, attitudes, and intentions to register as posthumous organ donors. Specifically, trained promotoras will lead 2 platicas in their respective communities with up to 8 mature Latinas in each session. Before leading the platicas, participating promotoras will be apprised of the study protocols and trained in human subject’s protections. Promotoras will administer anonymous paper-pencil surveys to mature Latinas before beginning the discussion and before attendees leave the platica.

To measure the module’s sustained impact on promotoras’ organ donation knowledge and attitudes as well as communication confidence, participating promotoras will complete self-administered surveys before leading their first platica and after completing both. If the intervention demonstrates significantly increased rates of donor designation, our Web-based training will be disseminated widely to promotoras organizations across the United States and a petition will be made to the HHS OMH to include the module in its existing eLearning program for Promotores de Salud [53].

Challenges

Several challenges arose in the development of Promotoras de Donación module. Reliance on multiple sources (ie, focus groups, partner organizations, and beta-testers) for input on module content and format increased module production and revision time frames. Although the feedback was critical to ensure the cultural appropriateness and relevance of the module for the target population, we underestimated the time needed to solicit, review, and incorporate feedback from every collaborating partner. Turnover in staff also contributed to the delays. Our original creative coordinator, who was a fluent Spanish speaker with advanced training in research, resigned necessitating the search for Spanish-speaking consultants in each state to facilitate the focus groups and analyze the resulting data. We also lost 2 study coordinators during critical periods of module development—the first was during finalization of the original version and the second was just before final modifications were made. Other researchers developing similar community-based eLearning interventions would do well to anticipate longer production timetables by adding 2 to 3 months before the launch of the intervention.
The decision to incorporate multiple sources of feedback on the module’s content also led to a longer overall running time than was originally planned. Although the final version of Promotoras de Donación was shortened by making original components supplemental, the module still lasts over 63 min in its final form with close to 8 min of supplemental material. This is considerably longer than initial plans of an approximately 20 to 30 min eLearning module. Even though we have yet to see if the increased length of the module will have any demonstrable impact on participant’s experience and satisfaction, the substantial increase in content required additional time for editing, additional hosting space to accommodate the size of media files, and troubleshooting with the Gift of Life Institute’s technological capabilities.

Conclusions
Promotoras de Donación is a novel, culturally targeted intervention firmly grounded in theory, extant literature, and formative research. In response to a lack of knowledge of organ donation and low willingness to register as a posthumous organ donor among Latinxs, the module aims to engender more favorable attitudes toward organ donation, improve knowledge levels, and build confidence discussing donor designation among promotoras as means of increasing registration rates within Latinx communities. The results of our beta-testing demonstrated strong user acceptability of the platform and the content. Furthermore, the module may be dispersed to Latinx communities across the nation at low cost and has considerable potential to increase the number of Latinx registered as deceased organ donors, thus helping to reduce the ongoing national shortage of transplantable organs.
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Abstract

Background: Tools for app- and Web-based self-testing for identification of cognitive impairment are widely available but are of uncertain quality.

Objective: The objective of this study was to undertake a scoping review of app- and Web-based self-tests for cognitive impairment and determine the validity of these tests.

Methods: We conducted systematic searches in electronic databases, including Google search, Google Play Store, and iPhone Operating System App Store, using the search terms “Online OR Internet-based AND Memory OR Brain OR Dementia OR mild cognitive impairment OR MCI AND Test OR Screen OR Check.”

Results: We identified 3057 tools, of which 25 were included in the review. Most tools meeting the inclusion criteria assessed multiple cognitive domains. The most frequently assessed domains were memory, attention, and executive function. We then conducted an electronic survey with the developers of the tools to identify data relating to development and validation of each tool. If no response to the survey was received, Google (to identify gray literature), Google Scholar, and Medical Literature Analysis and Retrieval System Online were searched using key terms “(name of developer, if available)” AND “(the name of the tool)” to identify any additional data. Only 7 tools had any information concerning psychometric quality, and only 1 tool reported data on performance norms, reliability, validity, sensitivity, and specificity for the detection of cognitive impairment.

Conclusions: The number of cognitive self-assessment electronic health tools for cognitive impairment is increasing, but most are of uncertain quality. There is a need for well-validated tools and guidance for users concerning which tools provide reliable information about possible cognitive impairment that could warrant further investigation.

(J Med Internet Res 2020;22(1):e14551) doi:10.2196/14551
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telemedicine; eHealth; mHealth; dementia; mild cognitive impairment; self-assessment
Introduction

Background
By 2050, the number of people living with dementia is expected to increase to 152 million globally [1]. In many areas of the world, dementia remains underdiagnosed. For example, in many high-income countries, less than half of the people living with dementia receive a formal diagnosis [2]. In low- and middle-income countries (LMICs), less than 10% of the people with dementia receive a formal diagnosis [1,3-5]. Raising awareness of dementia and self-detection of cognitive decline have the potential to increase the diagnosis rate, thereby fostering appropriate support for people with dementia. Self-detection may also facilitate earlier diagnosis, a critical aspect of dementia care [6]. Several national policies relating to dementia have prioritized the need to increase the diagnosis rate and ensure a timely diagnosis of dementia [6]. Self-testing for cognitive impairment, via app- or Web-based tools, may support these aspirations by identifying people who may be developing cognitive impairment and by directing them to appropriate health and social care support services.

Electronic medical and mental health information and services (referred to as electronic health [eHealth]) are increasingly delivered through the internet [7]. eHealth tools include app- and Web-based tools that can screen individuals who are at risk and/or offer self-help intervention or clinical referrals for various health conditions [8]. Dramatic increases in access to and use of internet and mobile phone technology have supported the development of eHealth technology. In 1995, only 1% of the global population had an internet connection [9]. In 2019, this percentage had increased to 56.3% [10]. The majority of the worldwide population that previously did not have access to a computer or a fixed-line telephone now has mobile phones [11]. In Europe, there has been a 583% growth in internet usage between the years 2000 and 2019; over 85% of the population now has access to the internet [10].

The potential benefits of eHealth apps include improvements in health safety, improved health care efficiency and effectiveness, reduced costs, improved decision making (eg, in reaching a diagnosis), access to remote clinicians, and medical error reduction [12]. The potential benefits of eHealth apps are substantial, but there is also potential for harm. The quality, safety, and effectiveness of the majority of the proliferating eHealth apps are unknown (eg, study by Eng and Lee [13]). Health professionals have often not been involved in the development of eHealth tools, and the tools have frequently been developed without appropriate validation [14-17]. Uncertainty in the quality of eHealth tools is worrisome in relation to tools for self-identification of cognitive impairment indicative of dementia. Furthermore, if not properly validated, there is a risk of false-positive identification that may cause needless anxiety or false-negative identification that can result in a diagnosis of dementia being missed. Formal studies are urgently needed to establish the potential benefits and mitigate the harms of mobile health (mHealth) technology.

Objectives
This review aimed to identify and assess (1) the numbers, availability, and characteristics of app- and Web-based self-assessment tools for cognitive impairment and (2) the psychometric quality of these tools to inform their future development for self-assessment of cognitive impairment.

Methods

Design
A systematic search was conducted between May 2017 and May 2018 by researchers at the University of Manchester, United Kingdom. We identified Web-based tools through the Google search engine and mobile phone and tablet apps through Google Play and the iPhone Operating System (iOS) App Store. The search terms we used were “Online OR Internet-based AND Memory OR Brain OR Dementia OR mild cognitive impairment OR MCI AND Test OR Screen OR Check.” We searched the iOS App Store and Google Play using the same search terms as in Google search, with the exception of the “online” and “internet-based” search terms. We screened the first 100 results we identified in each search for relevance according to the inclusion or exclusion criteria. Around 75% of clicks are in relation to the first 20 hits obtained [18]. We evaluated the first 100 results as a liberal criterion to capture all the research results that users would likely encounter. We completed a follow-up search in November 2018 and a further follow-up search in February 2019 to check that the tools identified in the first search were still available on the Web.

Inclusion and Exclusion Criteria
A tool was suitable for inclusion if it (1) was designed to be a self-administered cognitive tool, (2) was hosted on the Web or as a mobile phone app, (3) was a tool intended for detection and/or assessment of (all cause) dementia and/or mild cognitive impairment (MCI), and (4) is available for free or at a low cost (£5). A sum of £5 was chosen as an upper limit for cost to select tools that are readily available and are within the average price range for mobile apps [19]. Games; puzzles; brain training apps; IQ; vocational, or academic achievement tools; tools for specific learning disability (eg, dyslexia); or tools that estimate future risk of dementia based on lifestyle factors were excluded as these tools do not measure current cognitive ability.

The first reviewer screened all titles obtained through each search, identifying candidate tests for inclusion. The second reviewer then screened 10% of the titles to ensure consensus opinion. Both reviewers held PhDs in cognitive psychology. Both reviewers evaluated all tools identified against the inclusion criteria, and in instances of disagreement, the third reviewer acted as an arbitrator and decided whether the tool met the criteria for inclusion.

Survey of Psychometric Quality
We identified a point of contact for the owner or developer of each tool from the respective apps or websites and sent an email invitation to complete an electronic survey about the tool. The survey was adapted from a postal survey of tests or batteries for assessment of MCI [20]. We obtained permission to adapt
the survey from the author of the original version. The survey contained questions about the content of the tool (i.e., the cognitive domains it assesses), the duration of the test, normative data, and whether validity and reliability have been established (see Multimedia Appendix 1).

We collected the survey data over a 3-month period. In week 1, we sent out a covering email and survey link to the points of contact identified for each tool. In the subsequent 4 weeks, we sent weekly follow-up emails to those who had not responded and fortnightly reminder emails thereafter. Those who had not responded after 12 weeks were not contacted any further. For those tools for which we received no response to the survey or for which we could not identify and/or contact the owner of the tool, we conducted supplementary searches. Supplementary searches were run on Google (for gray literature), Google Scholar, and Medical Literature Analysis and Retrieval System Online (for published or peer-reviewed articles) to identify information relating to the development and validation of each tool. The search terms used were the name of developer (if available) AND the name of the tool. We screened the first 100 results, sorted by relevance. We then downloaded relevant titles and Web pages and saved the Web page links or relevant papers. Finally, we extracted data relating to the development and validation of each tool from the material we had identified in supplementary searches using a data entry table based on the same parameters of the survey questionnaire.

Results

Search Findings

We identified 3057 tools (apps and websites) after searching Google search (n=1205), Google Play (n=1201), and iOS App Store (n=651; Figure 1). The initial search identified 39 tests that fit the inclusion criteria. After a follow-up search in May 2018, we removed 3 tools after we found that they had been removed from their respective app stores, leaving us with 36 tools. We sent the survey to 32 out of the 36 tools identified. For 4 tools, we were unable to identify a contact email or emails could not be delivered, and so we were unable to contact the test developers. After the survey had been completed, 1 extra tool was added as a test developer indicated its existence, resulting in 37 tools. Follow-up searches revealed that 12 tools had been removed from their app stores, leaving 25 tools included in the review (Table 1). After sending out the online survey, we obtained responses for 9 tools. Subsequently, we obtained information for 4 additional tools through supplementary searches (see Figure 2).

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram indicating the app or tools search and screening process.
Table 1. Cognitive domains assessed by each app- and Web-based cognitive tool.

<table>
<thead>
<tr>
<th>Test name</th>
<th>Platform</th>
<th>Attention</th>
<th>Memory</th>
<th>Executive function</th>
<th>Visual spatial ability</th>
<th>Other</th>
<th>Not available</th>
</tr>
</thead>
<tbody>
<tr>
<td>BrainTest (electronic Self-Administered Gerocognitive Examination)</td>
<td>1&lt;sup&gt;a&lt;/sup&gt; and 2&lt;sup&gt;b&lt;/sup&gt;</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>BrainCheck</td>
<td>1</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>MemTrax–The Online Memory Screening Test (free version)</td>
<td>1</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>MemTrax Proprietary</td>
<td>1</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Self-Assessment of Cognition</td>
<td>1</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Husketest</td>
<td>1 and 3&lt;sup&gt;e&lt;/sup&gt;</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Dementia Screener</td>
<td>2</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>DANA&lt;sup&gt;f&lt;/sup&gt; Brain Vital</td>
<td>2 and 3</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DANA Modular</td>
<td>2 and 3</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cogniciti</td>
<td>1</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Savonix Mobile</td>
<td>2</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Imprint Memory Assessment</td>
<td>1</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Memory Quiz</td>
<td>1</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Dementia Test</td>
<td>1</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>RateMyMemory</td>
<td>1</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Daily Mail Dementia Quiz</td>
<td>1</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Cognitive Function Test</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>The Cleveland Clinic Brain Check-Up</td>
<td>1</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Mindcrowd</td>
<td>1</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>MyBrainTest</td>
<td>1</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Memory Health Check</td>
<td>1</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>On Memory</td>
<td>1</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Psychology Today Memory Test</td>
<td>1</td>
<td>—</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Brainlab Cognition</td>
<td>3</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Dementia Test–Risk Calculator of Dementia</td>
<td>3</td>
<td>✓✓✓✓✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>MMSE&lt;sup&gt;g&lt;/sup&gt;</td>
<td>2</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>8</td>
<td>21</td>
<td>6</td>
<td>2</td>
<td>7</td>
<td>3</td>
</tr>
</tbody>
</table>

<sup>a</sup>1 signifies Google search.

<sup>b</sup>2 signifies Google Play Store.

<sup>c</sup>Assessed domain.

<sup>d</sup>Data not assessed/data not available.

<sup>e</sup>3 signifies iPhone Operating System App Store.

<sup>f</sup>DANA: Defense Automated Neurobehavioral Assessment.

<sup>g</sup>MMSE is not related to the Mini–Mental State Exam [20]
We identified 17 of the 25 tools from searching Google search, 2 by searching the iOS platform, 4 by searching Google Play, 1 was identified both in Google search and Google Play, and 1 in Google Play and iOS platform (Table 1). The time of test completion was reported to range from 1.5 min to 30 min. One of the Web-based cognitive tools (BrainTest [Electronic Self-Administered Gerocognitive Examination; eSAGE] tool [21]) was the digital version of the Self-Administered Gerocognitive Examination (SAGE) [22]. Most of the tools purported to assess multiple cognitive domains (Table 1). The most frequently assessed cognitive domain was memory (tested by 21 tools), then attention (8 tools), followed by executive function (6 tools). Cognitive domains that were less frequently assessed (the Other category) included orientation, language, fluency, and reaction time. If the cognitive domains tested by an included tool were not explicitly stated or could not be identified by reading the instructions of the tool, it was reported in Table 1 as not available.

A total of 6 survey respondents provided information concerning the collection of normative data, reliability, validity, and sensitivity/specificity for the detection of cognitive impairment (Table 2). We identified psychometric data only for 1 additional test in supplementary searches. For the rest of the tests, no psychometric data were available.
### Table 2. Summary of availability of psychometric test data.

<table>
<thead>
<tr>
<th>Test name</th>
<th>Normative data</th>
<th>Reliability</th>
<th>Validity</th>
<th>Sensitivity and specificity&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>BrainTest (electronic Self-Administered Gerocognitive Examination) [21]</td>
<td>✓✓✓✓✓</td>
<td>✓</td>
<td>✓</td>
<td>✓✓✓✓✓✓</td>
</tr>
<tr>
<td>BrainCheck [23]</td>
<td>✓✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>MemTrax–The Online Memory Screening Test (free version) [24]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>MemTrax Proprietary [24]</td>
<td>✓✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Self-Assessment of Cognition [25]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Husetest [26,27]</td>
<td>✓✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Dementia Screener [28]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>DANA&lt;sup&gt;e&lt;/sup&gt; Brain Vital [29]</td>
<td>✓✓</td>
<td>✓</td>
<td>✓</td>
<td>✓✓✓✓</td>
</tr>
<tr>
<td>DANA Modular [30]</td>
<td>✓✓</td>
<td>✓</td>
<td>✓</td>
<td>✓✓✓</td>
</tr>
<tr>
<td>Cogniciit [31]</td>
<td>✓✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Savonix Mobile [32]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Imprint Memory Assessment [33]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Memory Quiz [34]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Dementia Test [35]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>RateMyMemory [36]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Daily Mail Dementia Quiz [37]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Cognitive Function Test [38]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>The Cleveland Clinic Brain Check-Up [39]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Mindcrowd [40]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>MyBrainTest [41]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Memory Health Check [42]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>On Memory [43]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Psychology Today Memory Test [44]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Brainlab Cognition [45]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Dementia Test–Risk Calculator of Dementia [46]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>MMSE&lt;sup&gt;f&lt;/sup&gt; [47]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>

<sup>a</sup>To detect dementia or mild cognitive impairment.

<sup>b</sup>One tick indicates data reported to be in preparation.

<sup>c</sup>Two ticks indicate data currently available.

<sup>d</sup>A cross indicates no data available or no response.

<sup>e</sup>DANA: Defense Automated Neurobehavioral Assessment.

<sup>f</sup>MMSE is not related to the Mini–Mental State Exam [20].

### BrainTest (Electronic Self-Administered Gerocognitive Examination)

BrainTest is based on the SAGE [22], a brief cognitive assessment for identification of MCI and early dementia. Developers reported that they expected to have normative data by the end of 2019. Spearman correlations between eSAGE with SAGE ($r_s=0.88$), Montreal Cognitive Assessment (MoCA; $r_s=0.76$), and Mini-Mental State Examination (MMSE; $r_s=0.67$) were strong, demonstrating high convergent validity. The developers found no difference between the eSAGE and SAGE with regard to sensitivity or specificity in differentiating people without dementia (MCI or normal) from those with dementia [48]. The sensitivity and specificity of eSAGE were 90% and 87%, respectively, for differentiating dementia from normal cognition and were 90% and 75%, respectively, for differentiating MCI from dementia [48]. eSAGE reportedly had 90% specificity and 71% sensitivity in differentiating those with cognitive impairment (MCI and dementia) from those with normal cognitive function [48]. The developers of BrainTest reported that data on the test-retest reliability of eSAGE were available; however, they did not share or identify any information on reliability.
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BrainCheck

BrainCheck offers a collection of neurocognitive tests intended to track cognitive health over time. According to its developers, BrainCheck has a normative database that contains more than 20,000 test results, but they did not provide any further details. BrainCheck had high 7-day test-retest reliability, with correlation coefficients ranging from 0.6 to 0.9 by subtest. The BrainCheck website reported data on sensitivity and specificity of identifying traumatic brain injury versus normal cognition [49], but no data with regard to dementia or MCI were reported. BrainCheck developers reported that a publication was underway reporting the validity of BrainCheck in relation to dementia.

MemTrax

MemTrax is a test of recognition memory that is intended for early detection of memory problems that may be indicative of dementia. Normative data are reportedly available for the proprietary version of the MemTrax test. In a 2011 validation study, the developers gathered data from 868 individuals from 25 sites (including community events, senior citizen centers, and retirement living communities in the San Francisco Bay Area). The age range of participants was 40 to 97 years; 68.7% were female with formal education ranging from 6 to 21 years [50]. Recognition memory declined with age, and the decline was accompanied with a greater than 3-fold increase in variability over the age range. Individuals with more than 13 years of education had higher scores than those with fewer years of formal education [50]. The developers reported that test-retest reliability and convergent validity data for MemTrax (vs MoCA) [51] were being collected.

Self-Assessment of Cognition

Self-Assessment of Cognition (SAC) is a brief cognitive screening tool designed to give older adults and their health care professionals information about memory and cognitive functioning. The developers reported that SAC has normative data from a combined sample of 206 residents of long-term care facilities for older adults (manuscripts for both studies were reportedly in preparation). The developers reported that they are collecting reliability and validity data.

Husketest

Husketest is a multiple-choice picture recognition test. The developers of Husketest reported that they collected normative data from 795 individuals with an age range of 4 to 86 years. They also reported small effects of education and age on performance and that the test suffers from a ceiling effect, which may limit the sensitivity of the test. The developers provided no further details.

Defense Automated Neurobehavioral Assessment Modular

This US Food and Drug Administration (FDA)–approved tool comprises a suite of 8 cognitive tests and 7 psychological surveys. The developers gathered normative data from 814 adult military veterans (71% male) aged between 18 and 64 years [52]. The test-retest reliability of Defense Automated Neurobehavioral Assessment (DANA) subtests procedural reaction time (PRT) and simple reaction time was 0.75 and 0.81, respectively [52]. The developers assessed the sensitivity of DANA in detecting MCI and Alzheimer Disease (AD) in a pilot study with 7 patient and caregiver dyads [53]. The group with AD or cognitive impairment performed worse than the caregivers for all the subtests of DANA, apart from simple reaction time [53]. Finally, the developers reported relationships among 3 DANA subtests, namely, memory search, PRT, and spatial processing with MMSE scores [54], but they did not report the correlation values.

Cogniciti

Cogniciti is a self-assessment tool that is intended to be used by individuals to determine whether they should raise their concerns about memory with their primary care provider. Cogniciti includes (1) spatial working memory, (2) Stroop interference, (3) face-name association, and (4) letter-number alternation subtests. The developers collected normative data from 361 healthy adults aged 50 to 79 years [55]. Internal consistency (Cronbach alpha) of the face-name association test was below acceptable levels (alpha=.62), whereas consistency was excellent (alpha=.96) for the Stroop interference test. There were insufficient trials to calculate the internal consistency for the other 2 tasks. The developers reported retest-reliability ranging between 0.49 and 0.82 for individual subtests and 0.72 for the overall score. The developers calculated correlations between age and performance for each subtest as a measure of construct validity. These correlations were small to medium in size: −0.20 to 0.31. They examined intersubtest correlations as a measure of convergent validity, and these correlations were again small to medium in size: −0.27 to 0.30.

Discussion

Principal Findings

This is the first review of the quantity and quality of app- and Web-based self-assessment tools for cognitive impairment. We identified 25 tools via Google search, Google Play, and iOS platform searches, but only 7 tests had any information concerning psychometric quality, and only 1 tool (DANA) reported data on performance norms, reliability, validity, and sensitivity or specificity for the detection of cognitive impairment. The lack of information about the psychometric properties of the majority of tools indicates that although the number of cognitive self-assessment eHealth tools is increasing [11,56], their quality is unknown. The uncertain validity of the majority of tools is a concern as some tools may fail to identify people who have cognitive impairment or may cause undue anxiety by falsely identifying cognitive impairment. The focus of this review was on self-assessment tools that were not intended to inform or replace clinical decisions nor could be used to inform provision of treatment, that is, are not medical devices. However, the definition of software as a medical device is unclear, particularly in the context of software intended to identify cognitive impairment indicative of dementia. Classification of software as a medical device should consider the potential of the software to cause harm (in this case, by falsely identifying or missing true cases of cognitive impairment). We suggest that it is important to establish standards and identify ways of conveying the reliability of tools.
to users so that users are able to make informed choices about the tools they use and the results obtained from each tool. Developers have an ethical duty to establish the psychometric quality of the tools they offer and provide appropriate caveats on the interpretation of results obtained as well as give specific instructions for acting on the results of the self-test. eHealth apps tend to be categorized in the Health and Fitness or Medical sections of app stores. This terminology may encourage users to view these tools as legitimate sources of medical information. Formal regulation by national authorities (eg, the US FDA or the UK Medicines and Healthcare products Regulatory Agency) is a possibility, although they may struggle to keep pace with the rapid development in eHealth [57]. The FDA recently proposed that it would regulate only those apps that provide diagnostic and treatment recommendations to physicians [58,59]. This new guidance excludes all app- and Web-based self-assessment tools [60].

In the European Union’s model, developers can file an application for medical device registration with any member state of the European Union. The Conformité Européenne mark issued by the respective body in each member state is then valid throughout the European Union. The European regulatory system could offer another potential model for regulation. However, medical devices approved in Europe only need to establish performance and safety but not clinical efficacy or effectiveness [60]. The 1988 Clinical Laboratory Improvement Amendments (CLIA) model has been suggested as a possible solution for the regulation of mHealth, including mobile computing, medical sensor, and communication technologies for health care apps [8,61]. CLIA is a system for ensuring that diagnostic testing laboratories comply with US regulatory standards. Nonprofit accrediting agencies with authority to issue certification under federal CLIA standards ensure consistency of record keeping and staff training [61,62]. Larson [60] argued that a CLIA model could ensure that mHealth apps comply with basic standards, including (1) accessibility: clear language, usability, and affordability; (2) privacy and security, including data sharing with third parties and; (3) content: apps developed with health care experts contain accurate information, limit data sharing with third parties and; (3) content: apps developed with health care experts contain accurate information, limit advertising, and explain monetization (eg, referral generation or sales) and conflicts of interest [17]. Existence of a recognized standard of quality for mHealth apps could provide an additional incentive for developers to establish the psychometric quality of the tools they provide. Establishing the psychometric quality of assessments requires significant investment. Developing and establishing the psychometric properties of a cognitive test requires psychometric expertise and carefully controlled testing of large numbers of people with and without cognitive impairment. If an app is made available for free or at a low cost, developers would have to either (1) have a business model that funds development and running costs without directly transferring those costs to the end user (eg, apps that make referrals to for-profit health care providers) or (2) be well funded by charity, social enterprise, or government organizations (eg, DANA developed by the US military). Development cost limitations are likely to limit the number of good quality self-assessment apps. The tools in this review were all either free or low cost and readily accessible. eHealth tools may have the potential to address the underidentification of dementia by increasing the awareness of cognitive impairment and directing people who may have cognitive difficulties to appropriate clinical diagnostic and support services. Overall, 2 tools mentioned in this review were linked to clinical services (Cogniciti) or provided specific recommendations to speak with a doctor (eSAGE). Furthermore, 3 tests provided advice on healthy lifestyles to promote cognitive health (Daily Mail Dementia Quiz, Memory Health Check, MyBrainTest, and On Memory). However, 19 out of the 25 tools included in the review did not directly link users with a clinician or support service. The lack of clear advice or direction on what steps should be taken in the event of a failed screening is of concern; some tests may cause anxiety by identifying a possible impairment without providing advice about how to seek help. Lack of clear direction may also mean that few people may act on the results of a failed cognitive screening. We did not identify any study that evaluated the proportion of people who failed the screening or who went on to seek help. In addition, none of the studies identified barriers to acting on the results of failed tests nor investigated how help might best be provided. The lack of follow-up actions may be a serious shortcoming of most Web-based cognitive self-assessments.

Further efforts should be made to link the results of Web-based cognitive self-assessments directly to clinical services to minimize anxiety caused by identification of a possible impairment and facilitate action on the result of a failed screening. eHealth cognitive self-assessment tools could potentially utilize the growing acceptance and use of video conferencing in geriatric psychiatry care by clinicians and patients. Videoconferencing is well received by patients and clinicians [63] and may facilitate the reach of clinical services in underserved areas [64]. Video consultations may help increase diagnostic coverage particularly in LMICs. As an alternative to referral to clinical services, Web-based cognitive assessments could direct test takers to interventions delivered via the internet to support cognitive function. For example, the Imprint Memory Assessment eHealth tool links to a Web-based memory health program based on diet, exercise, cognitive training, and vascular risk monitoring [65]. Formal evaluation of the risks and benefits of a cognitive eHealth paradigm is an urgent priority.

**Conclusions**

There is a need to establish the quality of cognitive self-assessment tools while maintaining their low cost and easy accessibility. A regulatory model should ensure standards of accessibility, privacy, and content. The results of app- and Web-based cognitive self-assessments should be linked to appropriate clinical and support services.
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Abstract

Background: In addition to medication, health behavior management is crucial in patients with multiple risks of cardiovascular mortality.

Objective: This study aimed to examine the efficacy of a 3-month Smart Management Strategy for Health–based electronic program (Smart Healthing).

Methods: A 2-arm randomized controlled trial was conducted to assess the efficacy of Smart Healthing in 106 patients with at least one indicator of poor disease control and who had hypertension, diabetes, or hypercholesterolemia. The intervention group (n=53) took part in the electronic program, which was available in the form of a mobile app and a Web-based PC application. The program covered 4 areas: self-assessment, self-planning, self-learning, and self-monitoring by automatic feedback. The control group (n=53) received basic educational material concerning disease control. The primary outcome was the percentage of participants who achieved their clinical indicator goal after 12 weeks into the program: glycated hemoglobin (HbA1c) <7.0%, systolic blood pressure (SBP) <140 mmHg, or low-density lipoprotein cholesterol <130 mg/dL.

Results: The intervention group showed a significantly higher success rate (in comparison with the control group) for achieving each of 3 clinical indicators at the targeted goal levels (P<.05). Only the patients with hypertension showed a significant improvement in SBP from the baseline as compared with the control group (72.7% vs 35.7%; P<.05). There was a significant reduction in HbA1c in the intervention group compared with the control group (difference=0.54%; P≤.05). In the intervention group, 20% of patients with diabetes exhibited a ≥1% decrease in HbA1c (vs 0% among controls; P≤.05).


Trial Registration: ClinicalTrials.gov NCT03294044; https://clinicaltrials.gov/ct2/show/NCT03294044

(J Med Internet Res 2020;22(1):e15057) doi:10.2196/15057
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Introduction

Background
Hypertension, diabetes, and hypercholesterolemia are the global leading risks of cardiovascular mortality [1-3]. Health behaviors such as engaging in exercise, balanced diet, and weight control reduce one’s risk of cardiovascular mortality. Therefore, in addition to medication, the management of health behavior is crucial in patients with multiple risks of cardiovascular mortality [4]. Clinical guidelines recommend a combined self-management strategy of health behaviors and appropriate medication use [3,5] A recent self-management approach in line with the Chronic Care Model (CCM) specifies that health behavior management should be used to manage coexisting illnesses [6-8]. Owing to the importance of self-management in patient-centered health care in combination with the increased use of mobile devices (including smartphones and tablets), there is a need to develop an efficient, affordable, and sustainable self-management strategy-based electronic program that targets high-risk individuals [9-11].

Research concerning mobile health (mHealth) innovations to support populations with chronic illnesses and improve their health behaviors is growing [4,9,11]. A systematic review showed that the use of apps in mHealth has the potential to improve health outcomes among patients with chronic diseases through enhanced self-management [12]. A number of randomized controlled trials (RCTs) have assessed the effectiveness of mobile phone- or tablet-assisted self-management programs in addressing cardiovascular disease [13] or chronic hepatitis [14]. Although there is a need to organize intervention programs to improve the health outcomes of patients with chronic illnesses [6], few mHealth trials have addressed this [3,5].

Objectives
We therefore aimed to determine the efficacy of a self-management strategy-based electronic program for patients who had been treated for hypertension, diabetes, or hypercholesterolemia and who had at least one indicator of poor disease control. To do so, we provided patients with an intervention program via a Web-based health management program (mobile app or PC-Web-based) [15].

Methods

Study Design
We conducted this study with 106 patients within 2 months of treatment termination, and the patients were randomly assigned to either the control group or the intervention group (ie, Smart Healthing; Multimedia Appendices 1 and 2). Each physician from 2 study hospitals screened patients for the eligibility criteria by reviewing their medical records and blood test results at outpatient clinics. A clinical research coordinator at each hospital explained the study details to the participants who met the eligibility criteria (Figure 1). The patients who were eligible to participate were recruited by the physician in-charge and were asked to provide written informed consent to the researchers. The institutional review boards at the 2 hospitals approved the study protocol (numbers 1707-084-870 and B-1802/453-401). The trial was performed in accordance with the Good Clinical Practice guidelines and the Declaration of Helsinki. All staff who were involved in screening and recruiting participants were certified by their institutions for ethical conduct of research (Collaborative Institutional Training Initiatives).
Participants
From November 2017 to March 2018, we identified patients with at least one indicator of poor disease control among patients who had been treated for hypertension, diabetes, or hypercholesterolemia. We recruited patients who met the following criteria: (1) aged $\geq 19$ years; (2) diagnosed with hypertension, diabetes, or hypercholesterolemia; (3) failed to meet 1 or more of the following clinical goals: (i) glycated hemoglobin (HbA$_1c$) $<7.0\%$, (ii) systolic blood pressure (SBP) $<140$ mmHg, or (iii) low-density lipoprotein (LDL) cholesterol $<130$ mg/dL; (4) had a smartphone and personal computer (for the electronic program-based health care program); and (5) understood the study's purpose.

Patients were excluded from the study if they met any of the following criteria: (1) had medical conditions that would limit participation adherence (as confirmed by their referring
physician [eg, dyspnea and severe depression]); (2) could not speak, understand, or write Korean; or (3) could not understand the content of the provided materials owing to poor eyesight and/or hearing.

**Randomization**

We used an internet-based Clinical Research and Trial management system by the Centers for Disease Control and Prevention for participant randomization. The patients were randomly assigned (1:1) to the intervention or control group based on a random computer-generated number. To minimize the effects of potential confounding variables, we randomized participants stratified by disease type with the clinical indicators (hypertension, diabetes, or hypercholesterolemia). The research assistants executed face-to-face procedures and therefore could not be blinded when assigning participants to groups.

**Control**

The attention control group was encouraged to continue their usual care and routine medications and to study a health educational booklet about chronic diseases. The booklet noted 12 healthy life habits: positive thinking, regular exercise, balanced diet, proactive living, regular checks-ups, helping others, regular religious life, quitting smoking, drinking cessation, work-life balance, living with loved ones, and taking medication.

**Intervention**

The intervention group received the self-management strategy-based electronic program, whereas the control group received basic educational material about disease content. We developed the Smart Management Strategy for Health–based electronic program and utilized the comprehensive and multifaceted Smart Management Strategy for Health strategies. The self-management strategy-based electronic program used in this study was a 3-month Smart Management Strategy for Health Intervention, and it is comprised of an app and a Web-based program. On the basis of our literature review and interviews, we developed a conceptual framework for the Smart Management Strategy for Health intervention that incorporates management strategies for overcoming crises and developing healthy management strategies. The Smart Management Strategy for Health Intervention includes the following 9 strategies: (1) assessment, (2) reality acceptance, (3) preparation for change, (4) decision making, (5) planning, (6) environment creation, (7) action, (8) feedback and maintenance, and (9) core strategies. All of these strategies can help patients overcome a disease crisis and develop healthy self-management skills [16,17].

The program covered 4 areas: self-assessment, self-planning, self-learning, and self-monitoring by automatic feedback. We targeted 4 priority areas for intervention—positive thinking, balanced diet, physical activity, and medication. The 20 learning sessions included 12 Rules for Highly Effective Health Behavior and health management strategies.

The self-management strategy-based electronic program was used for 12 weeks. The patients were provided with a manual with detailed instructions on how to use the program to both increase its usage rate and decrease the dropout rate.

Self-evaluations were conducted with regard to the participants’ self-management competence and health practices before and after the program (excellent, moderate, and poor). In addition, the patients wrote health mission statements that included their life goals, health practice goals, obstacles, and methods to overcome them and detailed promises in relation to the self-management strategy-based electronic program. Self-learning was structured with the health management strategy and health information on 12 health behavior rules. The patients received daily health educational content from the self-management strategy-based electronic program. Every week, the patients learned 1 health behavior among the 4 essential rules, and they could selectively study the other 8 health behavior rules. By graphically displaying the participants’ blood glucose levels, blood pressure, and weight to them, it was possible for the participants to track any changes.

The patients could create their own health management weekly plan for the 4 essential health behavior rules and monitor their progress and health. The weekly plan addressed dieting, vegetable and fruit consumption, physical activity, and daily medication schedule. More specifically, the weekly physical activity plan included the activity’s type, length of time, intensity, and schedule. The self-management strategy-based electronic program included an automatic push function and alarms for the scheduled physical activities, medications, and assessments to remind participants of their plans. After 1 week, the patients were provided with feedback to motivate and help them plan for the following week. Through periodic monthly assessments, the program identified changes in their essential health behaviors and provided feedback on monthly changes through a comparison of their prior month’s results to help patients change their behavior.

**Measures**

The primary outcome was the percentage of subjects that met the target clinical indicators (HbA1c <7.0%, SBP<140 mmHg in clinic, or LDL cholesterol <130 mg/dL).

The secondary outcomes included the originally proposed clinical indicator outcomes—physical activity, depression, self-management strategies, and health behaviors after 12 weeks in the program. The patients’ self-management strategies were assessed with a short form of the Smart Management Strategy for Health, which is a 3-set, 16-factor, 30-item tool (ie, core strategies, 10 items; preparation strategies, 10 items; and implementation strategies, 10 items) that assesses patients’ abilities to overcome health-related crises [17]. Physical activity was measured with the modified version of the Godin Leisure-time Exercise Questionnaire, which is widely used, reliable, and valid [16]. The modified version adds average duration to the original questions of average frequency of light, moderate, and strenuous exercise per week. We evaluated depression with the Patient Heath Questionnaire-9 (PHQ-9). The participants were asked to measure their 12 health behaviors with 5 scales: (1) precontemplation, (2) contemplation, (3) preparation, (4) action, and (5) maintenance, which are all based on the transtheoretical model [18,19].
We assessed the proportion of patients with a ≥1.0% decrease in their HbA1c level from the baseline, the proportion of patients with a ≥10-mmHg decrease in SBP from the baseline, and a ≥15% decrease in LDL cholesterol level. We also assessed the proportion of patients with either a decrease or no change in PHQ-9 score from the baseline, a ≥5- metabolic equivalent of task increase in physical activity level, a ≥10% increase in self-management strategy, and a ≥3 habits increase in the maintenance of the 12 health habits.

The participants completed baseline questionnaires before randomization at the clinics. After 12 weeks, we conducted follow-up assessments with the participants with regard to the primary and secondary outcomes. When patients did not complete a questionnaire item, the clinical research coordinator documented the reason.

**Statistical Analysis**

Providing 80% power to detect a 30% proportion difference in patients achieving disease control with a 2-tailed alpha value of less than .05, we calculated that it was necessary to have 42 patients per group. We predicted a 20% dropout rate and aimed at recruiting 53 patients in each group. A multiple imputation approach was used to impute scores for missing values for the intent-to-treat analysis. The imputed values were used for the covariates analyses but not for the descriptive statistics.

We used a Student t test or Pearson chi-square test to determine significant differences in the baseline characteristics between the intervention and control groups. We used an analysis of covariance to estimate between-group changes in the clinical outcome numbers with general linear modeling, adjusting for the baseline score and age. We compared the participants’ changes from their baseline values with their values after 12 weeks in the program. Pearson chi-square test was used to assess between-group differences in the proportion of patients with improvement (overall, depression, and physical activity). Enhanced self-management strategies and health habits were also estimated by using a Pearson chi-square test.

We used STATA version 14.2 (STATA) for all statistical analyses. A two-sided *P* value <.05 was considered significant.

**Results**

**Study Participants**

The study team contacted 281 patients between October 27, 2017, and March 26, 2018. Of these, 124 patients were eligible, and 18 were excluded because of screening failures or refusal to participate. Finally, 53 were randomized to the intervention group and 53 to the control group (Figure 1). Except for age and residence, all baseline characteristics were similar between the 2 groups (Table 1). More specifically, compared with the control group, the intervention group was older, and they were more likely to reside in metropolitan areas (*P*=.001 and .04, respectively).
Table 1. Baseline characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group (n=53), n (%)</th>
<th>Control group (n=53), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-49</td>
<td>8 (13)</td>
<td>18 (34)</td>
</tr>
<tr>
<td>50-59</td>
<td>17 (33)</td>
<td>21 (40)</td>
</tr>
<tr>
<td>60-69</td>
<td>26 (50)</td>
<td>8 (15)</td>
</tr>
<tr>
<td>≥70</td>
<td>2 (4)</td>
<td>6 (11)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>31 (58)</td>
<td>29 (55)</td>
</tr>
<tr>
<td>Female</td>
<td>22 (42)</td>
<td>24 (45)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>47 (89)</td>
<td>45 (85)</td>
</tr>
<tr>
<td>Unmarried</td>
<td>4 (8)</td>
<td>6 (11)</td>
</tr>
<tr>
<td>Separated/bereaved</td>
<td>2 (4)</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Educational status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>18 (34)</td>
<td>18 (34)</td>
</tr>
<tr>
<td>≥College or university</td>
<td>35 (66)</td>
<td>35 (66)</td>
</tr>
<tr>
<td><strong>Presence of religion</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>36 (68)</td>
<td>27 (51)</td>
</tr>
<tr>
<td>No</td>
<td>17 (32)</td>
<td>26 (49)</td>
</tr>
<tr>
<td><strong>Residence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>39 (74)</td>
<td>28 (52)</td>
</tr>
<tr>
<td>Urban or rural</td>
<td>14 (26)</td>
<td>25 (47)</td>
</tr>
<tr>
<td><strong>Monthly income (1000 KRW/month)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤3999</td>
<td>14 (26)</td>
<td>22 (42)</td>
</tr>
<tr>
<td>4000-4999</td>
<td>10 (19)</td>
<td>9 (17)</td>
</tr>
<tr>
<td>≥5000</td>
<td>29 (55)</td>
<td>22 (42)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>36 (68)</td>
<td>33 (62)</td>
</tr>
<tr>
<td>Unemployed/retired</td>
<td>17 (32)</td>
<td>20 (38)</td>
</tr>
<tr>
<td><strong>Disease</strong>b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>26 (49)</td>
<td>21 (40)</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>23 (43)</td>
<td>23 (43)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>11 (21)</td>
<td>14 (26)</td>
</tr>
</tbody>
</table>

aKRW: Korean Won.
bSome participants have been diagnosed with more than one disease.

**Success Rate for Achieving Goals**

Table 2 describes the percentage of patients’ achieved goals. The intervention group showed a significantly higher success rate for achieving the targeted levels for each of the 3 clinical indicators after 12 weeks, and this higher success rate remained significant when stratified by starting medication with the Mantel-Haenszel method ($P<.05$). With regard to disease, the patients with hypertension in the intervention group showed significant improvement compared with the control group (72.7% vs 35.7%, $P=.035$; Mantel-Haenszel chi-square test). These results for the patients with diabetes and hypercholesterolemia were nonsignificant.

We found a significant reduction of HbA$_{1c}$ in the intervention group compared with the control group (0.71 vs 0.22, respectively; between-group difference=−0.54, 95% CI −0.98 to −0.11; $P=.014$). The patients with hypertension exhibited a greater reduction in SBP in the intervention group compared with the control group; however, this result was nonsignificant.
(17.5 mmHg vs 11.6 mmHg; \( P=.41 \)). For the patients with hypercholesterolemia, both the intervention and control groups showed a reduction in LDL cholesterol, and the between-group difference was nonsignificant (23.7 mg/dL vs 25.3 mg/dL; \( P=.72 \)).

**Table 2.** Differences in clinical outcomes controlling for the primary disease.

<table>
<thead>
<tr>
<th>Time point</th>
<th>Intervention group (n=60)</th>
<th>Control group (n=57)</th>
<th>( P ) value(^a)</th>
<th>( P ) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Success, n</td>
<td>Change (%)</td>
<td>Success, n</td>
<td>Change (%)</td>
</tr>
<tr>
<td>All diseases</td>
<td>60</td>
<td>37</td>
<td>.01</td>
<td>.02</td>
</tr>
<tr>
<td>Baseline</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 weeks</td>
<td>36</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes(^c)</td>
<td>54</td>
<td>38</td>
<td>.35</td>
<td>.43</td>
</tr>
<tr>
<td>Baseline</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 weeks</td>
<td>14</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension(^d)</td>
<td>73</td>
<td>36</td>
<td>.07</td>
<td>.04</td>
</tr>
<tr>
<td>Baseline</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 weeks</td>
<td>8</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyslipidemia(^e)</td>
<td>61</td>
<td>35</td>
<td>.08</td>
<td>.1</td>
</tr>
<tr>
<td>Baseline</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 weeks</td>
<td>14</td>
<td>8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)All reported \( P \) values are 2-sided, with \( P<.05 \) considered as statistically significant.

\(^{b}\)Stratified analysis by starting medication (Mantel-Haenszel method).

\(^{c}\)Intervention: n=26; control: n=21.

\(^{d}\)Intervention: n=11; control: n=14.

\(^{e}\)For both intervention and control: n=23.

**Differences in Other Clinical Outcomes, Health Outcomes, and Self-Management Measures**

Among the intervention group, 20% of patients with diabetes exhibited a \( \geq 1\% \) decrease in HbA\(_{1c} \) (compared with 0% in the control group; Table 3).

In the intervention group, 73% of the participants showed a decrease or no change in depressive symptoms (vs 51% in the control group). The Smart Healthing program strengthened the implementation strategy of the modified Smart Management Strategy for Health greater in the intervention group (57.5%) than in the control group (33.3%). However, the differences in the core and preparation strategies for both the intervention and control groups were nonsignificant (\( P=.53 \) and .30, respectively; Table 4). There were no important harms or unintended effects observed in either group.

**Table 3.** Differences in clinical measures.

<table>
<thead>
<tr>
<th>Differences (clinical outcomes)</th>
<th>Intervention group (n=53), n (%)</th>
<th>Control group (n=53), n (%)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \geq 1.0 ) percentage point decrease in glycated hemoglobin level (intervention: n=25; control n=19)</td>
<td>5 (20)</td>
<td>0 (0)</td>
<td>.04</td>
</tr>
<tr>
<td>( \geq 10 ) mmHg decrease in systolic blood pressure (intervention: n=10; control: n=9)</td>
<td>8 (80)</td>
<td>5 (56)</td>
<td>.25</td>
</tr>
<tr>
<td>( \geq 15% ) low-density lipoprotein decrease (intervention: n=15; control: n=17)</td>
<td>7 (47)</td>
<td>7 (41)</td>
<td>.76</td>
</tr>
</tbody>
</table>
Table 4. Differences in health outcomes and self-management measures.

<table>
<thead>
<tr>
<th>Differences</th>
<th>Intervention group (n=53), n (%)</th>
<th>Control group (n=53), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health outcomes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease or no change in PHQ-9 score (intervention: n=41; control: n=39)</td>
<td>30 (73)</td>
<td>20 (51)</td>
<td>.04</td>
</tr>
<tr>
<td>≥5 metabolic equivalent of task physical activity (intervention: n=41; control: n=39)</td>
<td>29 (71)</td>
<td>32 (82)</td>
<td>.23</td>
</tr>
<tr>
<td>≥Increase in 3 of the 12 health habits (intervention: n=41; control: n=39)</td>
<td>12 (29)</td>
<td>11 (28)</td>
<td>.92</td>
</tr>
<tr>
<td>Self-management strategies</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥10% increase in the Core Strategy of SATb (intervention: n=41; control: n=39)</td>
<td>13 (32)</td>
<td>15 (38)</td>
<td>.53</td>
</tr>
<tr>
<td>≥10% increase in the Preparation Strategy of SAT (intervention: n=38; control: n=39)</td>
<td>15 (39)</td>
<td>20 (51)</td>
<td>.30</td>
</tr>
<tr>
<td>≥10% increase in the Implementation Strategy of SAT (intervention: n=40; control: n=33)</td>
<td>23 (58)</td>
<td>13 (33)</td>
<td>.03</td>
</tr>
</tbody>
</table>

aPHQ-9: Patient Health Questionnaire-9.  
bSAT: Smart Management Strategy for Health Assessment Tool.

Discussion

Principal Findings

This RCT indicated that this study’s self-management strategy-based electronic program effectively encouraged patients with at least one indicator of poor disease control for diabetes, hypertension, or hypercholesterolemia to meet key guideline criteria (HbA1c, SBP, and LDL cholesterol). The patients with hypertension showed a significant improvement in SBP from their baseline values in comparison with the control group. There was also a significant reduction in HbA1c in the intervention group compared with the control group. We are particularly encouraged by these findings, and we posit that this study’s self-management strategy-based electronic program can more effectively support disease control in comparison with the usual care strategies.

The proportion of patients with controlled hypertension increased significantly more in the intervention group than in the control group. The proportion of patients with controlled diabetes and hypercholesterolemia also increased more in the intervention group than in the control group; however, these findings were nonsignificant, which could be a result of the study’s small sample size. These improvements in the primary outcomes in our trial support the findings from earlier trials with same clinical indicators. Concerning the secondary outcomes, the mean change in HbA1c and the proportion of patients with a significant decrease in HbA1c level from their baseline values were both higher in the intervention than the control (ie, usual care) group [3,6,20-24].

There are several possible explanations for our findings. First, the intervention strategies were based on the Smart Management Strategy for Health program. The intervention significantly increased the participants’ Implementation Strategy scores for self-management. It is possible that the CCM self-management program thus helps individuals to develop preferences for how to manage their own care [7,8] It is assumed that most patients want to remain independent; however, these preferences and patients’ daily behaviors may change over time because of their symptoms, the treatments they undergo and their goals [8]. Patients with chronic illnesses must manage the medical and emotional strain of their health condition(s) [8,25]. The Smart Management Strategy for Health supports patients to help them overcome a disease crisis and develop health-related self-management skills [26,27] The fact that this intervention integrates self-management strategies with electronic program in the CCM highlights how mHealth can address cardiovascular risks [28].

Second, a user-centered electronic program has the potential to improve clinical indicators among those living with chronic diseases by allowing users to obtain information from the mobile- and Web-based pages at their own pace, to flexibly review material as needed [29,30] and by facilitating the management of multiple health behaviors [11]. Third, the noted self-management program can help patients by providing immediate, easy, and continual access to the intervention [4,8,15]. This electronic program intervention may thus provide a critical route to successful chronic care. From a clinical perspective, it could be valuable to link this electronic program-based program with face-to-face or telephone counseling [31-33].

Furthermore, we did not observe any significant changes concerning the examined health habits. There are 2 possible explanations for this finding. First, the intervention might not have been intensive enough to modify patients’ long-held health habits. Second, the 12-week intervention period might have been too short to observe any meaningful changes in health habits [5].

Despite well-established data on chronic disease management, its uptake into routine clinical practice remains limited. Further innovation, optimization, and rigorous research in customized
mobile technology might improve health care delivery and outcomes [5,12].

Limitations
Several limitations of our study should be noted. First, our sample included 3 types of cardiovascular risks of varying severity and a small number of patients; thus, we lacked the power to determine meaningful differences. Further studies with larger sample sizes and distinct cardiovascular risks are needed to confirm the efficacy of the intervention. Second, approximately one-quarter of the patients in the intervention group did not complete the follow-up at the 12-week mark. Missing data for these patients may have resulted in an underestimation of the efficacy of the intervention program. Third, as the patients were aware of their group, the self-reported changes in depression, physical activity, self-management strategy, and health behaviors could have been influenced by that awareness and not just by the intervention itself. Fourth, there might be attrition bias. A quarter of the intervention group was lost to follow up, and many patients of this group were older, which may be associated with less use of newer technology. This loss may lead to an overestimate of effect. Fifth, although the attention control group was encouraged to continue their usual care and routine medications and to study a health educational booklet about chronic diseases, the Hawthorne effect may be still relevant. Finally, our trial was relatively short, and we do not know whether the changes associated with the program would be maintained over a longer period. Additional research on the long-term efficacy of this intervention, including a full-scale RCT, is warranted to confirm the efficacy of this program.

Conclusions
A short-term self-management strategy-based electronic program intervention may improve clinical outcomes among patients with cardiovascular risks. More research with context-specific trials is needed to enhance these findings, to ensure the long-term generalizability and sustainability of the program, and to indicate the cost-effectiveness of this intervention.
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Abstract

Background: Nonadherence to medication is a driver of morbidity and mortality, and complex medication regimens in patients with chronic diseases foster the problem. Digital technology might help, but despite numerous solutions being developed, none are currently widely used, and acceptance rates remain low, especially among the elderly.

Objective: This study aimed to better understand and operationalize how new digital solutions can be evaluated. Particularly, the goal was to identify factors that help digital approaches targeting adherence to become more widely accepted.

Methods: A qualitative study using a conceptual grounded theory approach was conducted. We included patients aged 65 years and older who routinely took new oral anticoagulants. To generate theses about the digital competencies of the target group with daily medication intake, face-to-face interviews were conducted, recorded, and anonymized. After coding the interviews, categories were generated, discussed, and combined with several theses until saturation of the statements was reached.

Results: The methodological approach led to the finding that after interviews in 20 of 77 potentially available patients, a saturation of statements was reached. The average patient’s age was 75 years, and 50% (10/20) of the subjects were female. The data identified five main coding categories—Diseases and medicine, Technology, Autonomy, Patient narrative, and Attitude toward technologies—each including positive and negative subcategories. Main categories and subcategories were summarized as Adherence Radar, which can be considered as a framework to assess the potential of adherence solutions in the process of prototyping and can be applied to all adherence tools in a holistic manner.

Conclusions: The Adherence Radar can be used to increase the acceptance rate of digital solutions targeting adherence. For a patient-centric design, an app should be adapted to the individual patient’s needs. According to our results, this application should be based on gender and educational background as well as the individual physician-patient relationship. If used in a proper, individualized manner, digital adherence solutions could become a new cornerstone for the treatment of chronically ill individuals.

(J Med Internet Res 2020;22(1):e13077) doi:10.2196/13077
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Introduction

Background
Nonadherence to prescribed medications is a driver of morbidity and mortality. A recent report of the World Health Organization (WHO) has shown that approximately 50% of the patients are nonadherent to their medication in developed countries, and that percentage is even higher in middle- and low-income countries [1,2]. Nonadherence to medication in case of chronic diseases has different reasons and leads to an increased risk for hospitalization and death (Figure 1).

Nonadherence usually worsens when patients with chronic diseases must adhere to complex medication regimens [3]. The total cost of nonadherence is estimated to be between US $100 and US $300 billion, and nonadherence is also responsible for more than 125,000 deaths per year in the United States alone [4-6]. For years, the research on chronic diseases has shown that in a setting of a clinical trial, adherence can be increased by using nondigital (“digital” is defined as continuous data collection and instant feedback) devices [7]. In a trial of 2 months, Laster et al [8] were able to show an increase in adherence of 12.7% for patients with glaucoma using an electronic medication alarm device, which displays the last time the bottle was opened. Rosen et al [9] also showed an increase in adherence of 15% for patients with diabetes using an electronic monitoring cap, which records the date and time the bottle was opened in a trial of 3.5 months. Despite the remarkable increase of adherence in clinical trials, these solutions did not translate into the treatment of patients. Reasons for that could be the inconvenient use of the readout by health care personnel, the delayed feedback, or the associated costs [7].

Figure 1. Research question: How digital competencies can influence adherence?

Objectives
To better understand how new digital devices can increase adherence in a real-life scenario and why no solution has reached broad acceptance yet, we conducted a qualitative study to (1) identify factors that make digital solutions successful and (2) generate theses about which digital competencies patients aged 65 years and older on anticoagulants should have, to be able to use a digital solution to increase adherence. The sample selected was a population of patients that routinely took new oral anticoagulants (NOACs). Adherence to this type of medication is especially important because NOACs need to be taken daily to prevent the occurrence of thrombotic or embolic events [10,11].

Methods
Design
To learn how to design a digital adherence solution, we generated theses about the digital competencies of a target group with daily medication intake. Therefore, a qualitative study according to Mayring [12], with a conceptual and theoretical approach based on theStraussian grounded theory [13-15], was conducted in patients aged 65 years and older on anticoagulants. Face-to-face guided interviews were performed to generate theses. The responses were recorded and anonymized. Afterward, the interviews were evaluated qualitatively using the software MAXQDA (Version 13, VERBI Software, Berlin, Germany) by two independent examiners. After coding of the interviews was accomplished, categories were generated, discussed, and combined with several theses until saturation of the statements was reached.

Recruitment of Participants
General practitioners associated with Witten/Herdecke University cooperated to identify participants for this study. Inclusion criteria comprised age (>65 years) and the intake of an NOAC. No further exclusion criteria or screening questionnaires were applied. Cooperating general practitioners contacted potential participants and asked them to volunteer. A cover letter clarified the intent of the study. The privacy policy was provided via an additional letter. A sampling procedure was performed in a probabilistic manner. All participants were informed about study details, for example, duration of the study interview or data storage policy. Participants willing to consent were asked to send a reply letter with their signed consent form in a prepaid envelope.

The Ethics Committee at Witten/Herdecke, University Faculty of Medicine, authorized the study and its ethical and legal implications (statement no. 89/2017).

Data Collection
Data were collected from August 2017 to December 2017. Face-to-face interviews were either conducted at the...
Table 1. Examples for creating categories.

<table>
<thead>
<tr>
<th>Quote</th>
<th>Open coding</th>
<th>Axial coding (subcategory)</th>
<th>Selective coding (core category)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“The more I know about the disease, the more crazy obsessed I become.”</td>
<td>Knowledge, disease, more crazy obsessed</td>
<td>Increasing knowledge of a medical condition can be worrisome for the patient</td>
<td>Diseases and medicine</td>
</tr>
<tr>
<td>“I don’t want to know so much about my illness, because then I just worry too much about it.”</td>
<td>Knowledge, illness, worry too much</td>
<td>Increasing knowledge of a medical condition can be worrisome for the patient</td>
<td>Diseases and medicine</td>
</tr>
<tr>
<td>“From my point of view digital solutions are important for life-threatening conditions where I need to take a medication.”</td>
<td>Digital solution, life-threatening condition, medication</td>
<td>Digital solutions should be developed for life-threatening illness</td>
<td>Diseases and medicine</td>
</tr>
<tr>
<td>“I do not want a medical app unless it is essential for life and absolutely necessary for my illness.”</td>
<td>Medical app, essential for life, necessary for illness</td>
<td>Digital solutions should be developed for life-threatening illness</td>
<td>Diseases and medicine</td>
</tr>
<tr>
<td>“Digitisation can’t be stopped, but you have to be careful not to lose your independence if you rely too much on digital solutions.”</td>
<td>Digitization, loss of independence, reliability</td>
<td>Too much reliance on digital solutions can lead to loss of independence</td>
<td>Autonomy</td>
</tr>
<tr>
<td>“By digital solutions and a control of the intake of my medication, I would feel incapacitated.”</td>
<td>Digital solution, control, feel incapacitated</td>
<td>Too much reliance on digital solutions can lead to loss of independence</td>
<td>Autonomy</td>
</tr>
<tr>
<td>“Nowadays I find the constant availability due to digital solutions annoying.”</td>
<td>Constant availability, digital solutions, annoying</td>
<td>Digital solutions can promote the feeling of being surveilled</td>
<td>Autonomy</td>
</tr>
<tr>
<td>“I don’t want to be a puppet of digital solutions which want to control me constantly.”</td>
<td>To be a puppet, digital solutions, constant control</td>
<td>Digital solutions can promote the feeling of being surveilled</td>
<td>Autonomy</td>
</tr>
</tbody>
</table>
Results

Participants

A total of 77 participants were identified at family practitioners’ offices affiliated with Witten/Herdecke University. We subsequently recruited patients and performed interviews until saturation of the statements was reached (after N=20: Table 2). Participants were defined as nonadherent if they did not take their prescribed medication once in the last 4 weeks. Otherwise, participants were classified as adherent. The classification of nonadherence was based on participant self-report of their medication adherence. The average age was 75 years, and 50% (10/20) of the patients were female. Moreover, 60% (12/20) of the participants were married or lived in a partnership, 30% (6/20) were single or widowed, and 10% (2/20) lived in a more generational household. Of the 20 participants, 11 (55%) had from atrial fibrillation. In addition, 75% (15/20) took Eliquis (apixaban), 20% (4/20) took Xarelto (rivaroxaban), and 5% (1/20) took Pradaxa (dabigatran). At the time of the study, the average duration of NOAC usage was 29.3 months. Of the 20 participants, 60% (n=12) used a smartphone, 20% (n=4) used a mobile phone, 15% (n=3) used a senior mobile phone (mobile phone especially for seniors with, for example, large buttons and large display), and only 5% (n=1) had no phone. Of the 20 participants, 13 (65%) used other digital devices than a phone. In total, 60% (12/20) reported being adherent.
<table>
<thead>
<tr>
<th>Patient</th>
<th>Sex</th>
<th>Age (years)</th>
<th>Profession</th>
<th>Marital status</th>
<th>Indication</th>
<th>Medication before NOAC</th>
<th>NOAC</th>
<th>Duration on NOAC (month)</th>
<th>Type of phone</th>
<th>Other digital devices</th>
<th>Do you forget to take your medication?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M</td>
<td>73</td>
<td>Mechanical engineer</td>
<td>S/W&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Xarelto</td>
<td>ASA&lt;sup&gt;f&lt;/sup&gt;</td>
<td>SP&lt;sup&gt;g&lt;/sup&gt;</td>
<td>36</td>
<td>PC, Tablet</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>F&lt;sup&gt;i&lt;/sup&gt;</td>
<td>83</td>
<td>Qualified salesperson</td>
<td>S/W</td>
<td>Eliquis</td>
<td>Marcumar</td>
<td>MP&lt;sup&gt;j&lt;/sup&gt;</td>
<td>36</td>
<td>PC</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>F&lt;sup&gt;k&lt;/sup&gt;</td>
<td>69</td>
<td>Personnel administrator</td>
<td>S/W&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Pradaxa</td>
<td>Marcumar</td>
<td>144</td>
<td>MP</td>
<td>PC&lt;sup&gt;n&lt;/sup&gt;</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>4</td>
<td>M</td>
<td>72</td>
<td>Diploma in public administration</td>
<td>M/P&lt;sub&gt;p&lt;/sub&gt;</td>
<td>Afib</td>
<td>Eliquis</td>
<td>Marcumar</td>
<td>6</td>
<td>SP</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>5</td>
<td>M</td>
<td>74</td>
<td>Engineer</td>
<td>MGH&lt;sup&gt;p&lt;/sup&gt;</td>
<td>Eliquis</td>
<td>—</td>
<td>24</td>
<td>SP</td>
<td>PC</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>6</td>
<td>M</td>
<td>68</td>
<td>IT sales staff</td>
<td>M/P</td>
<td>Xarelto</td>
<td>—</td>
<td>3</td>
<td>SP</td>
<td>Tablet, PC</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>F</td>
<td>70</td>
<td>Hairdresser</td>
<td>M/P&lt;sup&gt;s&lt;/sup&gt;</td>
<td>Eliquis</td>
<td>Marcumar</td>
<td>5</td>
<td>MP</td>
<td>—</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>8</td>
<td>F</td>
<td>76</td>
<td>Secretary</td>
<td>S/W</td>
<td>Eliquis</td>
<td>Xarelto</td>
<td>60</td>
<td>SP</td>
<td>PC</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>9</td>
<td>F</td>
<td>88</td>
<td>Housewife</td>
<td>S/W&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Eliquis</td>
<td>—</td>
<td>7</td>
<td>NMP&lt;sup&gt;e&lt;/sup&gt;</td>
<td>—</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>10</td>
<td>F&lt;sup&gt;p&lt;/sup&gt;</td>
<td>72</td>
<td>Teacher</td>
<td>M/P</td>
<td>Eliquis</td>
<td>Marcumar, Eliquis</td>
<td>3</td>
<td>SP</td>
<td>—</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>11</td>
<td>F&lt;sup&gt;p&lt;/sup&gt;</td>
<td>82</td>
<td>Tailor</td>
<td>MGH</td>
<td>TB</td>
<td>Eliquis</td>
<td>12</td>
<td>SMP&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Tablet</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>12</td>
<td>M&lt;sup&gt;p&lt;/sup&gt;</td>
<td>77</td>
<td>Postal service employee</td>
<td>M/P&lt;sup&gt;p&lt;/sup&gt;</td>
<td>Afib</td>
<td>Eliquis</td>
<td>ASA&lt;sup&gt;f&lt;/sup&gt;</td>
<td>4</td>
<td>SMP&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>13</td>
<td>M&lt;sup&gt;p&lt;/sup&gt;</td>
<td>68</td>
<td>Teacher</td>
<td>M/P&lt;sup&gt;p&lt;/sup&gt;</td>
<td>Afib</td>
<td>Eliquis</td>
<td>24</td>
<td>SP</td>
<td>Laptop</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>14</td>
<td>M&lt;sup&gt;p&lt;/sup&gt;</td>
<td>85</td>
<td>Electrical engineer</td>
<td>S/W&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Afib, PM</td>
<td>Xarelto</td>
<td>36</td>
<td>SP</td>
<td>PC, laptop, and tracker</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>M&lt;sup&gt;p&lt;/sup&gt;</td>
<td>70</td>
<td>Pharma sales representative</td>
<td>M/P</td>
<td>Afib</td>
<td>Eliquis</td>
<td>17</td>
<td>SP</td>
<td>PC</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>16</td>
<td>M</td>
<td>72</td>
<td>Lawyer</td>
<td>M/P</td>
<td>Afib</td>
<td>Eliquis</td>
<td>24</td>
<td>SP</td>
<td>PC</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>17</td>
<td>F</td>
<td>76</td>
<td>Pharmacist</td>
<td>M/P&lt;sup&gt;p&lt;/sup&gt;</td>
<td>Afib</td>
<td>Eliquis</td>
<td>24</td>
<td>SP</td>
<td>PC, tablet, and heart rate watch</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>M&lt;sup&gt;p&lt;/sup&gt;</td>
<td>75</td>
<td>Businessman, reporter, publisher</td>
<td>M/P</td>
<td>Afib</td>
<td>Eliquis</td>
<td>108</td>
<td>SP</td>
<td>PC, Apple watch, and tablet</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>F</td>
<td>78</td>
<td>Industrial management assistant</td>
<td>M/P&lt;sup&gt;p&lt;/sup&gt;</td>
<td>Afib</td>
<td>Eliquis</td>
<td>9</td>
<td>MP</td>
<td>—</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>20</td>
<td>F&lt;sup&gt;p&lt;/sup&gt;</td>
<td>78</td>
<td>Childminder</td>
<td>M/P</td>
<td>Afib, CA</td>
<td>Eliquis</td>
<td>4</td>
<td>SMP&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Tracker and tablet</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

<sup>a</sup>NOAC: new oral anticoagulant.

<sup>b</sup>M: male.

<sup>c</sup>S/W: single/widowed.

<sup>d</sup>ST: stroke.

<sup>e</sup>CA: cardiac arrhythmia.

<sup>f</sup>ASA: acetylsalicylic acid.

<sup>g</sup>SP: smartphone.

<sup>h</sup>No medication before NOAC/no other digital devices.
As shown in Figure 2, more female participants (90%; 9/10) reported being adherent in contrast to male participants (30%; 3/10). The Fisher exact test indicated statistical evidence that female participants were significantly more likely to report being adherent than male participants (Fisher exact test, $P_{2A} = .02$). The results also show that more academics (6/10, 60%) reported nonadherence than nonacademics (Figure 2). Although not statistically significant (Fisher exact test, $P_{2B} = .67$ and $P_{2C} = .07$), more participants (50%; 3/6) who lived by themselves reported being nonadherent than participants (36%; 5/14) who lived in company (Figure 2). Of participants taking NOACs ≤12 months, only 33% (3/9) reported nonadherence, and longer medication duration led to an increase in reporting of nonadherence (5/11, 46%; Fisher exact test, $P_{2D} = .64$), as shown in Figure 2.

Figure 2. Participants-reported adherence by attributes.

As shown in Figure 3, most male participants (9/10, 90%) used a smartphone, whereas fewer female participants reported using a smartphone (3/10, 30%). In Figure 3, all academics (N=10) used a smartphone in contrast to nonacademics (2/10, 20%). There is statistical evidence that male participants were significantly more likely to use a smartphone than female participants (Fisher exact test, $P_{3A} = .02$) and that academics were significantly more likely to use a smartphone than nonacademics (Fisher exact test, $P_{3B} < .001$). As shown in Figure 3, fewer participants (3/6, 50%) who lived by themselves used a smartphone as compared to the participants (9/14, 64%) who lived with somebody, and fewer participants (3/9, 33%) who
were taking NOACs for \( \leq 12 \) months used a smartphone in comparison with participants (9/11, 82%) who were taking NOACs >12 months. The last two results in Figure 3 were not statistically significant (Fisher exact test, \( P_{C}=.64 \); Fisher exact test, \( P_{D}=.67 \)).

**Figure 3.** Participant smartphone use by attributes.

---

**Open Interview Results and Development of an Adherence Radar**

In open interviews, participants were asked about their general use of digital devices, especially smartphones, and their experience with these digital devices. Moreover, patients were shown different digital solutions to increase adherence. The results of the Straussian *grounded theory* approach, where we used three stages—open coding, axial coding, and selective coding—to analyze the generated data, could identify the following five main categories, and each main category includes positive and negative subcategories (Figure 4).
1. Diseases and Medicine: This category deals with the general feelings and thoughts of the patients toward diseases, for example, “The more I know about the disease, the more crazy obsessed I become.” Furthermore, this main category is about the knowledge of the patient about medicine, for example, “I feel fully informed by my physician about my medicine and do not need digital support.”

2. Technology: This category addresses, especially, the assessment and technological acceptance of the patients toward digital solutions in the health care sector, for example, “Digital solutions in the health care sector are good, they are adapted to today’s technical world” as well as barriers of these technologies in a daily life, for example, “In general, I am interested in new technologies but have no access.”

3. Autonomy: This category deals with the general feeling of dependency toward the digital transformation of the health care sector, for example, “Digitization is unstoppable, but you have to be careful not to lose your independence,” and with the freedom from external control or influence of digital solutions in the health care sector, for example, “I do not want to become the puppet of systems.”

4. Patient narrative: This category summarizes the general thoughts toward the use of digital solutions in the health care sector, for example, “I’ve had enough to do in my professional life with digital things, in my retirement I have no interest in it anymore,” and includes the willingness and interest of a digital solution when they live in a partnership, for example, “I do not need digital solutions, my partner supports me in taking my medication regularly.”

5. Attitude toward technologies: This category covers the attitude toward using a digital solution, for example, “I am no longer interested in the digital age and do not want to accept it anymore,” and the risk of misuse of such
technologies in the health care sector, for example, “Digital solutions are of no use to me, they only increase the cost of medicines.”

Discussion

Adherence

Here, we report on a population of patients aged 65 years and older treated with NOACs. These patients were chosen because regular intake is required for sufficient protection from adverse events such as stroke or embolism. A grounded theory approach [13-15] was applied to a rather small sample size until saturation of statements was reached. In general, the reported adherence of our population was in line with previously published studies. For instance, the WHO reported that approximately 50% of patients, in general, are adherent [3,4], and a meta-analysis of data on 376,162 patients showed 57% of patients were adherent [17]. This is similar to our results, with 60% reported adherence as shown in Figure 2.

Surprisingly, and in contrast to the study by Manteuffel et al [18], our data indicate an influence of gender. Female participants were more likely to report being adherent than male participants. This influence needs to be considered when adherence solutions are developed.

Figure 2 shows that more academics reported being nonadherent. A reason for that could be higher rates of distrust of academics toward their physician in contrast to nonacademics and maybe a tendency to question the results of the physician [19].

The result in Figure 2 indicates that patients who live by themselves have higher risks of being nonadherent, which is in line with the results of Uchino [20] that social support provides survival advantages to patients with various diseases. Our results confirm the observation of several studies conducted before that reported a drop in adherence over time and especially after the first year of treatment (Figure 2) [21-23].

Smartphone and Adherence

In accordance with Anderson and Perrin [24] who showed an increase in smartphone use in adults aged 65 years and older from 18% in 2013 to 42% in 2016, our results (Figure 3) show a total smartphone use of 60%. In contrast to female participants, most male participants used a smartphone (90%). This is in line with our other findings that adherence solutions should be gender specific to eliminate the potential problem of a wide demographic spread of the target group (eg, men or women, young or old, and highly or less educated). The results of the study by Anderson and Perrin [24] also confirm our finding displayed in Figure 3 that there was a positive correlation between educational level and smartphone use.

These results and the observation that more academics forgot to take their medicine (Figure 2) strongly suggest the need for creating a smartphone-based adherence solution, especially for academics. It is implied that adherence solutions should always be designed specifically for the customer and individually for the patient. This should not suggest that each smartphone app has to be developed individually for each patient, nor that the software itself should have a unique code. What can be suggested is that each app should be designed to cover the most important adherence factors of different patient groups, that is, the app should include factors such as illness severity and duration, age, gender, and patient’s level of education. In this way, the app can be customized to different patient groups. However, to tailor apps in the future, it does not appear unrealistic to make use of the enormous power of artificial intelligence and machine learning. These technologies continuously analyze the patients and their behaviors while allowing them to improve themselves and adapt according to the gained insights, thereby providing the most individual support.

Furthermore, the cultural background and its impact on technology acceptance should also be taken into account. Several studies have shown the importance of the cultural background for the uptake and use of technology [25-27]. Alagöz et al [28] showed that in contrast to German participants, Polish and Turkish participants significantly increased their acceptance of medical technology as they aged. Alagöz et al [28] hypothesized that is because of the economic gap and the difference in history between Germany and these countries; this shows that a deeper understanding of the factors underlying technology acceptance, beyond national borders and cultural contexts, is needed. Alsswey et al [29] pointed out that most elderly Arab participants accepted a mobile health apps, which was based and designed on Arab cultural background, and it is important to integrate cultural aspects as well as personal characteristics and experiences into the design process of a mobile health app [29].

If the results shown in Figure 2 are linked to those in Figure 3, it becomes clear that nonadherent patients who live by themselves are also less likely to use a smartphone. Thus, patients who are mostly on their own could be supported with personalized digital adherence solutions, which should include interpersonal relationships. Prochaska and Velicer [30] also highlighted this result using the Transtheoretical Model, developed by Prochaska and DiClemente [31]. They were able to show that individuals must go through six phases of change to change health behavior, and the most promising improvement in computer-based programs is interpersonal contact.

However, looking at the results in Figures 2 and 3, in our cohort, more participants reported being nonadherent after 12 months of NOAC use, but smartphone use among participants was also much higher. This indicates that one could achieve great success with a smartphone-based adherence solution in a long-term medical treatment.

Adherence Radar

As already shown in several literature reviews, there is a huge bandwidth of new digital adherence solutions in the health care sector with different approaches solving the problem of nonadherence [21,32]. Despite that, none have proven to be successful outside of a clinical study or the pilot phase.

To develop a new digital solution targeting that problem, customer feedback seems to be the key. Therefore, we developed a framework to assess the success potential of adherence solutions already in the process of prototyping. Furthermore,
the Adherence Radar is an analogy and could also provide orientation in a wide range of existing adherence solutions. For this, each main category (as well as related subcategories) should be used to analyze and characterize an already existing or imagined solution. To exemplify, we show how the Adherence Radar can be applied to all adherence tools in a holistic manner.

Adherence Solutions Including Educational Interventions

Educational interventions, as shown by Shah et al [33], can have a great impact on adherence, but as shown in the Adherence Radar, several issues need to be considered (category Diseases and medicine; Figure 4). Patients stated that they trust their physicians most, and they do not want them to be replaced regarding their disease education by a digital support tool. Furthermore, they stated that they do not necessarily want to know more about their diseases because this would lead to a kind of hypochondria (Main category Diseases and medicine; Figure 4). Another point is that education has to be in line with the severity of the underlying illness (Figure 4). We hypothesize that by complying with the Adherence Radar, a solution could offer personalized education by the treating physician in the right dose that needs to be defined by the patient.

Adherence Solutions Using Sensors to Detect Medication Intake

Sensor-based adherence solutions make use of the smartphone to confirm the intake of the medication via visual [34] or ingestible [35] sensors. Such a sensor-based solution could help significantly in severe disease conditions because the patient feels fully cared for. Besides that, these solutions are technically more sophisticated and provide wide flexibility. In the main category Autonomy of the Adherence Radar, patients stated that they do not want to lose their independence. They worry that the constant digital monitoring promotes the feeling of being sick. An additional aspect that can be addressed using the Adherence Radar is one of data privacy and safety. Patients do not want to be monitored in such a close manner and want to act self-determined, points that can be found in the Adherence Radar in the main categories Attitude toward technologies and Patient narrative. The acceptance of a suitable solution is therefore largely dependent on the factors of privacy and the feeling of autonomy.

Smartphone-Independent Adherence Solutions

The smartphone itself enables some of the adherence solutions to piggyback on a digital device that most of the participants in our study already used. Despite that, other approaches use non–smartphone-based solutions. Examples include robots and other devices as well as a digital pill bottle [36-38]. According to our Adherence Radar, bringing in a new device is critical, as the interviewed patients reported that they were already afraid of being dependent on a single digital device. They feared losing their Autonomy. It is also possible that the patient feels too much controlled by this additional device, and thus, the self-determination would be lost. In addition, it would touch the Patient narrative that increasing costs for digital solutions should be avoided. It needs to be stated that despite all worries, Technology itself was widely seen in a positive manner in our study. However, overall, from our point of view, it will be much harder to attain wide acceptance for a non–smartphone-based solution to become routine operation.

Limitations and Further Research

Our study, to identify factors that make digital solutions successful and generate theses to understand which digital competencies patients aged 65 years and older on anticoagulants should have, to be able to use a digital solution to increase adherence, has a few limitations. The results of the study can only be seen as a snapshot of the topic, which is constantly changing because of the ongoing digitalization. Furthermore, the number of participants seems to be small (N=20), which is because of the chosen approach of the Grounded Theory, as the saturation of the statements was reached after 20 interviews. Our study can only be seen as a first step for such a broad and important topic, and further research with a different approach, and therefore a larger number of participants, should be pursued. As further steps in the research, it is necessary to conduct a quantitative confirmation of the factors of the Adherence Radar with questionnaires with more than 500 seniors. Additional observational studies are needed to test the use of apps and devices in older people. This could be compared with the group of people aged 55-65 years as the soon-to-be seniors. Thereafter, the vision is to transform the insights of the Adherence Radar into a score to compare different adherence solutions clearly.

Conclusions

The aim of this study was to identify factors that make digital adherence solutions in a real-life scenario successful and how elderly patients can use such a solution. We learned that technology itself is not the problem of a limited uptake and negative view toward digital adherence solutions. As our Adherence Radar in Figure 4 demonstrates, the subcategories in the main categories, with the exception of Technology, are generally more negatively affected. Here, it becomes clear that digital solutions are partly seen as tools for the younger generation and as gimmickry, but in general, adults aged 65 years and older are open to new technologies as well as digital solutions, and this trend will automatically increase over time, as the aging digital-affine generations will follow. However, it is important that easy access to these new solutions is guaranteed, and these solutions are adapted to the individual patient’s needs. A key element for a successful adherence solution seems to be that it is always designed in a customer-specific manner and uniquely for each patient group. Here, not only gender but also educational background seems to play a role; in addition, the physician-patient relationship is an important factor. The patient must not be made to feel like he/she is losing autonomy and controlled externally, but that he/she is actively and individually supported in his/her medication intake via a digital solution. In our opinion, the smartphone itself seems to be a suitable medium to develop an adequate digital adherence solution for patients because no additional device is needed.

In conclusion, digital adherence solutions can improve the standard of care and help reduce complications of nonadherence. We have shown that there is no universal solution, and tailor-made solutions will be needed.
Our Adherence Radar can be a cornerstone in the development of such a solution, for instance, in a design thinking approach, as it helps shed a different light on adherence solutions, in general, and helps people ask the right questions to the right patient.
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Abstract

Background: Alcohol consumption, including binge drinking (BD) and heavy episodic drinking (HED), is one of the leading risk factors among Spanish adolescents leading to significant social, health, and economic consequences. Reduction of BD and HED in adolescents can be achieved using Web-based, computer-tailored (CT) interventions, providing highly personalized feedback that is adapted to a person’s individual characteristics and needs. Randomized controlled trials assessing the effects of tailored BD reduction programs among Spanish adolescents are scarce.

Objective: The aim of this study was to test the effectiveness of the Web-based, CT intervention Alerta Alcohol, aimed at the prevention of BD in Spanish adolescents. As a secondary outcome, effects on HED, weekly consumption, and any consumption were also assessed. The adherence and process evaluation were assessed.

Methods: A cluster randomized controlled trial conducted among 15 Spanish schools was developed. Each school was randomized into either an experimental condition (EC) (N=742) or a control condition (CC) (N=505). Finally, 351 participants for the EC and 261 for the CC were included in the analysis (N=612). Baseline assessment took place in January and February 2017. Demographic variables and alcohol use were assessed at baseline. Follow-up assessment of alcohol use took place 4 months later in May and June 2017. Participants were compared according to their randomization group (EC versus CC). After the baseline assessment, participants in the EC started the intervention, which consisted of short stories about BD, in which CT feedback was based on the I-Change Model for behavior change. Participants in the CC group only received the baseline questionnaire. Effects of the intervention were assessed using a three-level mixed logistic regression analysis for BD, HED, and any consumption, and a three-level mixed linear regression analysis for weekly consumption.

Results: In total, 1247 adolescents participated in the baseline assessment and 612 participated in the follow-up assessment; the attrition rate was 50.92%. The intervention was effective in reducing HED among adolescents; the odds of HED in the CC was nine times that in the experimental condition (P=.04). No effects were found for BD, weekly consumption, and any consumption. Process evaluations revealed that the adolescents were satisfied with the program (68.8%), would use the program again (52.9%), and would recommend it to someone else (62.8%). Females and non-binge drinkers showed better responses in the process evaluation.

Conclusions: Our intervention was effective regarding HED but not regarding BD, weekly consumption, and any consumption. It may be that limiting alcohol consumption to prevent HED was easier in the Spanish context than it was to carry out further
steps, such as reducing other patterns of alcohol consumption. Hence, additional actions are needed to accomplish these latter goals, including community approaches and policy actions aimed at denormalizing alcohol consumption among Spanish adolescents.

**Trial Registration:** ClinicalTrials.gov NCT03288896; https://clinicaltrials.gov/ct2/show/NCT03288896

**International Registered Report Identifier (IRRID):** RR2-10.1186/s12889-018-5346-4

**KEYWORDS**
adolescents; alcohol consumption; binge drinking; cluster randomized controlled trial; computer tailoring

## Introduction

Alcohol consumption is one of the leading risk factors for mortality and disease worldwide [1,2], with significant social, health, and economic consequences [3], and is the leading risk factor globally for both death and disability-adjusted life years [4]. In addition, the most common risky drinking behavior among adolescents is binge drinking (BD), which consists of alcohol consumption that results in a blood alcohol concentration of 0.08 g/dL or more, within a period 2 hours [5,6]. In men, blood alcohol concentrations of more than 0.08 g/dL typically occur after consuming five or more standard drink units (SDUs), or standard glasses of alcohol, in about 2 hours; in women, this occurs after consuming four or more SDUs in about 2 hours [5,7]. In other words, BD occurs with the consumption of four or more and five or more SDUs of alcohol by women and men, respectively, in a short space of time or during a single occasion [5-8]. The lack of consensus as to what is considered an SDU could be the result of cross-country variability of criteria regarding the amount of alcohol consumption per episode [6,9,10]. However, the above definition, which is used in our study, is consistent with the Spanish epidemiological data from the survey Encuesta Sobre Uso de Drogas en Estudiantes de Enseñanzas Secundarias (ESTUDES) [8]. The fact is that BD is associated with detrimental long- and short-term consequences, since it affects neurocognitive development and leads to physical, psychological, and social alterations. In addition, BD has been associated with traffic accidents, violence, homicide, suicide, early sexual contact, school failure, mental illnesses, and delinquency, among other issues [3,11-15].

Moreover, heavy episodic drinking (HED) has been defined as the consumption of 10 or more glasses of alcohol on at least one occasion in the previous week [16,17]. This pattern of alcohol consumption is believed to be a serious problem in Western society, with major psychological, social, and economic consequences [17,18]. Similarly, HED has been linked to several problematic behaviors, such as an increased risk of unplanned sexual activity; increased risk of injury [19]; being more likely to engage in delinquent acts, including fighting, truancy from school, stealing, or driving while intoxicated[17]; as well as later alcohol abuse and dependence or illegal drug use [20].

The 2018 national Spanish survey ESTUDES showed that 75.6% of adolescents between 14 and 18 years of age drank alcohol in the last 12 months [8], a slightly lower number compared to that reported in the 2015 European School Survey Project on Alcohol and Other Drugs (ESPAD) [21]. Furthermore, in Europe, 35% of 15-16-year-old adolescents reported BD [21], while in Spain, the percentage stood at 32.2% of students between 14 and 18 years of age [8]. The national Spanish survey showed that the prevalence of BD at the age of 16 was 37.0%, which was twice that of 14-year-olds (13.2%), and BD reached 47.5% at the age of 17 [8]. Not one of the previous reports shows data on HED; however, Best et al [17] found a prevalence of 32% of HED among 14-16-year-old adolescents in the United Kingdom. These figures highlight the importance of preventing these different patterns of alcohol consumption in adolescents. In the prevention area, computer- and Internet-based interventions are increasingly used as platforms for health promotion, including interventions aimed at reducing alcohol consumption [16,22-26]. Thus, the reduction of alcohol use and BD in adolescents could be achieved with the help of Web-based, computer-tailored (CT) interventions [16,27]; these could provide highly personalized feedback to individuals whose behaviors and opinions would be previously assessed on the basis of their answers to questionnaires, using data-driven decision rules that produce personalized feedback automatically from a database [28]. Some studies have shown that tailored advice helps to effectively change health behaviors and their determinants [16,23,24,27,29-31], even showing it to be cost-effective [32], although their effect sizes were generally small to medium [16,33]. However, Web-based, CT interventions usually have low adherence and high attrition rates [16,34,35], including over 50% [16,27,34,36], causing significant negative consequences, such as a reduced ability to reveal intervention effects [37].

The Alerta Alcohol program is the first Spanish program to be implemented that consists of a dynamic, Web-based, CT intervention in a school environment aimed at the prevention of alcohol consumption and BD in Spanish adolescents. This is a cultural adaptation of the Dutch program carried out by Jander et al [16,38]; however, in the Spanish context, no similar study has targeted these issues to date, and using CT technology at the high school level is still very rare [39]. Moreover, Alerta Alcohol tries to improve program adherence and minimize dropout in an attempt to overcome the limitations of previous studies. This program uses different strategies to accomplish this, such as developing a dynamic intervention with stories adapted to gender and age [23,39,40], based on the feedback from focus groups with adolescents (paper not yet published), or by carrying out the majority of the study at schools as part of the health promotion curriculum.

The aim of this study was to test the effectiveness of the Web-based, CT intervention Alerta Alcohol. We assessed the
effects of the intervention on BD, HED, weekly consumption, and any consumption.

Methods

Ethics Committee Approval
The intervention was carried out according to bioethical guidelines; the students needed to answer the questionnaires themselves and confidentiality was guaranteed. Active informed consent was used. The project was approved by the Bioethical Committee of Andalusia, Spain, and was registered on August 4, 2015 (registration number: PI-0031-2014). In addition, this trial was retrospectively registered at ClinicalTrials.gov on September 19, 2017 (NCT03288896). The intervention was not registered prospectively because our organization did not require it. However, the intervention was not modified with respect to the study protocol.

Study Design
We conducted a cluster randomized controlled trial, with one experimental condition (EC) and one waiting-list control condition (CC); high schools were randomized into these two groups. Participants completed a baseline (ie, pretest) evaluation and a final (ie, posttest) evaluation performed 4 months after the intervention.

Participants were compared based on their randomization groups: EC versus CC. The EC group received the online intervention that contained CT feedback. The CC group only filled in the online baseline questionnaire. Both groups were given an online follow-up assessment after 4 months; they completed the same questionnaire that was used in the baseline assessment. The study took place in Spain between January and June 2017. The Consolidated Standards of Reporting Trials (CONSORT) guidelines were followed [41] (see Multimedia Appendix 1).

Participants and Procedure
Participants were randomly selected from the group of students belonging to the public school system; this group included students in their fourth year of compulsory secondary education (CSE), those in the first year of their baccalaureate program, and those in the first year of continuing education or vocational training (VT), which is equivalent to 10th, 11th, and 12th grades in the United States, respectively. The randomization process was undertaken by two researchers from the team (JMMM and MLS) using a computer software randomization device to avoid contamination. First, we randomly selected at least two schools from each of the eight provinces in Andalusia in Southern Spain. If schools agreed to participate, the inclusion criteria were checked. If they did not agree to participate, we randomized other schools in the same province until at least two schools in each province were included; in total, we contacted 37 Andalusian schools.

The schools were informed of the objective of the study and the sessions of the intervention. Participation by each school was confirmed by email, telephone, or, when necessary, by a visit. A formal letter and an information folder were sent to teachers and coordinators at each school, where they were provided with contact details and the study website address [42], as well as a manual with frequently asked questions that may occur during the program.

Finally, after 16 high schools—two from each province in Andalusia—accepted, they were randomly assigned to either the EC group or the CC group, taking care that the intervention groups (ie, EC groups) were matched with a province. Within each school, all classes that met the inclusion criteria were invited to participate in the study.

The CC schools were on a waiting list and received the intervention voluntarily once the study was completed. The selected schools were not blinded to their groups, since the EC group needed to schedule a total of four sessions during school hours. The adolescents were recruited from schools through their teachers and counselors. Adolescent participants and their parents had to sign and return the informed consent form to agree to take part in this scientific study. When starting the intervention, participants were asked to visit the study website and create an account. Within their account, they selected their school and were assigned to one of the conditions: CC or EC. Before starting with the baseline questionnaire, students gave informed consent by checking the acceptance box on the first page of the website. If he or she did not wish to participate, or refused to provide informed consent, he or she could select the option I do not wish to participate in this study. In this case, he or she was thanked and could leave the website. Participants could, however, also access the website at another time if they wanted to (see Figure 1). All students enrolled gave consent through active informed consent for the use of their data for scientific research and publication. Those who were underage were asked that their parents complete an informed consent form.
Inclusion and Exclusion Criteria
The target group for the Alerta Alcohol program consisted of adolescents aged 15-19 years old that were enrolled in fourth-year CSE, first-year baccalaureate programs, or first-year VT. All students enrolled had Internet access at schools and in their homes. Those with language difficulties or those who had previously participated in prevention programs of BD were excluded. To check the inclusion criteria, a researcher was present at the pretest.

In addition, the inclusion criteria for schools were as follows: (1) public secondary schools from Andalusia, (2) schools belonging to provincial capitals, and (3) schools with access to the Internet and an equipped information and communication technology room available for students.

Intervention
Alerta Alcohol consists of short stories in which the main character binge drank the night before and his or her friends talk with him or her about what happened the night before. The drinking event took place in three scenarios: at home, at a celebration, and in a public place. The stories were designed based on the results of a focus group study (paper not yet published) and were adapted to the gender of the participant. Participants could choose an avatar and the names of the characters in the stories (see Figures 2 and 3).

First, the stories were presented and questions and tailored messages were shown, which were designed to reduce alcohol consumption and BD. Concise, direct, and personalized relevant messages were delivered to promote participation in the intervention [16,38,40]. The messages were customized with the names of the participants; elements such as repetition of the answers were used to show respect and empathy, counter persuasion, introduce social modelling and new beliefs, and reinforce positive behaviors and motivational feedback [28,43]. These messages were based on the I-Change Model, in which the central concepts are attitude, social influences, self-efficacy, and action planning [39,44]. In each scenario, self-efficacy is reinforced and action plans are offered to the adolescent in order to reject alcohol and BD in the specific scenario. In addition, we developed questions and tailored messages aiming to increase self-esteem and awareness of factors such as the acknowledgement of risk perception of alcohol consumption and BD.

Based on a previous focus group study, we concluded that it was necessary to favor premotivational and motivational components associated with BD; modification of beliefs; and risk perception and expectations, or those associated with the effects of alcohol experimentation; as well as to promote healthy self-esteem and self-efficacy. Gender differences were also taken into account (paper not yet published). In addition, a Delphi group study for the cultural adaptation study and the pilot study was developed, which allowed us to shorten and rewrite the feedback messages to make them more appealing to our target group (paper not yet published).
The intervention was carried out over six sessions. All students had access to a computer in their school’s computer room. After registering themselves online, all students had to fill out a baseline questionnaire (ie, pretest), which was supervised by a
researcher. The following week, each student from the EC group continued with the intervention by logging in to the website; if needed, they were assisted by their teacher. The EC group members attended a second and third session held at school. There was a 1-2-week period between sessions; when possible, the schedule, which was planned with the researcher, was developed within the school curriculum (ie, class time). Students had two booster sessions at their homes 1 week after the third session. The fourth session was called The Challenge, where adolescents could accept the challenge of not drinking or at least not binge drink at an upcoming drinking event; the program reminded students again of the advice and action plans for this type of event. In the fifth session, 2 days after the drinking event, the program evaluated the challenge to determine whether or not the participants drank or at least whether they engaged in BD during this drinking event. At the end of the study, all students had to complete the sixth session at school (ie, the follow-up questionnaire), which was carried out throughout May and June 2017 (see Table 1). Each session took approximately 1 hour. The CC group only has two sessions: baseline data collection in January and February 2017 and the follow-up questionnaire (ie, posttest) 4 months later. A research technician was present for the pretest and posttest questionnaires at the schools to collaborate with the teachers and to optimize follow-up rates. Moreover, the researcher monitored the intervention by phone call or, if necessary, by visiting the schools in the EC group. Participation reminders were also sent via email when participants had not finished the intervention procedures, so they could complete them outside of school. Because of the nature of study, data were not anonymous. However, confidentiality was ensured through proper data management and security, according to the European General Data Protection Regulation (GDPR). This information was enclosed with the consent form. A detailed description of the development and content of the intervention is available in the protocol of this study [39].

Table 1. Alerta Alcohol program structure.

<table>
<thead>
<tr>
<th>Location and session</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>At school</td>
<td>Initial questionnaire</td>
</tr>
<tr>
<td></td>
<td>Scenario 1: at home</td>
</tr>
<tr>
<td></td>
<td>- Knowledge and risks</td>
</tr>
<tr>
<td></td>
<td>- Attitude: pros and cons</td>
</tr>
<tr>
<td></td>
<td>- Self-efficacy and action plans</td>
</tr>
<tr>
<td></td>
<td>Scenario 2: celebrations</td>
</tr>
<tr>
<td></td>
<td>- Self-esteem</td>
</tr>
<tr>
<td></td>
<td>- Social modelling</td>
</tr>
<tr>
<td></td>
<td>- Self-efficacy and action plans</td>
</tr>
<tr>
<td>At student’s home</td>
<td>Booster session: The Challenge</td>
</tr>
<tr>
<td></td>
<td>Evaluation of The Challenge</td>
</tr>
<tr>
<td>At school</td>
<td>Final questionnaire</td>
</tr>
</tbody>
</table>

Measures

Overview

Multiple guidelines for how drinking should be measured in surveys have been proposed; however, whether they are consistent in their recommendations has not been considered to date [45]. In this study, a Spanish validated version of the self-administered online questionnaire was used [46], which was adapted from a previous study carried out on Dutch adolescents [38]. A better description of the concepts and variables can be found in the study protocol [39] and in Multimedia Appendix 2.

Demographics

Social demographic variables were assessed at baseline, which consisted of gender (1=male and 2=female), age (in years), educational level (1=CSE, 2=baccalaureate, and 3=VT), religion (1=Catholic, 2=Protestant/Evangelical, 3=Muslim/Islamic, 4=other religion, and 5=no religion), and ethnicity (1=Spanish and 2=other).

In addition, we used the Family Affluence Scale (FAS) to measure social status. The FAS consists of four different questions: “Does your family have a car or a van?” “Do you have your own room at home?” “During the last 12 months, how many times have you gone on holiday with your family?” and “How many computers does your family have?” [47]. The
FAS was transformed into three categories, where students could belong to the low level (0-2 points), middle level (3-5 points), or high level (6-9 points).

The Family Apgar Test was used to measure self-perception on familiar functional status (alpha=.778). It consists of five questions answered on a 3-point Likert scale (0=almost never, 1=sometimes, and 2=almost always); the resulting score was dichotomized into dysfunctional family status (score 0-6) and functional family status (score 7-10) [48].

**Binge Drinking, Heavy Episodic Drinking, Weekly Consumption, and Any Consumption**

BD was assessed using an open-ended question on how many BD occasions they participated in during the previous 30 days (eg, for girls, “How often did you drink 4 or more standard glasses of alcohol on one occasion in the previous 30 days?”; for boys, the number of drinks was 5 or more). A figure showing different standard drinks was shown to make the concept more comprehensible [16]. This variable was then dichotomized (0=reported no BD and 1=reported BD).

For HED, participants were dichotomized into two groups: those who consumed 10 or more glasses of alcohol on at least one occasion in the previous week (1=HED) and those who did not (0=no HED) [16,17].

For weekly consumption, we assessed how many glasses of alcohol students drank each day during the last week. Based on this information, we calculated the total number of glasses consumed in the past week [16].

Any consumption was calculated using the question “On which days of the past week did you drink alcohol?” Possible answers were as follows: “Monday to Sunday”; “I haven’t drunk in the past week”; and “I have never drunk alcohol.” This variable was dichotomized into two groups (0=no and 1=yes).

**Process Evaluation and Adherence**

To assess adherence, the number of intervention sessions attended by the participants at schools was registered. Furthermore, after completing each session, we asked respondents whether they have been reading the advice, whether the intervention was useful, whether the content was credible and appropriate, and whether the advice was interesting, understandable, too long or short, and personally relevant; responses were based on a 5-point Likert scale (eg, 1=totally disagree and 5=totally agree). We also assessed whether the advice increased their knowledge, changed their risk perception, changed their attitude, or improved their skills to prevent BD.

For the analysis of these questions, answers were converted into three categories: 1=totally disagree/partially disagree, 2=neither agree nor disagree, and 3=totally agree/partially agree.

Finally, we also assessed general satisfaction with the program using a 5-point Likert scale. This question was converted into three categories: 1=very dissatisfied/dissatisfied, 2=neither satisfied nor dissatisfied, and 3=very satisfied/satisfied. Using a 5-point Likert scale, we also assessed whether, given the opportunity, they would use the program again and whether they would recommend the program to others (eg, 1=totally disagree and 5=totally agree) [49].

**Power Analyses**

The primary outcome was the difference in binge-drinking occasions in the previous 30 days in the EC group compared with the CC group. According to the 2016 national Spanish survey ESTUDES [50], the prevalence of adolescent BD within a previous 30-day timeframe was 32.2%. It is estimated that the intervention reduces consumption to 22%. Requiring a statistical power of .80 for a two-sided test with a type I error rate of alpha=.05, 309 subjects were required for the CC group and 309 were required for the EC group (ie, 618 participants in total); G*Power, version 3.1.9.2 (Heinrich-Heine-Universität Düsseldorf), was used for the statistical power analyses [51]. Following the study by Jander et al [38], a dropout rate of about 50% was anticipated; therefore, 1236 total subjects needed to be recruited.

**Statistical Analyses**

Descriptive analyses were performed to describe the characteristics of the participants at baseline. Differences between the conditions in the baseline sample, as well as between consumers and nonconsumers—BD, HED, weekly consumption, and any consumption—were assessed via a t test for continuous variables and a chi-square test for categorical variables. Also, when the dependent variable was not normally distributed, the Mann-Whitney U test was used.

Since pupils were nested within classes in the study, and classes were nested within schools, in order to examine predictors of dropout versus nondropout, a three-level mixed logistic regression analysis was conducted. To test the effectiveness of the program, we also performed three-level mixed logistic regression analyses for the outcomes BD, any consumption, and HED, and a three-level mixed linear regression for the outcome weekly consumption. When variances of the random intercept at the school level and class level turned out to be zero, a standard logistic or linear regression was carried out. This turned out to be the case for the binary outcomes any consumption, BD, and HED.

To evaluate the effect, the intention-to-treat principle was followed. The independent variable of interest was included in the EC versus CC, and covariates were the outcome at baseline as well as several sociodemographic variables: gender, age, educational level, religion, ethnicity, Apgar score, and affluence level. Also, the interaction effects between intervention condition and all sociodemographic variables were entered as covariates into the analyses. To build the refined model, we first examined whether the covariance model of random effects turned out to be the case for the binary outcomes any consumption, BD, and HED.

To quantify the predictive power of the logistic regression models, Nagelkerke’s $R^2$ was reported. Due to the high attrition rate (>50%) in the majority of variables in the follow-up questionnaire, thus hampering the validity of multiple imputation techniques, we decided not to use multiple imputation and we performed the analysis with pairwise deletion [52,53].
To study predictors of adherence, we also analyzed the associations between potential participant characteristics (i.e., gender, age, educational level, religion, ethnicity, Apgar score, family affluence, and alcohol use at baseline) on the one hand and participation in the intervention (i.e., adherent or not) on the other.

Finally, for the process evaluation, a descriptive analysis was performed using chi-square tests to examine differences between males and females and between binge drinkers and non-binge drinkers. We used SPSS Statistics for Windows, version 21.0 (IBM Corp), for these analyses. The level of significance used for the main effects was alpha=.05 and for the interaction effects was alpha=.10. Also, effect sizes (odds ratios [ORs]) and 95% CIs were calculated.

Results

Participation and Attrition Rate

After contacting several schools, 16 accepted our invitation. Reasons for nonacceptance were as follows: the program was too time-consuming, the schools were involved in another drug-related program, or there were logistical problems, such as not having a computer room. Other schools did not respond to our phone calls and emails.

In total, 16 schools were randomly assigned to either the EC or CC. However, one of the schools from the CC did not begin the baseline assessment and withdrew their participation due to logistical problems. In total, 1431 adolescents from 15 schools—8 EC and 7 CC—were requested to fill in the baseline questionnaire. Subsequently, 75 adolescents from the EC group and 38 from the CC group were removed because they were over 19 years of age, 48 students were removed from the EC group and 13 from the CC group because they did not fill in the questionnaire, and an additional 6 students from the EC group and 4 from the CC group were removed because they provided unrealistic answers. In total, 1247 interviews were used at the baseline assessment—742 from the EC and 505 from the CC. Figure 4 shows the flowchart of participants at the participating schools.
All 15 schools participated in the completion of the 4-month follow-up questionnaire, with only 612 participants: 351 from the EC group and 261 from the CC group. There was a clear decrease in participation between the baseline assessment (N=742) and the follow-up assessment (N=351) in the EC group, resulting in an attrition rate of 50.92% (612/1247). Most schools had problems with their Wi-Fi or reported trouble finding a suitable date, due to final exams. Also, groups participating in VT were beginning their placements in companies around this time, so this was also a cause of dropout.

The dropout analyses showed that adolescents returning the follow-up questionnaires were significantly younger ($P<.001$) and had lower educational levels ($P<.001$). The adolescents that returned the questionnaires were less likely to be binge drinkers ($P=.02$) and had a lower weekly consumption ($P=.01$) (see Table 2). When a multilevel analysis was carried out, the older participants (OR 1.319, 95% CI 1.101-1.581, $P=.003$) and those who reported a higher weekly consumption (OR 1.045, 95% CI 1.004-1.087, $P=.03$) were more likely to drop out of the intervention.
### Table 2. Differences in baseline characteristics between participants that returned and those that dropped out at the 4-month follow-up.

<table>
<thead>
<tr>
<th>Variable (number of missing values)</th>
<th>Total (N=1247)</th>
<th>Returned (n=612)</th>
<th>Dropped out (n=635)</th>
<th>Test statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (15-19-year-olds) (0), mean (SD)</td>
<td>16.32 (1.07)</td>
<td>16.11 (0.99)</td>
<td>16.53 (1.10)</td>
<td>$U = 236280.5$; $t_{1237.926} = -7.09016.5 \pm 1.10$</td>
<td>&lt;.001; &lt;.001</td>
</tr>
<tr>
<td>Gender (0), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_1 = 0.5$</td>
<td>.49</td>
</tr>
<tr>
<td>Male</td>
<td>586 (46.99)</td>
<td>282 (46.1)</td>
<td>304 (47.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>661 (53.01)</td>
<td>330 (53.9)</td>
<td>331 (52.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational level (0), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_2 = 58.8$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Compulsory secondary education</td>
<td>545 (43.70)</td>
<td>313 (51.1)</td>
<td>232 (36.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baccalaureate program</td>
<td>515 (41.30)</td>
<td>252 (41.2)</td>
<td>263 (41.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vocational training</td>
<td>187 (15.00)</td>
<td>47 (7.7)</td>
<td>140 (22.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Religion (3), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_4 = 2.9$</td>
<td>.57</td>
</tr>
<tr>
<td>Catholic</td>
<td>767 (61.65)</td>
<td>385 (62.9)</td>
<td>382 (60.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protestant or Evangelical</td>
<td>26 (2.09)</td>
<td>11 (1.8)</td>
<td>15 (2.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Muslim or Islamic</td>
<td>18 (1.45)</td>
<td>9 (1.5)</td>
<td>9 (1.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>28 (2.25)</td>
<td>10 (1.6)</td>
<td>18 (2.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No religion</td>
<td>405 (32.56)</td>
<td>196 (32.1)</td>
<td>209 (32.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity (3), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_1 = 1.2$</td>
<td>.26</td>
</tr>
<tr>
<td>Spanish</td>
<td>1178 (94.69)</td>
<td>583 (95.4)</td>
<td>595 (94.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Spanish</td>
<td>66 (5.31)</td>
<td>28 (4.6)</td>
<td>38 (6.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apgar test (55), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_1 = 1.2$</td>
<td>.28</td>
</tr>
<tr>
<td>Functional family</td>
<td>886 (74.33)</td>
<td>446 (75.7)</td>
<td>440 (73.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dysfunctional family</td>
<td>306 (25.67)</td>
<td>143 (24.3)</td>
<td>163 (27.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family affluence (49), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_2 = 0.9$</td>
<td>.63</td>
</tr>
<tr>
<td>Low</td>
<td>33 (2.76)</td>
<td>16 (2.7)</td>
<td>17 (2.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>387 (32.30)</td>
<td>183 (31.0)</td>
<td>204 (33.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>778 (64.94)</td>
<td>391 (66.3)</td>
<td>387 (63.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol use (0)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_1 = 5.6$</td>
<td>.02</td>
</tr>
<tr>
<td>Binge drinking, n (%)</td>
<td>487 (39.05)</td>
<td>219 (35.8)</td>
<td>268 (42.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heavy episodic drinking, n (%)</td>
<td>16 (1.28)</td>
<td>8 (1.3)</td>
<td>8 (1.3)</td>
<td>$\chi^2_1 = 0.005$</td>
<td>.95</td>
</tr>
<tr>
<td>Weekly consumption, mean (SD)</td>
<td>1.45 (4.30)</td>
<td>1.22 (3.33)</td>
<td>1.68 (5.06)</td>
<td>$U = 206367$; $t_{1098.665} = -1.929$</td>
<td>.01; .054</td>
</tr>
<tr>
<td>Any consumption, n (%)</td>
<td>832 (66.72)</td>
<td>404 (66.0)</td>
<td>428 (67.4)</td>
<td>$\chi^2_1 = 0.4$</td>
<td>.55</td>
</tr>
</tbody>
</table>

*aMann-Whitney U test.*

#### Sample Characteristics

Baseline characteristics are shown in Table 3. We found that the adolescents in the EC group were older than those in the CC group ($P<.001$). We also found that the educational level of adolescents was higher in the CC group compared to the EC group ($P=.002$).
Table 3. Baseline characteristics of participants by condition.

<table>
<thead>
<tr>
<th>Variable (number of missing values)</th>
<th>Total (N=1247)</th>
<th>Experimental group (n=742)</th>
<th>Control group (n=505)</th>
<th>Test statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schools, n</td>
<td>15</td>
<td>8</td>
<td>7</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Classrooms per school, n</td>
<td>62</td>
<td>38</td>
<td>24</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Students per classroom, mean (SD), range</td>
<td>N/A</td>
<td>19.53 (6.90), 25</td>
<td>21.04 (5.87), 26</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (15-19-year-olds) (0), mean (SD)</td>
<td>16.32 (1.07)</td>
<td>16.40 (1.06)</td>
<td>16.21 (1.06)</td>
<td>$t^b=208553$; $t_{1245}=-3.150$</td>
<td>&lt;.001; .002</td>
</tr>
<tr>
<td><strong>Gender (0), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>586 (46.99)</td>
<td>345 (46.5)</td>
<td>241 (47.7)</td>
<td>$\chi^2=0.2$</td>
<td>.67</td>
</tr>
<tr>
<td>Female</td>
<td>661 (53.01)</td>
<td>397 (53.5)</td>
<td>264 (52.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Educational level (0), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=12.1$</td>
<td>.002</td>
</tr>
<tr>
<td>Compulsory secondary education</td>
<td>545 (43.70)</td>
<td>321 (43.3)</td>
<td>224 (44.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baccalaureate program</td>
<td>515 (41.30)</td>
<td>289 (38.9)</td>
<td>226 (44.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vocational training</td>
<td>187 (15.00)</td>
<td>132 (17.8)</td>
<td>55 (10.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Religion (3), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=3.1$</td>
<td>.55</td>
</tr>
<tr>
<td>Catholic</td>
<td>767 (61.65)</td>
<td>462 (62.3)</td>
<td>305 (60.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protestant or Evangelical</td>
<td>26 (2.09)</td>
<td>19 (2.6)</td>
<td>7 (1.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Muslim or Islamic</td>
<td>18 (1.45)</td>
<td>10 (1.4)</td>
<td>8 (1.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>28 (2.25)</td>
<td>15 (2.0)</td>
<td>13 (2.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No religion</td>
<td>405 (32.56)</td>
<td>235 (31.7)</td>
<td>170 (33.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity (3), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=1.9$</td>
<td>.17</td>
</tr>
<tr>
<td>Spanish</td>
<td>1178 (94.69)</td>
<td>707 (95.4)</td>
<td>471 (93.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Spanish</td>
<td>66 (5.31)</td>
<td>34 (4.6)</td>
<td>32 (6.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Apgar test (55), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=2.2$</td>
<td>.14</td>
</tr>
<tr>
<td>Functional family</td>
<td>886 (74.33)</td>
<td>516 (72.8)</td>
<td>370 (76.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dysfunctional family</td>
<td>306 (25.67)</td>
<td>193 (27.2)</td>
<td>113 (23.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Family affluence (49)</strong></td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=3.5$</td>
<td>.17</td>
</tr>
<tr>
<td>Low</td>
<td>33 (2.76)</td>
<td>17 (2.4)</td>
<td>16 (3.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>387 (32.30)</td>
<td>244 (34.2)</td>
<td>143 (29.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>778 (64.94)</td>
<td>452 (63.4)</td>
<td>326 (67.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Alcohol use (0)</strong></td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=0.9$</td>
<td>.33</td>
</tr>
<tr>
<td>Binge drinking, n (%)</td>
<td>487 (39.10)</td>
<td>298 (40.2)</td>
<td>189 (37.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heavy episodic drinking, n (%)</td>
<td>16 (1.30)</td>
<td>8 (1.1)</td>
<td>8 (1.6)</td>
<td>$\chi^2=0.6$</td>
<td>.44</td>
</tr>
<tr>
<td>Weekly consumption, mean (SD)</td>
<td>1.45 (4.30)</td>
<td>1.47 (3.78)</td>
<td>1.42 (4.96)</td>
<td>$U=190393.5$; $t_{1245}=-0.2$</td>
<td>.52; .84</td>
</tr>
<tr>
<td>Any consumption, n (%)</td>
<td>832 (66.70)</td>
<td>486 (65.5)</td>
<td>346 (68.5)</td>
<td>$\chi^2=1.2$</td>
<td>.27</td>
</tr>
</tbody>
</table>

^a^Not applicable.
^b^Mann-Whitney U test.
Binge Drinking

At baseline, 40.2% (298/742) of adolescents in the EC group and 37.4% (189/505) in the CC group reported BD in the previous 30 days. At the follow-up session, 32.2% (113/351) of adolescents in the EC group and 33.0% (86/261) in the CC group reported BD. There was a reduction in BD in both conditions, but this reduction was only significant in the EC group: BD was reduced by 8.0% (OR 0.716, 95% CI 0.547-0.937, \( P = .02 \)) in the EC group versus a reduction of 4.4% (OR 0.821, 95% CI 0.600-1.126, \( P = .22 \)) in the CC group.

However, in the logistic regression analysis, the intervention did not show a significant effect; although, in the CC group, the odds of BD were 1.1 times the odds of BD in the EC group. In addition, the analysis revealed that family affluence was marginally significant (\( P = .08 \)); people who had medium family affluence (OR 3.365, 95% CI 1.058-10.704, \( P = .04 \)) had a higher risk of BD than people who had high family affluence (see Tables 4 and 5).

### Table 4. Effects of the Alerta Alcohol program on binge drinking, heavy episodic drinking, weekly consumption, and any consumption in the complete model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Binge drinking(^a) (N=586)</th>
<th>Heavy episodic drinking(^a) (N=612)</th>
<th>Weekly consumption(^b) (N=589)</th>
<th>Any consumption(^a) (N=589)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI) ( P ) value</td>
<td>OR (95% CI) ( P ) value</td>
<td>OR (95% CI) ( P ) value</td>
<td>OR (95% CI) ( P ) value</td>
</tr>
<tr>
<td>Condition (control vs experimental)</td>
<td>1.106 (0.730-1.674) .63</td>
<td>9.129 (1.107-75.259) .04</td>
<td>-0.244 (0.385) .53</td>
<td>-1.000-0.511 .866 (0.506-1.484) .60</td>
</tr>
<tr>
<td>Gender (male vs female)</td>
<td>N/A ( d ) N/A</td>
<td>3.394 (0.669-17.223) .14</td>
<td>N/A N/A N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>Family affluence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low versus high</td>
<td>3.365 (1.058-10.704) .04</td>
<td>N/A N/A</td>
<td>-1.503 (0.921) .10</td>
<td>-3.313-0.306 3.401 (0.710-16.129) .13</td>
</tr>
<tr>
<td>Medium versus high</td>
<td>1.309 (0.841-2.036) .23</td>
<td>N/A N/A</td>
<td>0.410 (0.325) .21</td>
<td>-0.228-1.048 1.801 (0.987-3.289) .06</td>
</tr>
<tr>
<td>Consumption behavior pretest( e )</td>
<td>11.986 (7.951-18.069) &lt;.001</td>
<td>8.360 (0.820-85.239) .07</td>
<td>0.502 (0.044) &lt;.001</td>
<td>0.416-0.589 59.518 (34.789-101.823) &lt;.001</td>
</tr>
</tbody>
</table>

\( a \)=Logistic regression.  
\( b \)=Linear mixed regression.  
\( c \)=OR: odds ratio.  
\( d \)=Not applicable.  
\( e \)=Consumption behavior—binge drinking, heavy episodic drinking, weekly consumption, and any consumption—at the pretest evaluation.

### Table 5. Fixed effects of the Alerta Alcohol program on binge drinking, heavy episodic drinking, weekly consumption, and any consumption in the complete model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Binge drinking(^a) (N=586) (N=612)</th>
<th>Heavy episodic drinking(^a) (N=612)</th>
<th>Weekly consumption(^b) (N=589)</th>
<th>Any consumption(^a) (N=589)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistic ( P ) value</td>
<td>Statistic ( P ) value</td>
<td>Statistic ( P ) value</td>
<td>Statistic ( P ) value</td>
</tr>
<tr>
<td>Condition</td>
<td>W(^e)=0.225 .64</td>
<td>W=4.222 .04</td>
<td>F(^d)=0.403 .53</td>
<td>W=0.271 .60</td>
</tr>
<tr>
<td>Family affluence</td>
<td>W=5.108 .08</td>
<td>N/A ( e ) N/A</td>
<td>F=2.405 .09</td>
<td>W=5.443 .07</td>
</tr>
<tr>
<td>Intracluster correlation (ICC)</td>
<td>N/A ( e ) R(^d)=.349</td>
<td>N/A R(^2)=.150</td>
<td>N/A N/A</td>
<td>ICC=.0 N/A</td>
</tr>
</tbody>
</table>

\( a \)=Logistic regression.  
\( b \)=Linear mixed regression.  
\( c \)=Wald test.  
\( d \)=F test.  
\( e \)=Not applicable.  
\( f \)=Nagelkerke’s \( R^2 \).
Heavy Episodic Drinking
At baseline, 1.1% (8/742) of adolescents in the EC group and 1.6% (8/505) in the CC group reported heavy episodic drinking in the previous 30 days. At the follow-up stage, 0.3% (1/351) of adolescents in the EC group and 2.7% (7/261) in the CC group reported heavy episodic drinking in the previous 30 days. The logistic regression analysis showed that the odds of heavy episodic drinking in the CC group was nine times the odds of heavy episodic drinking in the EC group (OR 9.129, 95% CI 1.107-75.259, \(P=\) .04).

Weekly Consumption
At baseline, adolescents in the EC group and in the CC group drank a mean of 1.47 (SD 3.78) and 1.42 (SD 4.96) standard glasses of alcohol, respectively, in the previous week. At the follow-up stage, the mean was 1.64 (SD 3.66) and 1.39 (SD 4.12) standard glasses of alcohol in the EC group and in the CC group, respectively. The mixed linear regression analysis did not show any significant effects of the intervention.

Any Consumption
At baseline, 65.5% (486/742) of adolescents in the EC group and 68.5% (346/505) in the CC group reported that they had never drunk alcohol. At the follow-up stage, 68.9% (242/351) of adolescents in the EC group and 65.5% (171/261) in the CC group reported that they had never drunk alcohol. In the logistic regression analysis, the intervention had no effect. Again, family affluence was marginally significant (\(P=\) .07), where participants with low family affluence (OR 1.801, 95% CI 3.289-0.987, \(P=\) .06) had a higher probability of drinking alcohol than those with high family affluence.

Adherence
After the baseline (ie, first) session, of the 742 adolescents who were randomized into the EC, only 461 (62.1%) started the second session at school and only 350 (47.2%) returned for the third session at school. Only 23 adolescents out of 742 (3.1%) returned for the fourth session at home and 8 (1.1%) returned for the fifth session at home.

We assessed the predictors of adherence, which were as follows: educational level (\(P=\) .009) (with students enrolled in VT showing less adherence than baccalaureate program students: \(\beta=-0.882, P=\) .002), ethnicity (Spanish versus other: \(\beta=1.142, P=\) .04), and not engaging in BD in the previous 30 days at baseline (\(\beta=-0.546, P=\) .03) (see Table 6).

### Table 6. Predictors of adherence where both sessions were completed.

<table>
<thead>
<tr>
<th>Variable a</th>
<th>Beta</th>
<th>SE</th>
<th>Exp((\beta))</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female)</td>
<td>0.319</td>
<td>0.229</td>
<td>1.376</td>
<td>.16</td>
</tr>
<tr>
<td>Age</td>
<td>–0.140</td>
<td>0.138</td>
<td>0.870</td>
<td>.31</td>
</tr>
<tr>
<td>Educational level (baccalaureate)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vocational training</td>
<td>–0.882</td>
<td>0.287</td>
<td>0.414</td>
<td>.002</td>
</tr>
<tr>
<td>Compulsory secondary education</td>
<td>–0.201</td>
<td>0.340</td>
<td>0.818</td>
<td>.55</td>
</tr>
<tr>
<td>Religion (no religion) b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>0.005</td>
<td>0.256</td>
<td>1.005</td>
<td>.98</td>
</tr>
<tr>
<td>Catholic</td>
<td>0.950</td>
<td>0.627</td>
<td>2.586</td>
<td>.13</td>
</tr>
<tr>
<td>Ethnicity (others)</td>
<td>1.142</td>
<td>0.566</td>
<td>3.132</td>
<td>.04</td>
</tr>
<tr>
<td>Apgar test (family dysfunction)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High family affluence</td>
<td>0.162</td>
<td>0.287</td>
<td>1.176</td>
<td>.57</td>
</tr>
<tr>
<td>Medium family affluence</td>
<td>1.313</td>
<td>1.091</td>
<td>3.717</td>
<td>.23</td>
</tr>
<tr>
<td>Low family affluence</td>
<td>0.385</td>
<td>0.257</td>
<td>1.470</td>
<td>.13</td>
</tr>
<tr>
<td>Binge drinking</td>
<td>–0.546</td>
<td>0.250</td>
<td>0.579</td>
<td>.03</td>
</tr>
</tbody>
</table>

\(a\)Reference category of categorical variables is indicated between brackets.

\(b\)Religion was entered as three categories: no religion, others, and Catholic.

Process Evaluation
Of the EC group members, 295 participants returned the questionnaire. In total, 50.8% (150/295) of students reported that the sessions were too long. Even though 76.1% (223/293) of students said the advice content was credible, 72.0% (211/293) stated that it was understandable, 63.1% (185/293) stated that it was useful, and 60.0% (177/295) stated that the advice was interesting. Furthermore, 68.8% (203/295) of students were satisfied with the program, 52.9% (155/293) would use the program again, and 62.8% (184/293) recommended the program to someone else (see Tables 7 and 8).
Table 7. Process evaluation of the Alerta Alcohol program: responses from participants in the intervention group by gender.

<table>
<thead>
<tr>
<th>Variable (number of missing values)</th>
<th>Total (N=351), n (%)</th>
<th>Male (N=149), n (%)</th>
<th>Female (N=202), n (%)</th>
<th>$\chi^2$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall satisfaction (56)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very dissatisfied/dissatisfied</td>
<td>35 (11.9)</td>
<td>18 (14.0)</td>
<td>17 (10.2)</td>
<td>1.0</td>
<td>.61</td>
</tr>
<tr>
<td>Neither satisfied nor dissatisfied</td>
<td>57 (19.3)</td>
<td>25 (19.4)</td>
<td>32 (19.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very satisfied/satisfied</td>
<td>203 (68.8)</td>
<td>86 (66.7)</td>
<td>117 (70.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of session: too long (56)</td>
<td></td>
<td></td>
<td></td>
<td>2.4</td>
<td>.31</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>49 (16.6)</td>
<td>19 (14.7)</td>
<td>30 (18.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>96 (32.5)</td>
<td>48 (37.2)</td>
<td>48 (28.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>150 (50.8)</td>
<td>62 (48.1)</td>
<td>88 (53)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of session: too short (56)</td>
<td></td>
<td></td>
<td></td>
<td>1.0</td>
<td>.60</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>88 (29.8)</td>
<td>38 (29.5)</td>
<td>50 (30.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>101 (34.2)</td>
<td>48 (37.2)</td>
<td>53 (31.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>177 (60.0)</td>
<td>75 (58.1)</td>
<td>102 (61.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interest in advice (56)</td>
<td></td>
<td></td>
<td></td>
<td>4.5</td>
<td>.10</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>52 (17.6)</td>
<td>26 (20.2)</td>
<td>26 (15.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>66 (22.4)</td>
<td>28 (21.7)</td>
<td>38 (22.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>223 (76.1)</td>
<td>91 (71.1)</td>
<td>132 (80.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content credibility (58)</td>
<td></td>
<td></td>
<td></td>
<td>6.9</td>
<td>.03</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>24 (8.2)</td>
<td>15 (11.7)</td>
<td>9 (5.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>46 (15.7)</td>
<td>22 (17.2)</td>
<td>24 (14.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>223 (76.1)</td>
<td>91 (71.1)</td>
<td>132 (80.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advice was useful (58)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;9.1</td>
<td>.01</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>44 (15.0)</td>
<td>27 (21.1)</td>
<td>17 (10.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>64 (21.8)</td>
<td>28 (21.9)</td>
<td>36 (21.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>185 (63.1)</td>
<td>73 (57.0)</td>
<td>112 (67.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advice was understandable (58)</td>
<td></td>
<td></td>
<td></td>
<td>4.3</td>
<td>.12</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>25 (8.5)</td>
<td>18 (14.1)</td>
<td>7 (4.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>57 (19.5)</td>
<td>25 (19.5)</td>
<td>32 (19.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>211 (72.0)</td>
<td>85 (66.4)</td>
<td>126 (76.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advice was appropriate (58)</td>
<td></td>
<td></td>
<td></td>
<td>9.5</td>
<td>.009</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>49 (16.7)</td>
<td>28 (21.9)</td>
<td>21 (12.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>73 (24.9)</td>
<td>30 (23.4)</td>
<td>43 (26.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>175 (58.4)</td>
<td>70 (54.7)</td>
<td>101 (61.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improved knowledge (58)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>46 (15.7)</td>
<td>29 (22.7)</td>
<td>17 (10.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>72 (24.6)</td>
<td>25 (19.5)</td>
<td>47 (28.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>175 (59.7)</td>
<td>74 (57.8)</td>
<td>101 (61.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Changed attitude (58)</td>
<td></td>
<td></td>
<td></td>
<td>4.1</td>
<td>.13</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>54 (18.4)</td>
<td>30 (23.4)</td>
<td>24 (14.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>90 (30.7)</td>
<td>39 (30.5)</td>
<td>51 (30.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>149 (50.9)</td>
<td>59 (46.1)</td>
<td>90 (54.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Changed risk perception (58)</td>
<td></td>
<td></td>
<td></td>
<td>5.7</td>
<td>.06</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>49 (16.7)</td>
<td>29 (22.7)</td>
<td>20 (12.1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Regarding gender, more females, compared to males, reported that the advice was useful ($d=0.294$, 95% CI 0.062-0.527, $P=.03$), understandable ($d=0.316$, 95% CI 0.083-0.548, $P=.01$), improved their knowledge ($d=0.212$, 95% CI 0.019-0.443, $P=.009$), changed their risk perception ($d=0.236$, 95% CI 0.005-0.468, $P=.06$), and improved their skills ($d=0.040$, 95% CI 0.003-0.460, $P=.02$). In general, more females, compared to males, more frequently reported that they would recommend the program to someone else ($d=0.102$, 95% CI 0.129-0.333, $P=.047$); this was a mixed result, since males also more often answered totally agree/partially agree for this question, as well as there being more males who answered totally disagree/partially disagree. Therefore, we could say that males are somewhat more extreme regarding their opinion on this question.

Regarding BD, more non-binge drinkers reported the advice to be credible ($d=0.199$, 95% CI 0.039-0.437, $P=.03$). On the other hand, more binge drinkers reported the advice to be useful ($d=0.040$, 95% CI 0.197-0.277, $P=.02$), to be appropriate for them ($d=0.293$, 95% CI 0.054-0.531, $P=.01$), and to improve their knowledge ($d=0.068$, 95% CI 0.170-0.305, $P=.02$), as well as that the advice changed their risk perception ($d=0.078$, 95% CI 0.159-0.315, $P=.02$).
<table>
<thead>
<tr>
<th>Variable (number of missing values)</th>
<th>No binge drinking (N=198), n (%)</th>
<th>Binge drinking (N=153), n (%)</th>
<th>( \chi^2 )</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall satisfaction</strong> (56)</td>
<td></td>
<td></td>
<td>0.7</td>
<td>0.69</td>
</tr>
<tr>
<td>Very dissatisfied/dissatisfied</td>
<td>24 (12.9)</td>
<td>11 (10.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither satisfied nor dissatisfied</td>
<td>34 (1.3)</td>
<td>23 (21.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very satisfied/satisfied</td>
<td>128 (68.8)</td>
<td>75 (68.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Length of session: too long</strong> (56)</td>
<td></td>
<td></td>
<td>5.9</td>
<td>0.053</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>37 (19.9)</td>
<td>12 (11.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>53 (28.5)</td>
<td>43 (39.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>96 (54.6)</td>
<td>54 (49.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Length of session: too short</strong> (56)</td>
<td></td>
<td></td>
<td>6.0</td>
<td>0.049</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>63 (33.9)</td>
<td>25 (22.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>55 (29.6)</td>
<td>46 (29.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>68 (36.6)</td>
<td>38 (34.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Interest in advice</strong> (56)</td>
<td></td>
<td></td>
<td>1.7</td>
<td>0.43</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>36 (19.4)</td>
<td>16 (14.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>38 (20.4)</td>
<td>28 (25.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>112 (60.2)</td>
<td>65 (59.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Content credibility</strong> (58)</td>
<td></td>
<td></td>
<td>7.3</td>
<td>0.03</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>15 (8.1)</td>
<td>9 (8.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>21 (11.4)</td>
<td>25 (23.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>149 (80.5)</td>
<td>74 (68.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Advice was useful</strong> (58)</td>
<td></td>
<td></td>
<td>7.6</td>
<td>0.02</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>33 (17.8)</td>
<td>11 (10.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>32 (17.3)</td>
<td>32 (29.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>120 (64.9)</td>
<td>65 (59.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Advice was understandable</strong> (58)</td>
<td></td>
<td></td>
<td>2.4</td>
<td>0.30</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>17 (9.2)</td>
<td>8 (7.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>31 (16.8)</td>
<td>26 (24.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>137 (74.1)</td>
<td>74 (68.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Advice was appropriate</strong> (58)</td>
<td></td>
<td></td>
<td>8.7</td>
<td>0.01</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>40 (21.6)</td>
<td>9 (8.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>43 (23.2)</td>
<td>30 (27.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>102 (55.1)</td>
<td>69 (63.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Improved knowledge</strong> (58)</td>
<td></td>
<td></td>
<td>7.7</td>
<td>0.02</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>35 (18.9)</td>
<td>11 (10.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>37 (20.0)</td>
<td>35 (24.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>113 (61.1)</td>
<td>62 (57.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Changed attitude</strong> (58)</td>
<td></td>
<td></td>
<td>2.3</td>
<td>0.31</td>
</tr>
<tr>
<td>Totally disagree/partially disagree</td>
<td>38 (20.5)</td>
<td>16 (14.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>52 (28.1)</td>
<td>38 (35.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totally agree/partially agree</td>
<td>95 (51.4)</td>
<td>54 (50.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Changed risk perception</strong> (58)</td>
<td></td>
<td></td>
<td>7.6</td>
<td>0.02</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

In this paper, the effectiveness of the first Web-based, CT intervention to reduce BD in Spanish adolescents was tested through a cluster randomized controlled trial. An overall effect of the intervention on BD was not found at 4 months, but there was an effect on reducing HED. In addition, no effects were found on weekly consumption or on any consumption.

In a similar previous study, Jander et al [16] found a significant link between condition and age, where their intervention turned out to be effective in reducing BD in adolescents between 15 and 16 years or age. In our study, although there was a trend in BD reduction in both conditions, effects of the intervention on BD behavior was not found. Nevertheless, the intervention was effective in reducing HED, in contrast to Jander et al [16], where this pattern of alcohol consumption showed a lower prevalence than in previous studies [16,54]. One explanation for our results may be that alcohol consumption is accepted in the Spanish context, including BD, whereas the more extreme type of drinking is less accepted and, thus, easier to change. As alcohol use is quite normative among Spanish adolescents [6,8,55], mostly in the context of parties or celebrations, it could be that the adolescents had no incentive to change their behaviors at these events [16,56]. In fact, in a previous qualitative study, many adolescents reported that they usually drink when they are at parties or during special occasions, such as fairs, Holy Week, or Christmas, showing a low-risk perception of BD (paper not yet published).

Moreover, in Spain, the alcohol drinking phenomenon called Botellón is one of the main sources of entertainment among young people, especially during nonschool periods, and it is normal for youths to binge drink at this kind of event [55,57]. Because of this, our study may have reduced the number of glasses of alcohol in the EC to be effective on HED, but it was not reduced enough to be effective on BD. Hence, future research needs to look at how to change norms regarding BD and how to prevent BD using more comprehensive campaigns and addressing cultural norms on BD. In addition, due to a lack of consensus as to what is considered an SDU [6,9,10], there may be varied results between countries, so these results may not be applicable to other populations.

Another possible explanation is that the follow-up in the EC, with respect to the CC, was closer to holiday periods, such as Holy Week or fairs, when adolescents usually go out to drink. Thus, this might be another reason related to the lack of effect on BD. Moreover, the intervention was only assessed in the fourth month; it would be advisable to carry out long-term assessments (ie, 12 or 24 months or an even longer time period) because several authors state that it requires a longer time period to see a real behavioral change [16,24].

Previous studies on CT interventions found high attrition rates [16,34,36], often caused by a lack of face-to-face contact and a high degree of anonymity [37,58]. A 50% attrition rate was taken into account in our power calculation, as with another study with a similar purpose to ours [39], and our study reported a lower attrition rate than that in other studies, such as Jander et al [16], Elfeddali et al [34], and Stanczyk et al [59], whose dropout rates were 68.9%, 62.9%, and 52.60%, respectively. Hence, strategies such as carrying out most of the sessions within the schools as part of the health promotion curriculum, collaborating with teachers at the pre- and posttest sessions by phone call, or, if necessary, assisting teachers at the schools, could be useful to minimize the dropout rate. That is why we believe that future studies should continue to carry out the intervention within the school curriculum to reduce dropout rates. Furthermore, older adolescents and those who were enrolled in higher educational-level programs dropped out more
often. Moreover, those who dropped out were more likely to engage in BD and reported a higher weekly consumption. These characteristics are consistent with other studies [16,27,34,60].

The recommendations by Jander et al [16] on how to approach the intervention were taken into account in the Alerta Alcohol program in trying to improve the adherence to the intervention, which seems to show slightly better results in our study. We focused on premotivational determinants, such as knowledge and risk perception [44,61], since, in a previous qualitative study, we found that the majority of adolescents were in the precontemplation phase—they had no intention of changing their health behavior (paper not yet published). According to the Transtheoretical Model, an increase of consciousness is an important first step leading toward behavior change [62]. We also developed a dynamic intervention, with different stories adapted to gender and age [23,39]. Moreover, we followed up on the intervention at the schools (eg, by phone call or, if necessary, in-person visit). It is possible that these actions could slightly improve the adherence to the Alerta Alcohol program.

Although two booster sessions were introduced at home, there was little participation; a possible solution to increase participation may be to incorporate these booster sessions within the school. Most of the participants stated that the reminder emails arrived in their spam folders, making the emails ineffective, which explains the low participation in these sessions. Some authors highlight the importance of the content and the schedule of the reminders [63,64], as well as sending notifications by other means, such as by text message and WhatsApp, among others, so these aspects could be improved in future studies.

To improve adherence in future interventions, it is necessary to be familiar with the predictors of adherence. In our study, adolescents belonging to VT and CSE groups showed less adherence. In this sense, it should be emphasized that the adolescents who belonged to the VT group could have had a higher dropout rate because they finished the academic year before the posttest, and at the time of the posttest they were out of school. This should be taken into account for upcoming interventions. Furthermore, we found that being Spanish also appears to be a predictor of adherence. Also, the analyses of adherence indicated that non-binge drinkers adhered better to the intervention, this last finding being typical in health promotion. This is because, as a rule, people who adhere better to a health program tend to have better lifestyle habits [65]. However, other studies, such as that conducted by Schneider et al [66], found that people with an unhealthy lifestyle usually visit their health intervention website more frequently; although, it is true that people with a healthier lifestyle were more likely to complete the health intervention. The problem is that health promotion programs should focus, particularly, on improving the health and lifestyle of people who lack a healthy lifestyle, even though the people who already lead a healthy lifestyle will strengthen their own. That is why we believe that more research is needed to know how to improve the adherence of people engaging in BD.

Finally, in the process evaluation, we found that adolescents in the EC group, in general, were very satisfied with the program. Regarding BD, binge drinkers were more satisfied with the program and showed a better response. Regarding gender, we can verify that females reported better a response to the program, which could be positive, since girls reported a higher rate of BD, and the intention of the health program is to focus on those who have an unhealthy lifestyle [66]. Moreover, it could be that boys are more reluctant to change their behavior or participate in programs to improve their health.

Strength and Limitations

The main strength of this study is that it was based on the I-Change Model for predicting healthy behavior acquisition and was preceded by quantitative [46] and qualitative research [39]. Furthermore, the Alerta Alcohol program was an adaptation of a previous intervention developed in the Netherlands based on extensive research that showed cost-effectiveness and effectiveness on BD among 15-16-year-olds [16,25,38]. Although several interventions exist regarding alcohol, few address BD, and even fewer interventions use CT technology in this target group at the school level. In addition, this study builds on earlier work done in the Netherlands, which was adapted to the Spanish context. As both replication and implementation are important for science, we are convinced that this intervention is highly relevant and innovative. Moreover, for the Spanish context, there is no similar study targeting alcohol consumption and BD prevention using a Web-based, CT intervention in adolescents. Moreover, our sample was randomized into EC and CC groups, and there were hardly any differences at baseline between these groups.

One of the limitations of this study was that only short-term outcomes of the intervention were assessed. It would be advisable to add more long-term assessments to evaluate the effects in the long run. In addition, the follow-up evaluation coincided with periods after holidays, which may have increased the probability of BD, as well as with periods in which adolescents belonging to the VT group were out of school, so this population was underrepresented. Further, many adolescents reported that some advice messages were long, therefore, they may have found them tiresome to read. In addition, it should be noted that Jander et al [16] developed their intervention in the context of a serious tailored game, which was not possible in our case, even though our program was a tailored dynamic intervention. Instead of a serious game, we used stories based on real facts identified in the previous focus group study.

Another limitation is that the sample size was determined for logistic regression, not taking clustering due to schools and classes into account. However, although we allowed for clustering in the analyses, for all binary outcomes the variances of the random effects turned out to be zero, which actually reduced the analysis to a logistic regression. Furthermore, it must be noted that we were rather close to complying with the required number of people—612 versus 618.

Moreover, compliance with the intervention protocol was relatively high for the initial classroom sessions, but this tailed off toward the end of the experimental period. However, this study improved the attrition rate through an adaptation of recommendations from the previous intervention developed in the Netherlands, resulting in a lower attrition rate—50.9% vs...
high attrition rates are common in Web-based, CT interventions [67].

The large volume of missing data (>50%) was mainly due to missing values on the outcome variables, with less than 4% being due to missing values on covariates. In the case of missing values on outcomes, it is known that complete case analysis and multiple imputation yield the same results [52]. Since the fraction of missing cases due to covariates is very small, the added value of multiple imputation of these covariates is considered to be minor. It is also worth noting that, although multiple imputation might be of added value, there is also the risk of choosing an incorrect imputation model, which could lead to biased results [53].

Finally, one should be cautious when interpreting these results on the effectiveness of the program for the variable HED, since only 16 subjects were classified as heavy drinkers at the pretest stage.

Conclusions

We observed that the rate of BD decreased more in the EC group than in the CC group, and the overall effect on BD was not significant. However, we did find that there was an effect on HED. We believe that using the CT intervention at schools could be a good option for reducing some alcohol patterns such as HED among adolescents. However, we must be cautious when interpreting the results due to the low number of subjects in the HED group, which could affect the generalization of the study. Further research with long-term measurements is needed, as well as improvements in adherence to eHealth interventions, which will increase effectiveness and public health impact. In this sense, as one of the strategies for improving the program was to shorten the messages, perhaps future programs could benefit from the use of more pictures and avatars. Another option is to compare written messages with video or audio messages, so that the adherence to, and effectiveness of, the program can be improved.
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Abstract

Background: Counseling to reduce access to lethal means such as firearms and medications is recommended for suicidal adults but does not routinely occur. We developed the Web-based Lock to Live (L2L) decision aid to help suicidal adults and their families choose options for safer home storage.

Objective: This study aimed to test the feasibility and acceptability of L2L among suicidal adults in emergency departments (EDs).

Methods: At 4 EDs, we enrolled participants (English-speaking, community-dwelling, suicidal adults) in a pilot randomized controlled trial. Participants were randomized in a 13:7 ratio to L2L or control (website with general suicide prevention information) groups and received a 1-week follow-up telephone call.

Results: Baseline characteristics were similar between the intervention (n=33) and control (n=16) groups. At baseline, many participants reported having access to firearms (33/49, 67%), medications (46/49, 94%), or both (29/49, 59%). Participants viewed L2L for a median of 6 min (IQR 4-10 min). L2L also had very high acceptability; almost all participants reported that they would recommend it to someone in the same situation, that the options felt realistic, and that L2L was respectful of values about firearms. In an exploratory analysis of this pilot trial, more participants in the L2L group reported reduced firearm access at follow-up, although the differences were not statistically significant.
Conclusions: The L2L decision aid appears feasible and acceptable for use among adults with suicide risk and may be a useful adjunct to lethal means counseling and other suicide prevention interventions. Future large-scale studies are needed to determine the effect on home access to lethal means.

Trial Registration: ClinicalTrials.gov NCT03478501; https://clinicaltrials.gov/ct2/show/NCT03478501

(J Med Internet Res 2020;22(1):e16253) doi:10.2196/16253
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Introduction
Identification and intervention with adults at risk of suicide are recommended for health care settings, including emergency departments (EDs) and primary care settings [1]. Reducing access to lethal means for those at risk of suicide is an evidence-based suicide prevention strategy [2,3]. As such, lethal means counseling (LMC) by health care providers is recommended by multiple professional organizations and is a goal of the National Strategy for Suicide Prevention [3].

Firearms are a particular focus for LMC because of their high case fatality rate (85-90%, much higher than other methods) and widespread availability [4,5]. Medical [6,7], suicide prevention [8], and firearm organizations [9] have advocated for securing firearms or removing them from the homes of persons at risk of suicide. Medications are a second key focus of LMC, as overdose is the leading cause of unnatural suicide attempts [10] and death rates because of opioid overdose are increasing. In addition, including medications in LMC may help improve the acceptability of conversations about firearms [11,12].

Previous work suggests that ED clinicians bring up firearm safety with fewer than half of suicidal patients [13,14]. Likely barriers to counseling include inadequate provider training and awareness along with time demands on busy clinicians; clinicians may also be uncomfortable bringing up a sensitive topic, although previous work shows that patients are generally open to respectful discussion [11,15-17]. Yet the ED is a key acute care setting for suicide prevention, as it is typically the location where patients with suicidal ideation or a suspected suicide attempt are referred for evaluation.

To address these constraints, our team developed the Web-based Lock to Live (L2L) decision aid [18] for suicidal adults and their families to consider “which options to choose to reduce home access to firearms or medications” (Multimedia Appendix 1). The L2L Web-based decision aid was developed through an iterative process based on qualitative interviews with key stakeholders, including suicide prevention experts, members of the firearm community, survivors of suicide attempts, and loved ones of suicide victims, as described elsewhere [19]. It includes the typical decision aid sections to help an individual understand a decision (eg, identifying personal preferences and exploring options) and make a choice. Specifically, L2L walks an individual through the rationale for reducing home firearm or medication access and then explores preferences (such as cost) and in- and out-of-home storage options. We hypothesized that a self-administered decision aid to engage ED patients in decision making and augment routine counseling could ultimately enhance patient outcomes, provider satisfaction, and ease of implementation and dissemination. An electronic, Web-based format might facilitate implementation by avoiding the need for paper forms in clinical settings and by allowing confidential engagement for patients waiting in clinical settings; a Web-based format could also allow for broader dissemination to other settings (eg, at home or in outpatient settings).

Here, we describe the results of a pilot randomized controlled trial in EDs that aimed to test the feasibility and acceptability of L2L for adults with suicidal ideation or behavior. Results from this pilot trial can inform the implementation of LMC for adults in EDs and testing of L2L in non-ED settings.

Methods

Design and Recruitment
This pilot feasibility trial recruited participants from 4 large EDs in Colorado: a tertiary care academic center, an urban safety net hospital, and a regional medical center with 2 EDs in a geographic region with firearm ownership rates that are higher than state averages. All EDs had 24/7 coverage by behavioral health specialists. Study procedures occurred in the area where the patient was receiving clinical care to limit disruption to ED care and maintain safety precautions. As this was a multisite trial involving a vulnerable population, this study was approved through a full board review of the Colorado Multiple Instructional Review Board, and it was monitored by an external data safety and monitoring board. The trial was registered at ClinicalTrials.gov (NCT03478501).

Eligible participants were English-speaking adult (≥18 years) patients identified as having suicide risk who were not in police custody, who were willing and able to complete telephone follow-up at 1 week (eg, had a working telephone), and who reported ≥1 firearm at home. The study was later expanded to patients with any medications at home (see below). Potentially eligible patients were identified by research assistants (RAs) and approached once deemed medically stable and sober by the treating ED team. Other psychiatric complaints or symptoms (eg, hallucinations) did not preclude eligibility screening, although research staff used discretion in approaching agitated or violent patients. The consent process included questions to determine cognitive capacity to consent. The eligibility and consent script guided the RA to establish rapport, discuss the larger goal of the study (improving home safety generally), and explain participation and confidentiality before asking about firearm ownership.
At each site, participants were a priori block randomized preferentially to the intervention group (13:7 ratio) to increase the amount of feedback on L2L. Randomization occurred after consent to minimize enrollment bias. Participants were blinded but the research staff were not. To blind participants, we used mild deception in the informed consent process, such that patients knew the study was examining ways to enhance home safety of suicidal patients but did not know that L2L was the intervention of interest. The clinical staff were unaware of the treatment group.

At enrollment, participants completed a Web-based baseline questionnaire and then viewed either (1) L2L on a Web-enabled tablet computer or (2) the control, also on the tablet, consisting of general suicide prevention information without a focus on firearm or medication storage. All participants then completed a second questionnaire, including indicating their plan for firearm and medication storage and acceptability questions for the intervention group. Participants could choose to receive a paper printout of either their chosen storage options (L2L group) or the control information. Participating patients were contacted by telephone 1 week after the ED visit for a short questionnaire, which included questions about current firearm and medication storage and changes since the ED visit. Participants who did not answer the telephone for the 1-week follow-up phone call were contacted about once a week thereafter. Participants were considered lost to follow-up at 3 months after enrollment. On the basis of the medical records and vital statistics review, we confirmed that no participants (either contacted or lost to follow-up) had died.

On the basis of the initial feedback and low recruitment, and with institutional review board and data safety monitoring board approval, the study team modified L2L and the study protocol partway through the trial to also address medication safety in addition to firearms. Specifically, L2L incorporated a module on reducing access to medications, and patients could be eligible if they reported medications at home (even without firearms); other eligibility criteria and study procedures were unchanged. The medication module was developed following the same methods used for original L2L development, including stakeholder interviews and iterative refinement [19].

Measurements

Study data were collected and managed using Research Electronic Data Capture (REDCap), a secure Web system. Participants self-completed questionnaires on tablet computers, and RAs entered additional data (eg, time required to complete L2L) afterward. REDCap was also used for baseline medical record abstraction and telephone follow-up questionnaires (administered by RA).

Key measures assessed in the intervention group included feasibility and acceptability. Feasibility was measured via minutes for the patient to complete L2L as measured by research staff, along with completion rate. Acceptability was measured using the Ottawa Acceptability Scale, a scale measuring comprehensibility (eg, length, amount of information, balance in presentation, and overall suitability for decision making) [20].

Although the pilot trial was not powered to measure the efficacy of L2L on decisions or behavior, for exploratory analysis, we measured (1) decision conflict, a fundamental component of decision quality as a precursor to behavior change [21], and (2) behavior change itself. We hypothesized that patients with higher quality decisions (defined as lower decision conflict) after L2L would be more likely to change their home storage to reduce access to lethal means. Decision conflict was measured using the low-literacy version of the Decisional Conflict Scale (DCS), a 10-item scale with high reliability and test-retest correlation previously shown to discriminate between known groups who make or delay decisions [22]. The DCS scale is scored from 0 to 100, with lower scores indicating less decisional conflict. The baseline and follow-up questionnaires also recorded demographics, living situation, home firearms and medications, and suicide ideation or attempts as measured by the baseline and since-last-visit versions of the Columbia-Suicide Severity Rating Scale [23]. For behavior change, we examined changes in firearm or medication storage between enrollment and follow-up, categorized as moved in safer direction (eg, using new or more locking devices or moving items out of the home), no change, or moved in less safe direction (eg, use of fewer locking devices).

Statistical Analysis

We used descriptive statistics for feasibility, acceptability, and exploratory analyses on DCS and behavior change. For continuous variables, differences in means between control and intervention groups were tested with 2-sample t tests with unequal variances. For categorical variables, we used frequencies with percentages, and differences between groups were tested with Fisher exact test.

Results

Participant Characteristics

Over 10 months, 49 patients were enrolled, with 33 randomized to the L2L intervention group and 16 to the control group (Figure 1). Overall, participant characteristics and study results were similar before and after expanding L2L and eligibility criteria, so results are presented in aggregate. Intervention and control groups were similar on key characteristics and measures (Table 1).

At baseline, 33 of 49 (67%) participants reported having access to firearms at home, 94% (46/49) had medications at home, and 59% (29/49) had both. Of the 33 patients with at least one known firearm at home, 11 (33%) reported 1, 19 (58%) reported more than 1, and 3 (9%) were not sure how many there were. When asked about baseline storage, many of these suicidal adults reported that at least one firearm was unlocked (15/33, 45%), loaded (12/33, 36%), or both unlocked and loaded (8/33, 24%). For the 27 participants with locked firearms, locking devices (eg, cable or trigger locks) were most common (12/27, 44%), followed by firearm safes (9/27, 33%). Of the 47 patients with medications at home, participants reported storing unlocked some or all prescription pain medications (27/47, 57%), over-the-counter pain medications (29/47, 62%), other prescription medications (64%, n=30), and other over-the-counter medications (33/47, 70%). More than half of
the 47 enrolled patients with medications at home reported that all were stored unlocked (33/47, 70%).

On the basis of the medical record review, most participants (43/49, 88%) were evaluated by a mental health professional in the ED, and most participants (41/49, 84%) had documentation that at least one provider assessed their access to lethal means. When asked about their ED care, more participants remembered at least one provider talking to them about home firearm access (32/49, 65%) than about medication storage (11/49, 22%).

**Figure 1.** Consolidated Standards of Reporting Trials diagram.
Table 1. Participant characteristics by study group (enrollment).

<table>
<thead>
<tr>
<th>Participant characteristic</th>
<th>Lock to Live (N=33)</th>
<th>Control (N=16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (range)</td>
<td>39 (21-68)</td>
<td>38 (21-69)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>17 (52)</td>
<td>9 (56)</td>
</tr>
<tr>
<td>Veteran, n (%)</td>
<td>6 (18)</td>
<td>5 (31)</td>
</tr>
<tr>
<td>Currently employed, n (%)</td>
<td>16 (48)</td>
<td>9 (56)</td>
</tr>
<tr>
<td>≥1 child at home, n (%)</td>
<td>8 (24)</td>
<td>6 (38)</td>
</tr>
<tr>
<td>Currently receiving outpatient mental health care, n (%)</td>
<td>7 (21)</td>
<td>7 (44)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>23 (70)</td>
<td>10 (63)</td>
</tr>
<tr>
<td>Black</td>
<td>5 (15)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other or not documented</td>
<td>5 (15)</td>
<td>6 (38)</td>
</tr>
<tr>
<td>Hispanic ethnicity</td>
<td>5 (15)</td>
<td>4 (25)</td>
</tr>
<tr>
<td>Highest grade completed, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate or less</td>
<td>9 (27)</td>
<td>4 (25)</td>
</tr>
<tr>
<td>Vocational or technical school graduate or some college</td>
<td>14 (42)</td>
<td>10 (63)</td>
</tr>
<tr>
<td>College graduate or higher</td>
<td>10 (30)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Current marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>15 (45)</td>
<td>4 (25)</td>
</tr>
<tr>
<td>Married</td>
<td>10 (30)</td>
<td>8 (50)</td>
</tr>
<tr>
<td>Widowed, divorced, or other</td>
<td>8 (24)</td>
<td>4 (25)</td>
</tr>
<tr>
<td>Columbia-Suicide Severity Rating Scale, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifetime</td>
<td>12.9 (6)</td>
<td>14.4 (5.7)</td>
</tr>
<tr>
<td>Past week</td>
<td>16.4 (4)</td>
<td>14.8 (5.9)</td>
</tr>
<tr>
<td>Medical record documentation, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol abuse</td>
<td>4 (12)</td>
<td>5 (31)</td>
</tr>
<tr>
<td>Alcohol intoxication</td>
<td>6 (18)</td>
<td>5 (31)</td>
</tr>
<tr>
<td>Intentional illegal or prescription drug use</td>
<td>11 (33)</td>
<td>3 (19)</td>
</tr>
<tr>
<td>Past week (including current visit), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suicide ideation</td>
<td>31 (94)</td>
<td>13 (81)</td>
</tr>
<tr>
<td>Suicide attempt</td>
<td>12 (36)</td>
<td>6 (38)</td>
</tr>
<tr>
<td>Homicidal ideation</td>
<td>3 (9)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Interpersonal violence</td>
<td>3 (9)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Lethal means access, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not documented</td>
<td>5 (15)</td>
<td>3 (19)</td>
</tr>
<tr>
<td>No access to lethal means</td>
<td>4 (12)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Access to lethal means</td>
<td>20 (61)</td>
<td>10 (63)</td>
</tr>
<tr>
<td>Firearms specifically mentioned</td>
<td>18 (90)</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Way to reduce access to lethal means discussed, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, documented in medical record</td>
<td>9 (27)</td>
<td>9 (56)</td>
</tr>
<tr>
<td>No, documented in medical record</td>
<td>12 (36)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Not documented in medical record</td>
<td>9 (27)</td>
<td>3 (19)</td>
</tr>
<tr>
<td>Evaluated by mental health professional during visit, n (%)</td>
<td>29 (88)</td>
<td>14 (88)</td>
</tr>
<tr>
<td>Written safety plan, n (%)</td>
<td>3 (9)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
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### Participant characteristic

<table>
<thead>
<tr>
<th>Decision outcomes, mean (SD)</th>
<th>Lock to Live (N=33)</th>
<th>Control (N=16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total DCS&lt;sup&gt;b&lt;/sup&gt; score (out of 100)</td>
<td>12.6 (20)</td>
<td>9.7 (18)</td>
</tr>
<tr>
<td>DCS score &lt;25&lt;sup&gt;c&lt;/sup&gt;</td>
<td>29 (88)</td>
<td>13 (81)</td>
</tr>
<tr>
<td>Likelihood of changing storage at home (out of 7), mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firearms</td>
<td>3.5 (2.5)</td>
<td>4.2 (2.4)</td>
</tr>
<tr>
<td>Medications</td>
<td>3.6 (2.3)</td>
<td>4.1 (2.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Numbers and percentages may not sum to total because of missing data (not shown if <5%) or questions allowing ≥1 response.

<sup>b</sup>DCS: Decisional Conflict Scale.

<sup>c</sup>Scores <25 previously associated with implementing decisions [22].

### Intervention Feasibility and Acceptability

Feasibility and acceptability of the L2L intervention were excellent. All intervention group participants (n=33) completed L2L, with a median viewing time of 6 min (IQR 4–10 min), and most (24/33, 73%) of the participants wanted a printout of the last page with the final choices and recommendations. Most participants (31/33, 94%) viewed L2L by themselves, without a family or friend present and without a provider. Multimedia Appendix 2 displays selected storage options; participants made 53 selections in L2L, in addition to friends or family (which was selected by default but could be unselected; 10 participants unselected it). Figure 2 shows responses to the Ottawa Acceptability Scale. Almost all participants reported that they would recommend the tool to a friend or family member in the same situation, that the options felt realistic, and that L2L was respectful of values about firearms. Areas for improvement included explanation of legal issues, as 15% (5/33) of the participants reported that the tool did not adequately explain legal issues and 30% (10/33) of the participants were unsure or skipped the question. Most of the participants felt that the tool had the right length and had the right amount of information, with a balance in the presentation of options.

In the exploratory analysis, there were no significant differences in decision conflict or planned storage changes between the L2L and control groups. DCS scores were low in both groups (suggesting low decision conflict), and participants gave overall neutral responses when asked about the likelihood of changing either firearm or medication storage (mean 3.8 out of 7). When asked about planned changes to storage, 8 participants overall said that they would use more lockboxes at home or dispose of unneeded medications (8/31, 26% each), with no difference between the L2L and control groups. For firearms, participants across the L2L and control groups most commonly said that they would use more firearm locking devices (14/22, 64% overall) or safes or lockboxes (13/22, 59% overall) at home; the most common out-of-home options were storing firearms with a trusted family member (13/22, 59% overall) or friend (9/22, 41% overall). Fewer participants cited storage with firearm stores or ranges or with law enforcement (3/22, 14% for each) as likely.

Two-thirds (n=33; n=14 control and n=19 intervention) of the participants completed telephone follow-up (Figure 1) at an average of 2.4 weeks (SD 2.2; range 1–9 weeks) after enrollment; among these, 25 participants reported on firearm storage and 6 on medication storage. There were 14 participants who reported having firearms at both baseline and follow-up (including 3 who had moved firearms out of the home). Among these 14, as compared with the control group, more participants in the L2L group had moved in a safer direction (1/7, 14% vs 4/7, 57%), although the difference was not statistically significant. Similarly, as compared with the control group, fewer participants in the L2L group had made no change (5/7, 71% vs 3/7, 43%) or had moved in a less safe direction (1/7, 14% vs 0/7, 0%). These differences were also not statistically significant.
Discussion

Principal Findings

In this pilot trial, the acceptability of the L2L decision aid was very high among adults with acute suicide risk. Although the trial was not powered to identify an effect on subsequent home lethal means access, L2L appears feasible for clinical use in that it took a median of 6 min, and there were no major issues accessing the content via a tablet in the ED. Questions remain, however, about how best to implement its routine use in clinical settings for appropriate patients.

Participants overwhelmingly found L2L to be useful, informative, and respectful of their values with regard to firearm ownership. This high acceptability supports further clinical application and evaluation of L2L. Future research should address effects on decision making and subsequent lethal means access, along with methods for implementation and dissemination. It may be that L2L would have the greatest effect when used within a conversation with a provider, after rapport has already been established. In such a role, L2L might support counseling and decision making by helping an individual clarify values and understand logistics that the counselor may not be fully knowledgeable about.

On the other hand, there is evidence that patients may not disclose suicidality [24] or firearm ownership to providers, so upstream, community-based (nonclinical) approaches may also be useful to disseminate messages to those at risk. Indeed,
although designed and pilot tested in ED settings, L2L does not include language specific to the ED setting and therefore could be tested in other clinical or community settings. Active studies are testing L2L in outpatient primary care and outpatient mental health settings, but integration into broader public education campaigns also deserves consideration. Such campaigns should incorporate information intended to raise awareness and change beliefs concerning the importance of reducing access to lethal means during times of suicide risk—beliefs previously suggested to be associated with firearm storage behaviors.

Indeed, our pilot findings raise questions about whether suicidal adults in EDs recognize or believe that lethal means access is an issue in need of a decision or behavior change. Decision conflict scores were relatively low in both groups, with 86% (29/33) of participants overall having scores less than 25. In previous work, low decision conflict scores—indicating low internal conflict about the decision—have been associated with implementing decisions. It may be that L2L would have optimal effects when integrated into care after delivery of LMC by providers, as such counseling might prime the individual for decision making. Pairing with other interventions to overcome obstacles in making storage changes—be they financial, logistical, or emotional—may also be useful. For example, in this pilot study, we did not test the effect of providing locking devices or contact information for nearby out-of-home storage locations, but such tangible add-ons may help motivate change. Previous work suggests that provision of locking devices can boost responses to LMC; similarly, facilitating connection to local storage partners may overcome logistic barriers.

Testing the role of family or friends was a challenge in this study. There is real-world variability in how family or friends are involved with lethal means safety counseling; ideally, the person with decision-making control over storage would be involved in the ED, but they may not be present with the patient. The low observed rates of presence and participation by trusted individuals could reflect that suicidal adults may have thought distortions such that they do not want to burden family or friends by engaging them in research or being in the ED with them. Low referral of family or friends may also have stemmed from confidentiality concerns or fear of firearm confiscation. Recognizing the importance of engaging trusted others, the L2L tool includes a section where patients are prompted to consider who they would enlist to help implement their storage plan (eg, family members, friends, religious leaders, or fellow Veterans). Our findings, and the questions they raise, highlight the need for strategies to better enlist patients’ caring contacts in both clinical care and research participation.

Limitations
By their nature, pilot studies do not offer power to examine primary efficacy outcomes, so we designed the trial to provide information about feasibility. We cannot comment on L2L’s effect on suicide-related outcomes, and we did not examine other predictors of these outcomes. The trial itself did not engage ED providers, who would be key partners in the implementation of the intervention into clinical practice; a related mixed method study is underway. Another limitation is blinding, as RAs had to know group assignment to ensure the participant could access L2L. Concerns about confidentiality expressed by stakeholders involved in the design process led to the a priori decision to not collect these data through the tool itself, however.

Conclusions
The line of investigation exemplified by this trial offers the possibility of better facilitating lethal means safety counseling in a patient-centered, acceptable, and feasible way. The Web format and respectful messaging offer a way for medical and mental health providers to augment LMC by providing a simple, patient-centered tool with which to present various safe storage options. For providers who are unfamiliar with options or uncomfortable with these discussions, L2L might increase their willingness to address lethal means access with at-risk patients; further examination of L2L’s effect on provider behavior is warranted. Critically, if L2L is found effective in future work, its Web format offers the potential for rapid and widespread dissemination and integration into suicide prevention efforts as well as more rapid updating as indicated (eg, for new relevant legislation). Future mixed methods research examining tool effectiveness and implementation could help enhance home safety and prevent suicide.
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Abstract

Background: Chronic pain conditions are complicated and challenging to live with. Electronic health (eHealth) interventions show promise in helping people cope with chronic illness, including pain. The success of these interventions depends not only on the technology and intervention content but also on the users’ acceptance and adherence. Involving all stakeholders (eg, patients, spouses, health care providers, designers, software developers, and researchers) and exploring their input and preferences in the design and development process is an important step toward developing meaningful interventions and possibly strengthening treatment outcomes.

Objective: The aim of this study was to design and develop a user-centered, evidence-based eHealth self-management intervention for people with chronic pain.

Methods: The study employed a multidisciplinary and user-centered design approach. Overall, 20 stakeholders from the project team (ie, 7 researchers, 5 editors, 7 software developers, and 1 user representative), together with 33 external stakeholders (ie, 12 health care providers, 1 health care manger, 1 eHealth research psychologist, and 17 patients with chronic pain and 2 of their spouses) participated in a user-centered development process that included workshops, intervention content development, and usability testing. Intervention content was developed and finalized based on existing evidence, stakeholder input, and user testing. Stakeholder input was examined through qualitative analyses with rapid and in-depth analysis approaches.
**Results:** Analyses from stakeholder input identified themes including a need for reliable, trustworthy, and evidence-based content, personalization, options for feedback, behavioral tracking, and self-assessment/registration as factors to include in the intervention. Evidence-based intervention content development resulted in one face-to-face introduction session and 9 app-based educational and exercise-based modules. Usability testing provided further insight into how to optimize the design of the intervention to the user group, identifying accessibility and a simple design to be essential.

**Conclusions:** The design and development process of eHealth interventions should strive to combine well-known evidence-based concepts with stakeholder input. This study, designing and developing the pain management intervention EPIO, illustrates how a stakeholder-centered design approach can provide essential input in the development of an eHealth self-management intervention for people with chronic pain.

**Trial Registration:** ClinicalTrials.gov NCT03705104; https://clinicaltrials.gov/ct2/show/NCT03705104

(J Med Internet Res 2020;22(1):e15889) doi: 10.2196/15889
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Web-based interventions; eHealth; mobile apps; evidence-based, user-centered design approach; service design; chronic pain; cognitive behavioral therapy; acceptance and commitment therapy

**Introduction**

**Background**

Chronic pain conditions are often multifaceted and difficult to manage, involving physiological and psychological and social challenges for those affected [1-4]. Given this complexity, chronic pain can also be perceived as unavoidable, unmanageable, and challenging to disengage from [5].

Psychosocial or individual or group-based interventions with cognitive behavioral (ie, cognitive behavioral therapy; CBT) [6] and/or acceptance and commitment (ie, acceptance and commitment therapy; ACT) [7] approaches supporting self-management have been shown to be effective. CBT entails an integrative approach combining cognitive and behavioral change techniques, focusing on challenging and changing unhelpful thoughts and behaviors with a goal-oriented, problem-solving approach and enhancement of coping strategies [8]. ACT was initially proposed as a new generation of CBT, focusing on the role of acceptance and mindfulness rather than cognitive change; aiming to increase psychological flexibility; and centering around acceptance, awareness of the moment, and a commitment to values and direction [9]. Both types of interventions can improve a person’s quality of life, pain acceptance, functioning, and self-efficacy while also having the potential to reduce pain, depressive symptoms, and distress [10-18]. Unfortunately, such in-person interventions are not always offered or available [5], and multiple barriers to attendance may be present for people living with chronic pain conditions.

Electronic health (eHealth) interventions, referring to health-related interventions distributed through technology, have shown promising results in helping people cope with health-related issues and chronic illness, including pain [19-25]. eHealth interventions have the potential to offer patients easier access to illness management when convenient and most needed and at the patients’ own pace [26,27]. Given the potential for flexibility in use, eHealth interventions may introduce more cost-effective treatment options, supplementing usual care and even reducing the need for direct involvement from health care providers [28,29]. This could be particularly important when dealing with chronic illness, such as pain, as individuals living with chronic illness usually have the need for, and responsibility of, day-to-day management of their own illness [13]. Several studies have pointed to great potential for the use of eHealth in chronic pain management [21,23,24,27,30,31]. However, a number of challenges have been associated with such interventions. One significant challenge is the lack of guidance and involvement of health care providers and intended users in the development process [21,27,32-37]. This has resulted in a gap between the commercial and scientific sides of eHealth, with products often being developed in response to technological innovations rather than evidence-based knowledge and/or user needs [27,33,38]. There is a need for more attention on how to develop and translate or transform existing face-to-face interventions into electronic formats at the same time focusing on the actual needs of patients with pain [27]. Researchers have made recommendations for utilization of a more user-centered design approach, ideally involving all stakeholders (eg, patients, health care providers and caregivers, pain and eHealth researchers, and designers and information technology [IT] developers) in the eHealth intervention development process from the early idea initiation to the final intervention evaluation [5,27,39]. Despite these recommendations, end users and other stakeholders are still rarely involved in the early development process of eHealth interventions [32,39]. This could potentially be at least partially because of a lack of information and frameworks on how to involve stakeholders in the development process [39].

Additional challenges include low adherence and high attrition rates in eHealth interventions [39-43]. For eHealth interventions and development processes to be successful, a focus on the entire person (ie, a holistic view), including relationships, context, and intervention setting, is necessary [39,44,45]. This includes identifying facilitators and barriers for use and exploring implementation issues from an early stage on [46-49]. Addressing these issues will likely contribute to development of more user-friendly, meaningful interventions for patients and can potentially improve treatment outcomes for patients living with chronic pain [27,39,44,46].

This study is part of a larger project aiming to design, develop, and test the effectiveness of a user-centered, evidence-based
eHealth self-management intervention for adults with chronic pain (clinical trial registration: NCT03705104). In the first step of the larger project, users’ everyday challenges and attitudes toward eHealth technology, as well as their needs and requirements for a potential eHealth pain management intervention, were explored through individual interviews with people with chronic pain and their spouses [50]. Individual interviews with health care providers have also been conducted focusing on the same issues (to be published elsewhere). Patients and spouses in the initial study reported a broad spectrum of everyday challenges, including physical, psychological, and social challenges, such as fatigue, grief, guilt, and social- and work isolation, and participants anticipated that eHealth technology would be a positive and accessible option for pain management support [50]. The study found that patients’ needs in relation to an eHealth pain management intervention can be summarized in 3 main areas: (1) need for reliable knowledge about pain and pain management, including access to useful coping skills and exercises; (2) support in finding balance in everyday life, physically and mentally, through increased awareness and simple documentation (ie, ability to track variables such as sleep, mood, physical activity, and pain); and (3) social support, including peer support forums and advice on how to communicate with others, such as family, friends, and health care providers [50].

Objectives

Building on the recent findings [50], this study aimed to design and develop a user-centered, evidence-based eHealth self-management intervention for people with chronic pain. This paper includes descriptions and results from the development process, including results from workshops with all involved stakeholders (eg, patients, spouses, health care providers, researchers, software developers, and user representatives), intervention content development and usability testing. The ultimate goal was to develop an evidence-based intervention that was acceptable to users (ie, well received, suitable, user friendly, attractive, and meeting needs) [51] and had the potential to produce changes in quality of life for people with chronic pain.

Methods

Study Design

The design and development process entailed a multidisciplinary and user-centered design approach [39,52,53]. The project utilized well-established cognitive behavioral pain management concepts shown to be effective for people with chronic pain [11,14,16,54,55] and incorporated concepts of a participatory design approach [56] to ensure that the intervention would be acceptable (ie, well received, suitable, user friendly, and attractive) and designed in line with patients’ needs and context of use.

The intervention development was led by the study principal investigator (PI; LSN), who is a clinical psychologist with health psychology specialization and long-standing experience within chronic pain and cognitive behavioral treatment approaches for medical patients. The multidisciplinary project team consisted of health care researchers (ie, PhD-level psychologists and registered nurses), an editorial group ensuring that content and material was presented in an understandable way, a software team (ie, software developers and a designer), and a user representative (ie, person with chronic pain experience). The team met weekly (sometimes more often) during the development process. See Table 1 for an overview of the project team members with their project-related expertise.

Table 1. Overview of multidisciplinary project team (N=20).

<table>
<thead>
<tr>
<th>Grouping</th>
<th>Total number, n</th>
<th>Pain expertise, n</th>
<th>Electronic health expertise, n</th>
<th>Licensed health care providers, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care researchers</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Editorial group</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Software team</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>User representative</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Patients and other stakeholders, including spouses of patients with chronic pain, and collaborative partners (ie, interdisciplinary health care providers, health care managers, and researchers working at collaborating institutions such as hospitals, municipality health care services, and universities), all with long-standing experience on chronic pain issues, were also involved in the development process. Service design methods, utilizing a user-centered, sequenced, cocreative, and holistic development approach [57] were used to facilitate co-design and high user engagement throughout the development process.

The pain management intervention was developed in an iterative process involving systematic evaluation throughout as suggested by the Center for eHealth Research and Disease Management comprehensive roadmap approach for the uptake and impact of eHealth technologies [39].

The intervention was developed in iterative processes, as shown in Figure 1, through a combination of (1) contextual inquiry and co-design processes collecting input from people with chronic pain, their spouses, health care providers, and eHealth experts; (2) intervention content development, where content was developed by members of the project team based on evidence-based CBT and ACT concepts for chronic pain self-management; and (3) iterative software development and formative evaluation, including low- and high-fidelity prototypes development and usability testing.
Recruitment

To be eligible for study participation, the patients had to be 18 years or older, having experienced chronic pain for 3 months or more, and had to be able to communicate in Norwegian. Patients were encouraged to participate regardless of age (≥18 years) and gender. Spouses had to be married or cohabitating with one of the participating patients.

Patients and spouses were recruited through study information published on the Web as well as through national project collaborators and local and national pain associations. In addition, patients and spouses participating in the initial interviews investigating patients' needs and requirements for eHealth interventions [50] were invited to participate in this study, as they already had experience with the topic and could potentially add another layer to the design discussions.

Data Collection and Analysis

Data were collected from pain management courses, workshops, and usability testing. Then, to ensure that the collected material provided essential input into the ongoing development process, collected data were first analyzed by means of rapid analysis [58]. This included summarizing data from voice recordings and recorded notes before sharing and discussing the material in the project group (including the development team). Following this process, to ensure a thorough scientific development and that no themes were overlooked, a more in-depth analysis of the material took place using directed content analysis [59]. In this process, the material was coded into predefined categories, containing development suggestions and requirements from the participants, including input for content, design, and functionality.

Intervention Development

Contextual Inquiry: Data Collection

A contextual inquiry [39] initiated the development process to gather information about the intended users, their needs and requirements for acceptability, and the environment in which the intervention was intended to fit, building on previously gathered information [50].

Pain Management Course Observations

To gain an insight into health care services offered in the study area, as well as to gain additional information related to patients’ needs and experiences, the first (ILS) and second (CV) authors observed 5 different pain management courses available in local patient education centers and hospitals. Notes and summaries were recorded during and after the course observations. The information gathered was summarized into 3 categories: (1) topics covered in the courses, (2) information shared by course participants (ie patients), and (3) themes that potentially could be incorporated into the app. This information was shared with the project team to increase knowledge about the patient group and the pain management courses with the rest of the project team members.

Developing Personas and Patient Journey Maps

On the basis of existing research recommendations [39,60], service design methods [57] were used to facilitate user engagement. Five personas (ie, fictional but representative patient profiles; see example in Figure 2) were invited to participate in this study, as they already had experience with the topic and could potentially add another layer to the design discussions.

Workshops

Contributing to the contextual inquiry, stakeholders were invited to discuss their needs, requirements for acceptability, ideas, and possible challenges related to the eHealth project. This was done successively through (1) 5 workshops with participants from collaborating institutions and the project team and (2) 3 stakeholder workshops involving all stakeholders (ie, people with chronic pain, spouses, health care providers, researchers, editors, and the software team). Service design methods, including the use of scenario tasks, personas, and journey maps [57], were used to facilitate participant engagement. The workshops are described in the following sections.
Figure 2. Illustration of a study persona.

**PERSONAS** Fictional patient characters created to represent different user types

**Morten**
- **Age:** 49 years
- **Work situation:** On sick leave
- **Family:** Spouse and two children
- **Diagnosed with:** Neuropathic pain
- **Treated with:** Pain clinic, rehabilitation, physiotherapy

**Coping strategies**
- Planning and routines
- Timed naps
- Forces himself into good mood

"It has taken me 5 years to realize that planning is the most important thing I can do. I plan everything!"

**Background**
Morten relies on good routines in his everyday life. He tries to divide his chores and take multiple timed breaks during the day. He knows that he will pay for it if he does too much and he often ends up staying in bed for several days after social events and activities. He grieves over not being able to do the things he used to, especially in relation to his kids.

**Communication**
- Never speaks about his pain at home
- Changes general practitioner frequently: "I've been disappointed by doctors who say I only have to learn to live with it."

**Challenges**
- Sleeping problems and irritability
- Needs guidance and someone who follows up
- Bad concentration
- Difficulties saying no to activities

**Technology use**
- PC
- Tablet & smartphone
- Apps
- Health related apps

**E-health wants & needs**
- Register activities and pain level in order to learn from past experiences
- Breathing and relaxation exercises - as long as the voice is pleasant. Options important
- Login once is okay, but not twice
- Easy to estimate time needed
- Important that it isn’t too much. Can watch a video for 10 minutes on a good day, 15 on a bad day. Fixed 15 minutes on a good day, no reading on the bad days!

**Apps used frequently**

Figure 3. Illustration of a patient journey map during a typical day with pain.

**Morten, 49 years**

**Time**
- **Morning**
  - 06:00 a.m.: Wake up repeatedly
  - 06:30 a.m.: Pulls himself up
  - 12:00 p.m.: Feels desperate and tired.
  - 1:30 p.m.: Takes a glass of wine in an attempt to relax his body.

**Thoughts and feelings**
- Pain level high.
- Agitated and restless.
- Happy that his family went home and sees him like this.
- Feels discouraged and that nothing helps.
- Feels that he has to figure out and do everything himself.
- Feels frustrated and angry.
- Sad and guilty for not spending any time with his kids and wife. Wandering
- Time to re-cover himself at the nice evening with his friend the day before.

**Needs**
- Balance in rest and activities:
  - Wants to feel more in control over expressed feelings and improve overall mood
  - Communicate his thoughts and feelings with those around him
  - New strategies to help him cope on days with a lot of pain
Workshops With Collaborating Partners

First, health care providers, a health care manager, and an eHealth research psychologist from collaborating institutions (ie, hospitals, universities, and primary health care services) were invited to participate in workshops together with the project team.

In the first workshop, participants were separated into smaller groups consisting of health care providers with a variety of professional backgrounds (eg, registered nurses, psychologists, and social workers) and individuals from the project team (including eHealth researchers and software developers). Group discussions were timed and led by group facilitators from the project team. Notes from the group discussions were recorded and materials such as post-it notes and drawings from group tasks were collected. The material was categorized by the first author (ILS) and another project team member using a rapid analysis approach [58] to ensure rapid and continuous input on the development process, broadly sorting the material into idea clusters based on content and similarities.

Information gathered in the first workshop provided guidance for the subsequent 4 workshops, which focused more specifically on the development process (ie, content and software development), with workshop 2 focusing on adherence and design elements and workshops 3 to 5 focusing on content development and how to best present the psychoeducational content. Notes were taken and analyzed using a rapid analysis approach [58].

Workshops With All Stakeholders

Building on workshops with collaborative partners, all stakeholders (ie, people with chronic pain, spouses, health care providers, researchers, editors, and the software team) participated in 1 out of 3 stakeholder workshops. The main purpose of these workshops was to elicit ideas on design and content features and to further explore users’ requirements for an eHealth pain management intervention, with each workshop informing the next. The first stakeholder workshop was arranged with only patients participating, together with members from the project team (ie, the designer and 2 researchers, including the first author). In stakeholder workshops 2 and 3, spouses and health care providers from collaborating institutions were also included in addition to editors and software team members. Participants were divided into multidisciplinary groups of 5 to 6. A brief presentation of the personas and journey maps developed initiated each workshop to provide all stakeholders with an overview of findings in the development process so far and to provide a collective understanding of the target patient group. The personas were also updated during the workshops based on participant feedback.

In the first workshop, more time was spent on discussing the personas, whereas stakeholder workshops 2 and 3 focused more on design and functionality aspects. As a starting exercise, participants were asked to reflect upon what makes an app good or bad and to discuss usability and acceptability aspects within their groups. Potential design features were then briefly presented to support stakeholders when participating in the design discussions. The participants were then asked to reflect and discuss which design features and elements were most important to them in a priority task, where participants had to choose between different design elements and features. The final part of the workshops included a collective design task, using scenarios, the personas, and patient journey maps to discuss possibilities related to an eHealth self-management intervention (ie, content, functionality, design, and usage) before finally looking at potential barriers for use.

All stakeholder workshops were facilitated by the first author in collaboration with other project team members (KH, HS, MW, JM, and YI), and each group discussion was audio taped. The material was first summarized by the first author using rapid analysis [58] and focusing on ensuring that the material provided essential input into the ongoing development process. The material was later transcribed verbatim to conduct a more thorough analysis using directed content analysis [59] to ensure a thorough scientific process in material identifications. The material was first sorted into broad categories representing requirements for (1) content, (2) functionality, (3) design, and (4) barriers for use. Data were extracted and compared across the different workshops, looking for similarities and differences in the material.

Intervention Content Development

A vital goal in this study was to identify evidence-based topics and aspects from recognized cognitive behavioral and acceptance and commitment pain management strategies; then, develop the intervention content and integrate findings and content with a user-centered approach, and subsequently, modify findings to create a new technology-based pain management intervention for people living with chronic pain.

Intervention content development was led by the project PI (LSN), in close collaboration with the other experienced pain management project team members (ie, co-authors KS, LW, EM, KW, HE, and OK), assisted by 3 editors (MW, EB, and HS) and the project-specific user representative. Following the initial workshop with collaborating partners, the intervention content development group first examined the existing literature in the clinical and research area, then discussed the findings and compared notes also based on clinical pain management experience within the group. Intervention content material was then developed based on evidence-based topics and aspects from recognized CBT and ACT pain management [61-64], tested and user tested, and then adjusted and adapted accordingly in continuous iterations. Throughout the process, intervention content was shaped for an electronic format to support usability and ease of use for the end users. The intervention content development underwent numerous iterations (ie, number of iterations varied depending on topic/module) to certify that it used appropriate, therapeutic language; was presented in brief and easily understandable sentences; and was suitable for small screens.

Software Development and Formative Evaluation

On the basis of content development and stakeholder input, a low-fidelity paper prototype of the software was developed. The prototype was tested within the development team with involvement from eHealth experts and the project team, then...
adjusted and implemented electronically to simulate the app idea. To strengthen acceptability, the simulated prototype was subsequently tested by the project team user representative, hospital-employed healthy volunteers, and 1 external patient before full-scale usability testing.

**Technical Architecture**

EPIO is distributed as a native app for iOS and Android through the official app stores, and it is implemented using Web technology in a Cordova container. All information stored locally is encrypted with the Advanced Encryption Standard (AES) algorithm in Galois/counter mode before it is written to a local SQLite (a relational database management system) instance. The key used for encryption is 256 bits long, and it is generated the first time the app runs. Between invocations of the app, it is wrapped using the AES-key-wrapped algorithm with a wrapping key derived from the user’s personal identification number (PIN) and stored on the device’s keychain. As the keychain itself requires the device to be protected with a PIN, the role of the app’s own PIN is to enable the user to secure the app even when using it on a shared device. Usage logs (navigation, use, and use of functionality) and self-assessments are sent over an encrypted channel to a secure server for later analysis by the research project staff.

Technical decisions were executed only after discussions in the project team (ie, researchers, health care personnel, eHealth experts, software design, and developers and user representatives).

**Usability Testing**

Building on feedback and discussions within the project team, high-fidelity prototypes were developed, including a start page, menu page, and intervention modules. A diverse group of users (ie, variety in age/gender), including hospital-employed healthy volunteers and people with chronic pain, participated in the testing.

The high-fidelity prototype usability tests were videotaped and conducted face to face by a facilitator (ie, editor/eHealth expert) and an observer (ie, either the first author, the designer, or another project team member). A think aloud methodology [57] was used to actively engage the participants and elicit continuous feedback, with participants describing their actions and immediate thoughts for each step. The observer took notes throughout the testing. Summaries of observations were completed and transferred into a table by the facilitator and observer following each testing, containing information related to (1) usability issues, (2) possible solutions, (3) who reported this issue (ie, number of users), and (4) other input. This provided a rapid and continuous yet structured feedback into the development process. As a supplement toward establishing acceptability, participants completed Sauro’s System Usability Scale (SUS) [65]. This was done at the end of the usability testing after the facilitator and the observer had left the room. The SUS measures usability and satisfaction on a scale from 1 (strongly disagree) to 5 (strongly agree).

The summaries from the usability testing were discussed within the project team and new sketches and decisions for the next development phase were conducted, with the project team discussing and prioritizing changes. The collected material was later examined more in depth through content analysis [59] to potentially identify themes overlooked in the initial rapid analysis [58]. In this process, the material was sorted into broad categories looking at (1) usability and flow, (2) functionality and customization, (3) intervention content, and (4) design and language.

**Security and Privacy Considerations**

The intervention program was developed at a major medical center in Northern Europe. The design and development were in accordance with the European General Data Protection Regulations of 2018. The study, including a risk assessment analysis of the app, was approved by the institution’s Department of Information Safety and the institutional review board (approval number: 2017/6697). Informed consent will be obtained from all users of the app-based program.

**Results**

**Participants**

A total of 33 participants participated in the study design and development process (ie, workshops and content and software development), including 12 health care providers, 1 health care manager, and 1 eHealth research psychologist from collaborating institutions, as well as 17 patients and 2 of their spouses together with the project team (see Table 1 in the Methods section). For details, please see Table 2 for collaborating partners’ background and expertise. Table 3 for patient demographics, and Figure 4 for a complete overview of the intervention development process, including activities and participation.

All participants, 3 men and 11 women, from collaborating institutions had extensive experience working with people living with chronic pain. They represented a variety of professional backgrounds, with the majority working as licensed psychologists within chronic pain management. In addition, 9 had experience in research and 3 had eHealth expertise.

The majority of the patients had experience with a variety of treatments, ranging from primary care and physical therapy to more specialized treatments and rehabilitation in secondary and tertiary care settings. All participating patients owned a smartphone and had access to a computer and/or tablet. Most of the patients used apps daily, which were either installed by themselves or someone in their family, though several were not familiar with the concept of apps and did not know the difference between a webpage and an app. Many of the patients participated first in 1 out of the 3 workshops and then also later during software development and formative evaluation. The 2 male spouses had been part of the initial interviews [50].
### Table 2. Overview of background and experience of participants from collaborating institutions (N=14).

<table>
<thead>
<tr>
<th>Health care background</th>
<th>Total number, N</th>
<th>Pain expertise, n</th>
<th>eHealth expertise, n</th>
<th>Research expertise, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nurse</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Psychologist</td>
<td>7</td>
<td>7</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Physician</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Social worker</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Occupational therapist</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Nonlicensed partner</td>
<td>2(^a)</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)Health care manager and eHealth research psychologist.

### Table 3. Patient demographics (N=17).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Female</td>
<td>15 (88)</td>
</tr>
<tr>
<td>Age (years), mean age=51 years</td>
<td></td>
</tr>
<tr>
<td>20-35</td>
<td>2 (12)</td>
</tr>
<tr>
<td>36-50</td>
<td>5 (29)</td>
</tr>
<tr>
<td>51-59</td>
<td>7 (41)</td>
</tr>
<tr>
<td>60-75</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Type of pain (primary diagnosis reported)</td>
<td></td>
</tr>
<tr>
<td>Neck and/or back pain</td>
<td>5 (29)</td>
</tr>
<tr>
<td>Nerve pain/neuropathic pain</td>
<td>5 (29)</td>
</tr>
<tr>
<td>Fibromyalgia</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Migraine</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Others</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Reported years living with pain</td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>2 (12)</td>
</tr>
<tr>
<td>6-10</td>
<td>6 (35)</td>
</tr>
<tr>
<td>11-17</td>
<td>3 (18)</td>
</tr>
<tr>
<td>18-26</td>
<td>4 (24)</td>
</tr>
<tr>
<td>≥27</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
</tr>
<tr>
<td>Working/studying full time</td>
<td>4 (24)</td>
</tr>
<tr>
<td>Working/studying part time</td>
<td>3 (18)</td>
</tr>
<tr>
<td>On disability benefits</td>
<td>8 (47)</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Nonworking</td>
<td>1 (6)</td>
</tr>
</tbody>
</table>
Pain Management Course Observations

The 5 pain management courses observed covered topics such as pain physiology, coping skills, and psychosocial challenges. They had different structures, the majority being 1- or 2-day courses and 1 occurring weekly over a period of 3 months. The pain management courses covered topics such as pain physiology, coping skills, and psychosocial challenges. The level of information shared by patients during the courses varied, depending on whether the type of course they attended had allocated time for discussions or mainly focused on educational information. However, the patients did describe a general need for more peer support in their everyday lives. Topics otherwise emphasized by participating patients included grief, guilt, anxiety, and negative thoughts as well as issues related to communication with health care providers, spouses/family, and others. Participants generally seemed pleased with the courses they attended, even though several patients emphasized the need for more continuous support and help in everyday life.
Workshops With Collaborating Partners

Workshop findings showed that participants from collaborating institutions (ie, health care providers and eHealth experts, n=14) were generally positive toward an eHealth intervention for people with chronic pain and saw it as an opportunity to make psychological and educational treatment more accessible to patients during and after treatment. Health care providers pointed to the importance of reliable, evidence-based educational information. Please see Table 4 for content needs and rationales expressed during these workshops.

Table 4. Results from workshops with collaborating partners (N=14).

<table>
<thead>
<tr>
<th>Content needs and topics</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliable, trustworthy, evidence-based knowledge</td>
<td>Provide evidence-based, trustworthy information to patients, giving them a better alternative to online forums and other nonscientific channels</td>
</tr>
<tr>
<td>Focus on psychological health</td>
<td>Increase patient’s awareness of the association between chronic pain and psychological challenges</td>
</tr>
<tr>
<td>Activity pacing</td>
<td>Support patients in implementing activity pacing strategies in everyday life, including through exercises</td>
</tr>
<tr>
<td>Self-assessment/registrations</td>
<td>Increase awareness about personal activities and positive/negative health behavior (eg, amount of sleep and physical activity)</td>
</tr>
<tr>
<td>Communication</td>
<td>Include advice on how to best communicate personal struggles, potentially adding direct contact with health care professionals as a functionality</td>
</tr>
<tr>
<td>Social support</td>
<td>Adding some form of option for social contact with peers</td>
</tr>
</tbody>
</table>

Potential barriers in the development process, as well as for the final product, were identified as (1) time challenges, referring to the amount of time it takes to develop eHealth interventions and whether or not health care providers had time to participate in the development process; (2) defining the most relevant and beneficial intervention content; (3) patient involvement in the development process; and (4) privacy and security issues.

Workshops With All Study Stakeholders

The 3 stakeholder workshops identified that patients (n=17), spouses (n=2), and health care providers (n=2) supported many of the same thoughts and ideas as health care professionals and other collaborating partners participating in the initial 5 workshops. The patients particularly emphasized the need for an intervention that gave them positive input in their daily lives. They did not want reminders of what they could not do, for example, being asked to do impossible exercises or being asked to set unrealistic personal goals. Feeling guilty, grief, achieving balance in everyday life, getting support, being present and being useful while taking care of oneself were topics mentioned by all participating groups. Content topics suggested and discussed by participants included updates on recent scientific findings; information about health-promoting behavior (ie, sleep, nutrition, and physical activity); and advice on how to prioritize and set limits, support and information on acceptance, and exercises promoting energy and awareness, such as breathing and relaxation exercises.

Regarding the end product/solution and what it should look like, the participants had a broad range of functionality suggestions and demands. All external stakeholders pointed to personalization, that is, adjusting the intervention based on individual needs and personal preferences. For example, customization and simple behavior trackers were pointed out by some as important features for a chronic pain eHealth intervention. At the same time, several patients, spouses, and health care providers emphasized that too many options for choice could potentially be perceived as overwhelming. The use of gamification elements (ie, application of game-playing elements such as avatars, points, and badges) was viewed as a potentially important and motivating option by collaborating partners and the software team. However, the participating patients did not identify gamification as important compared with other potential elements and features of the solution. Too many or too bright colors, cartoons, or sound effects were described by several patients as potentially challenging for them, especially when experiencing a lot of pain. Many stated that the use of such elements is for younger people and kids, and some of the patients also described having stopped using certain apps because of such elements.

Health care providers from collaborating institutions focused more on sharing functionality (ie, possibility of sharing health information with health care providers) than did patients. Despite seeing sharing possibilities as something positive, patients were skeptical as to how this could work and found the option unrealistic given the limited time available for health care providers, and their impressions that health care providers often work nonstop with no availability to respond to email/phone calls during a full workday. When asked what mattered most to them, the patients preferred an intervention that could give them personalized suggestions for exercises and content related to the issues and areas they described as challenging. Many patients also emphasized this as one of the main reasons for wanting simple ways to self-assess or track behaviors (eg, for sleep and activity), wanting the intervention to suggest exercises based on their own personal behavioral patterns.

Each stakeholder workshop also involved a priority task (ie, choosing between different design elements and features), where participants voted (each with a maximum 3 votes in addition to 2 group votes) on potential design elements and features. See Table 5 for details on the distribution of votes from patients (n=15), spouses (n=2), and health care providers (n=2); whether the design element/feature was included in the final app; why/why not; and a few illustrating quotes.
Table 5. Design elements/features: priority task voting, elements/features included, details, and illustrating quotes.

<table>
<thead>
<tr>
<th>Design element/feature</th>
<th>Description</th>
<th>Votes, n</th>
<th>Included in the final app (yes/no) and details/justification</th>
<th>Illustrating quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customization and personalization</td>
<td>Customize how things are presented/look in the app. For example, you can customize colors, styles, or specific parts of the app that you want to use.</td>
<td>14</td>
<td>Yes. The features My page and My favorites were included to allow for personalization and easy access to preferred content. In addition, the sequence of some of the modules could be individually chosen, to allow for more individual preference.</td>
<td>“For me, it is very important that it is individually tailored/customized.”</td>
</tr>
<tr>
<td>Behavioral trackers</td>
<td>Map/log what you do to see connections and opportunities for change.</td>
<td>13</td>
<td>Yes. Daily self-assessment/registrations of pain, sleep, rest, activity, and mood were included as optional features for those preferring to track all/some of these factors.</td>
<td>“Today, I’ve been in a lot of pain, but I don’t know why […] The registrations I’m looking for will tell me why I have so much pain every Thursday.”</td>
</tr>
<tr>
<td>Feedback</td>
<td>Get feedback from the app. For instance, by telling you what you have achieved lately or show you new ways to do things.</td>
<td>10</td>
<td>Yes. Several of the exercises in the app allow for registration of current habits/activities and give suggestions for new ways to do things.</td>
<td>“I think it should, in a way, replace a personal coach […] and be able to provide feedback, and discuss with me. What went well, what went wrong.”</td>
</tr>
<tr>
<td>Automatic tailoring</td>
<td>The app automatically adapts to your personal use. For example, you can bring up content and exercises according to your previous preferences.</td>
<td>10</td>
<td>Yes. The app gives the users suggestions for modules and exercises to try based on their marked favorites.</td>
<td>“You may receive quicker feedback if it is automated, as health care personnel go home at 4 pm.”</td>
</tr>
<tr>
<td>Visualization</td>
<td>Visualization is used to present content in an engaging and visual way. This can be through the use of animations, cartoons, graphs, etc.</td>
<td>8</td>
<td>Yes. Illustrations and photographs are used in the app to support the content but are presented in a muted way so as not to appear overwhelming or challenging. Graphs, illustrating the users’ behavior tracking, were also implemented.</td>
<td>“I imagine some pictures of famous places that give me energy, people or animals that give me energy, and nature, that gives me energy.”</td>
</tr>
<tr>
<td>Communicating with health care professionals</td>
<td>Communicate with health care professionals, for example, by sharing information, asking questions, or receiving feedback.</td>
<td>6</td>
<td>No. Not prioritized because of conflict with the desire for easy access by means of a 4-digit personal identification number, and the desire for an app that can serve as a stand-alone self-management program.</td>
<td>“When you have this kind of an app, it is important that when you push the button, you get right in [without high-level log-in procedures], and especially when you are not feeling good.”</td>
</tr>
<tr>
<td>Communicate with peers</td>
<td>Communicate with peers/other users, for instance, via forums or share achievements with other users of the app.</td>
<td>2</td>
<td>No. Not prioritized because of potential negative impact, conflict with the desire for easy access, and the notion that this would require a larger user base than planned study inclusion.</td>
<td>“Social contact with other users, I think it can be very negative. You can so easily pull each other down.”</td>
</tr>
<tr>
<td>Avatar</td>
<td>Create your own avatar, that is, a person you can be/that follows you in the app. You can customize it to look the way you want, for example, by looking like your favorite animal.</td>
<td>0</td>
<td>Yes. On the basis of eHealth expert input and existing research [41,42], the buddy EPIOS (a bird) was included as an engaging element to stimulate engagement and adherence.</td>
<td>“It made me think of children when I saw it.”</td>
</tr>
<tr>
<td>Using metaphors</td>
<td>Metaphors can be used as a motivational way of getting through the program/app. For example, let the app be a garden where you can walk around or groom or plant things.</td>
<td>0</td>
<td>No. As the use of metaphors received no votes and was also considered to be a complicating element for the users, this element/feature was not included.</td>
<td>“I did not vote for it” [metaphors] [because I had only three votes to spend and this feature was not important enough for me].</td>
</tr>
<tr>
<td>Rewards and trophies</td>
<td>Points and trophies are collected through using the app. For example, you can go up a level when you have collected enough points or get a trophy for strikes, for example, when you have used the app every day for a week.</td>
<td>0</td>
<td>Yes. On the basis of eHealth expert input and findings from existing research [41,42], rewards and trophies were included as engaging elements to stimulate engagement and adherence.</td>
<td>“I’m not very competitive so it doesn’t suit me very well, but I can see that it may be a good thing for others.”</td>
</tr>
</tbody>
</table>
Intervention Content Development

Existing interview material [50], workshop discussions and usability testing (presented below) indicated that participants preferred a neutral name for the intervention program, encouraging limited use of negative words, such as pain, or too positive words, such as positive focus. During content development, a project team brainstorming and informal name competition resulted in the intervention being named EPIO, derived from the Greek mythology goddess Epione, the goddess for the soothing of pain.

As evidence-based psychosocial/educational interventions are mainly conducted in person, the decision was made for the EPIO program to contain a face-to-face introduction session, where participants would receive an introduction to the EPIO intervention program, as well as help in downloading the app onto their smartphone or tablet.

Given the significant evidence of potential for support from CBT and ACT for people with chronic pain [10-18], combined with input from all stakeholders, the EPIO intervention was primarily based on CBT (ie, thought and behavior challenging, cognitive restructuring, behavior change, problem solving, and coping) [6,8] but with aspects of ACT (ie, value-based direction, acceptance of pain, and awareness of the present) [7,9], both resting on aspects found essential for pain management [10,18]. The final app-based EPIO intervention program contained 9 modules, as illustrated in Table 6. Each module in EPIO contained educational topics (eg, about pain, balance and activity pacing, thoughts and feelings, health behaviors, and coping during difficult times), as well as brief topic-related tasks and a variety of relaxation-focused exercises (eg, diaphragmatic breathing, progressive muscle relaxation, visualization, mindfulness, and meditation) anchored in existing treatment manuals and findings for chronic pain management [61,64]. The first 5 modules were presented consecutively in a fixed sequence, as the content in each of these modules was considered essential for the subsequent topics. To allow for more individual preference, the sequence of modules 6 to 8 could then be individually chosen, if preferring to do so.

Table 6. Overview of EPIO modules and content.

<table>
<thead>
<tr>
<th>Module #</th>
<th>Module title</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Introductory session</td>
<td>60 min in-person/group session. Introduction and intervention overview, practical exercise example, and help in downloading and using the intervention.</td>
</tr>
<tr>
<td>1</td>
<td>About pain</td>
<td>Introduction to the intervention program, including information about pain and pain management. Coping strategies, fight-or-flight response, and introduction to breathing and relaxation; rationale and exercises.</td>
</tr>
<tr>
<td>2</td>
<td>Balance</td>
<td>Activity pacing and planning, introduction to mindfulness, self-care, pleasant activities, EPIO as your toolbox, and progressive muscle relaxation.</td>
</tr>
<tr>
<td>3</td>
<td>Thoughts and feelings</td>
<td>Pain, the relationship between thoughts and feelings, recognizing negative thoughts and cognitive distortions, gratitude, and positive thinking. Exercises including challenging negative thoughts, mindfulness, and autogenic muscle relaxation.</td>
</tr>
<tr>
<td>4</td>
<td>Stress and coping</td>
<td>About stress, coping, and rationale for stress management and relaxation strategies. Acceptance, active and passive coping approaches, and visualization.</td>
</tr>
<tr>
<td>5</td>
<td>What is important to me?</td>
<td>Defining and exploring individual values and goals. Personal role models, self-image, and intruding thoughts. Planning and goal setting. Introduction to meditation.</td>
</tr>
<tr>
<td>6</td>
<td>Health behaviors and lifestyle</td>
<td>Health behaviors and health behavior change. Awareness of important health behaviors, including sleep, physical activity, nutrition, and substance use/abuse; rationale and exercises. Stretch-based relaxation methods/exercises.</td>
</tr>
<tr>
<td>7</td>
<td>Communication, relations, and social support</td>
<td>Communication, assertiveness, support systems, and social networks. Exercises related to awareness about social support systems, how to strengthen social support, and progressive muscle relaxation.</td>
</tr>
<tr>
<td>9</td>
<td>Summary and the road ahead</td>
<td>Review and summary, where to go from here and advice for the road ahead.</td>
</tr>
</tbody>
</table>

Software Development and Formative Evaluation

Stakeholders’ input and 5 iterative rounds of usability testing contributed to adjustments to detect and ensure (1) easy and intuitive navigation, including adding short cuts, introductions, and symbols; (2) language and content issues, including adding more steps to reduce the length of each section, replacing or removing difficult words and terms; (3) implementation of engaging design elements to stimulate adherence, including adding rewards/trophies, as well as an avatar, the buddy EPIOS, an animated bird accompanying the users throughout EPIO, and finally d) possibilities for personal preferences and choice, including adding possibilities to choose between reading or listening, and choosing which, if any, variables to track (eg, pain, sleep, activity, mood, and rest). See Figure 5 for screenshot examples.
The usability testing revealed an overall average SUS score of 81.25, indicating a grade A, which equals to excellent system usability [65]. Users reported that the intervention was easy to use, without need for assistance from anyone. Most users reported that they thought they would use the intervention frequently (mean 3.8, median 4).

In response to input from study participants, a number of adjustments were made for the final version of EPIO. Some of these are described in the following sections.

**My Page**

As personalization was emphasized as an important feature, a personal page, *My page*, was added to the program. This included an overview of the user’s personal progress in the intervention program in addition to access to personal registrations, illustrated in graphs. In addition, based on the input from eHealth experts and previous research [41,42], a *trophies* section was included in *My page* to stimulate personalization and motivation. Ability to gauge the length of each step and exercise in seconds/minutes was also implemented.

**My Favorites**

Patients expressed a need for easy and direct access to exercises and content that they liked; therefore, a *mark as favorite* feature was added to each step in the program. As usability testing revealed usability issues for this feature (ie, difficulties for users to grasp how to mark their favorites), the final program version included introductions presented in a step-by-step manner, with the buddy bird EPIOS later reminding users of these steps and the option to add the text *add as favorite* at the end of each step. Usability testing revealed that participants liked the bird EPIOS and the brief summaries and reminders provided by EPIOS.

**Practicing Mode**

CBT typically includes homework between sessions to practice and generalize new skills and behaviors. Therefore, practice and repetition were encouraged in EPIO, and following completion of each module, participants could not open a new module for 3 days. This was done to give users time to practice and implement completed modules, knowledge, and exercises into their daily lives. EPIO provided encouragement for practice, either through suggested steps or through choosing own favorites.

**Security and Privacy Considerations**

The EPIO intervention program was developed for people with chronic pain. It was developed at and distributed from a major hospital. Protecting patients and patient information is the responsibility of health care providers and the institution (ie, the hospital) and privacy and security were of essence to consider in the design and development process.

One issue concerned the amount of sensitive information and options related to log-in requirements. Participating patients emphasized the importance of a simple log-in procedure. Most of these patients expressed little concern regarding privacy and security protections, stating that it was more important for them to get an accessible tool they could get *direct access to* on a *bad day*, referring to days with a lot of pain, *without any hassle or things to remember*, such as high-level access procedures and passwords. This was the case in the stakeholder workshops not only in this study but also in previous patient/spouse interviews [50]. At the same time, however, many of the patients wanted to be able to keep personal notes/diaries, and some also wanted to be able to share their information with their health care provider through the app and/or connect with peers using the app. This would introduce further privacy challenges. Adding functionality such as sharing options would increase the privacy level needed and therefore also increase the security requirements. However, privacy and security are essential in these types of settings, and as ease of use and a simple log-in were identified as one of the most important patient requirements, the solution was to incorporate a simple 4-digit PIN, excluding functionality such as sharing possibilities and personal notes. Users were instead encouraged to use a pen and paper and take notes during some of the themes and exercises (ie, “You may find it beneficial to use a pen and paper for this exercise.”).
Discussion

Principal Findings
This study describes the design and development process of EPIO, an eHealth pain management intervention for people with chronic pain. The process combining evidence-based and user-centered approaches is a previously recommended but underutilized approach to eHealth intervention development [27,33,34]. To our knowledge, this is the first study combining evidence-based knowledge with stakeholders’ input to inform the development of an eHealth intervention for self-management of chronic pain.

The EPIO intervention program was developed using iterative processes through a combination of (1) contextual inquiry and co-design processes, where input from people with chronic pain, spouses, health care providers, and other collaborating partners was gathered; (2) intervention content development, where relevant content topics were identified and intervention content was created based on clinical experience and with inspiration from existing evidence-based cognitive behavioral and acceptance and commitment pain management programs [61-64]; and (3) iterative software development and formative evaluation, including low- and high-fidelity prototypes and usability testing. External stakeholders (ie, patients, spouses, health care providers, and other partners from collaborating institutions) described a number of challenges associated with current options for pain management care, emphasizing the potential within eHealth technology and more available sources for pain management strategies. Patients described the need for an accessible solution that fits within their existing everyday routines, giving them a break; positive input; and reminders in their daily lives. To meet acceptability and usability needs for the target group, the intervention used easily understandable language, with brief and to-the-point sections made accessible on small screens and mobile phones. Stakeholders also pointed to a need for intuitive and effective functionalities that did not demand too much of the patients’ time, giving them options to choose from and automatic suggestions adjusted to their needs.

Evidence-Based Knowledge and the Importance of User Involvement: Finding the Right Balance
CBT- and ACT-based psychological interventions have been shown to be effective, improving quality of life, depressive symptoms, and pain acceptance for people living with chronic pain [10,11,13,14,16,66,67]. The goal of this study was to design and develop such an intervention to be delivered in a technological format and on a mobile platform. Seeking to achieve persistent change in a person’s health and overall well-being, intervention programs must be based on evidence-based knowledge, and according to the Medical Research Council’s guidance, all complex interventions should be guided by the latest evidence and appropriate theory [68].

Despite these facts, the development of evidence-based eHealth pain management interventions has been limited [33-35], as has the incorporation of user involvement in these processes. Even evidence-based interventions depend on users’ acceptance, adherence, and overall user fit for interventions to be successful [39]. The lack of user involvement (ie, patients and health care providers) and human centeredness in development of eHealth interventions have been criticized repeatedly [5,21,27,32,34,36,39], and this lack of user involvement in the development process can potentially also explain the high attrition rates and low adherence associated with such interventions [32,40-42]. People simply stop using technologies that do not meet their needs, requirements, or daily routines.

In addition to general user requirements (eg, technology being user friendly and flawless), it is essential to incorporate the needs and requirements of the specific user group. For the participants in this study, that meant the eHealth intervention had to accommodate patients’ varying and often high pain levels, their challenges with feeling guilty and never doing enough, and their concentration issues. Stakeholders stated that it was important that the intervention did not focus on the negative aspects of living with chronic pain or provide users with too much information or too much choice, flashy graphics such as sound and animation effects, or cumbersome log-in procedures. Patients wanted positive input in their daily lives through a solution that provided them with useful, effective, and personalized advice on pain management, reminding them to take smaller breaks during the day. Participants also suggested functionalities to register daily activities, sleep, and mood level so that patients could become more aware of how these areas affected their daily life. Some of the patients also wanted an option to register their daily pain level. From a CBT standpoint, this could be viewed as useful, as increasing patients’ awareness and ability to take an active part in one’s own life is crucial. However, the literature has shown that too much focus on the pain itself, for instance, through keeping a pain diary, can be negative and could possibly increase pain interference [69-71]. However, studies have also illustrated the positive sides of pain screenings/registrations. As several participants regarded self-assessment/registrations as important, and this was also voted high on the prioritizing task (Table 5), self-assessment/registrations were included in the initial development.

The design and development process in this study did reveal some disagreements between what was considered important by health care providers and other collaborating partners versus what was considered important by some of the patients. Although health care providers emphasized the need for available, evidence-based, and trustworthy information given to patients, seeing eHealth technology as a positive option for providing patients with such knowledge, patients expressed some conflicting views on the topic. Patients generally agreed that information and content should be trustworthy, yet they kept emphasizing during workshops as well as usability testing that they did not want too much information, that they already knew a lot about pain and the theory behind pain management, and that they first and foremost wanted effective and quick exercises that could help in their daily lives. This could have been because several patients were recruited from patient education centers and courses focusing on chronic pain, and thus, they already had received a lot of information. However, literature has shown that compared with the general population, people living with long-term conditions report more difficulties
with understanding health information in addition to having greater difficulties in engaging with health care providers [72]. This, together with some chronic pain patients’ reported concentration issues, illustrates the importance of providing chronic pain patients with easily accessible information.

Interventions, and perhaps particularly eHealth interventions, have the challenges of enhancing motivation for use, adherence to use, and motivation for continued use. How to best present evidence-based content is a question of user involvement, acceptability, usability, and feasibility. To promote user engagement and continued use, the EPIO intervention had to present the material in a way that met the users’ interests and requirements. Participating health care providers and other collaborating partners with eHealth expertise, as well as software developers, suggested adding gamifying design elements such as rewards and avatars, emphasizing the importance of engaging and motivational design elements and pointing to evidence that shows that the use of such elements and persuasive technology positively affects adherence and well-being [41,42]. However, the participating patients found this less important, and they also expressed concern that the use of such effects could be potentially challenging when in pain. None of the patients voted for such elements in the priority task in the stakeholder workshops (see Table 5). Patients instead stated that they wanted the content presented in a simple way.

On the basis of these findings, it was important to find a balance in the use of design elements, with the final EPIO program including some of these types of elements, such as trophies for progress and continued use; and an avatar/buddy, the bird EPIOS; and providing users with content summaries and brief motivational messages. The buddy bird EPIOS, therefore, has an educational role in the intervention program, in line with what users emphasized as important, but at the same time, EPIOS has a motivational and relational role, in line with participating health care providers and eHealth experts as well as recommendations from existing literature [42].

Strengths, Limitations, and Future Directions

This study presents some limitations that need to be considered. First, the limited number of male and younger patients (mean age 51 years) might limit the representativeness of the study. Given the large percentage of female patients compared with male patients participating in this study, despite encouraging participation of both genders living with chronic pain, the patient sample can be considered a sample of convenience. However, it should be noted that the prevalence of chronic pain is higher among females compared with males [73], and research also shows challenges in recruiting male participants compared with female participants for intervention programs focusing on self-management [74]. In addition, the participating patients represented a wide range of pain diagnoses, and as chronic pain is more prevalent among people older than 50 years [75], it may be argued that the patients participating in this study were in fact representative of the user group. The fact that some of the patients and spouses had also participated in an initial interview study [50] could potentially also be a limitation, as it is possible that other opinions and perspectives would have emerged if more novel users without prior knowledge of the emerging intervention had participated. However, mutual learning and shared understanding are core concepts within participatory design, as this is the only way to ensure mutual respect between stakeholders, enabling everyone to take part in the shared decision-making process [56]. Patients are not eHealth experts and do not necessarily have the language to articulate what they need from an eHealth intervention. Consequently, using the same sample of participants and giving them enough knowledge about design and development processes may have made it easier for the participating patients to take an active part in development discussions. However, this study did also include new and naïve patients with chronic pain to add to previously collected qualitative data.

The software development and formative evaluation may also present some limitations. For instance, every part of the intervention steps/modules was not tested. However, the intervention material was based on the same concepts and foundations, written by the same experienced team [76,77], led by the same PI, and using the same therapeutic language and structure. Therefore, it was considered more important to get users’ feedback on functionality and design, including layouts and how the material was presented, than on every written word. Usability testing was conducted at the project team offices, with a facilitator and observer watching the participants within a limited period. This could have impacted the testing, and it is possible that the usability testing of EPIO captured only some of the potential barriers to continued use over time.

A number of strengths are also evident in the current design and development process. As recommended by existing research [5,27,39] and to ensure trustworthiness [78], the study included a broad range of stakeholders (ie, patients, spouses, health care providers, and eHealth experts as well as researchers, editors, software developers, and user representatives) from the project planning stage and throughout the development process.

The development process was guided by existing development recommendations, using a broad range of service design methods and a user-centered design approach to facilitate cocreation, mutual learning, and shared understanding among the stakeholders involved. Intervention acceptability (ie, well received, suitable, user friendly, attractive, and meeting needs) to users was one of the main goals for the design and development of EPIO. Although the intervention program was developed using a participatory design approach to support the likelihood of acceptability, usability, and feasibility, acceptability will need to be further tested and established in a future pilot test study before instigating efficacy studies. Given the challenge of low adherence and high attrition rates in eHealth interventions [41,42], the development of the current intervention sought to incorporate stakeholder-identified aspects supporting adherence. Whether this turns out to be an effective approach facilitating adherence needs to be evaluated in a future pilot test and subsequent randomized controlled trial (RCT). In addition to high user involvement and stakeholder input, the development process was guided by theory and concepts from well-established cognitive behavioral and acceptance and commitment pain management programs, meeting the requests for eHealth pain management interventions that are based on evidence-based knowledge. This enhances the future potential...
for positive effect findings. The ultimate goal of the EPIO program is to support improvements in quality of life for people with chronic pain. Therefore, in addition to test usability, feasibility, and acceptability, the next step in the research process will be to examine preliminary efficacy findings in a pilot test before eventually examining the intervention in a full-scale RCT. Together with the high focus on privacy and security aspects, acceptability and efficacy are also likely to increase the potential for poststudy implementation.

Conclusions
This study offers insight into how to take a user-centered approach to the design and development of an evidence-based eHealth pain management intervention for people with chronic pain. Developing evidence-based eHealth interventions while also involving the voices and perspectives of a variety of stakeholders can be challenging, time consuming, and sometimes even an expensive process. However, continuing to develop and test non–evidence-based, non–user-centered interventions is not a great alternative. Instead, mutual learning and shared understanding become crucial. This study involved patients, spouses, health care providers, and other relevant stakeholders in the design and development process of the eHealth interventions, pointing to important steps for developing useful and meaningful interventions for patients. In addition to informing the potential process of developing an eHealth pain management intervention, this study also provides a practical example of how eHealth interventions can be designed and developed to combine evidence-based material with user-centered requirements. To test usability, acceptability, and feasibility, as well as the potential efficacy of the program, further research is needed and a pilot test is currently underway to optimize the EPIO program in preparation for a full-scale RCT.
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Abstract

**Background:** Increasing the number of organ donors may enhance organ transplantation, and past health interventions have shown the potential to generate both large-scale and sustainable changes, particularly among minorities.

**Objective:** This study aimed to propose a conceptual data-driven framework that tracks digital markers of public organ donation awareness using Twitter and delivers an optimized social network intervention (SNI) to targeted audiences using Facebook.

**Methods:** We monitored digital markers of organ donation awareness across the United States over a 1-year period using Twitter and examined their association with organ donation registration. We delivered this SNI on Facebook with and without optimized awareness content (ie, educational content with a weblink to an online donor registration website) to low-income Hispanics in Los Angeles over a 1-month period and measured the daily number of impressions (ie, exposure to information) and clicks (ie, engagement) among the target audience.

**Results:** Digital markers of organ donation awareness on Twitter are associated with donation registration (beta=.0032; \(P<.001\)) such that 10 additional organ-related tweets are associated with a 3.20% (33,933/1,060,403) increase in the number of organ donor registrations at the city level. In addition, our SNI on Facebook effectively reached 1 million users, and the use of optimization significantly increased the rate of clicks per impression (beta=.0213; \(P<.004\)).

**Conclusions:** Our framework can provide a real-time characterization of organ donation awareness while effectively delivering tailored interventions to minority communities. It can complement past approaches to create large-scale, sustainable interventions that are capable of raising awareness and effectively mitigate disparities in organ donation.

(\textit{J Med Internet Res} 2020;22(1):e14605) doi:10.2196/14605
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Introduction

Background

Organ transplantation is the therapy of choice for patients with end-stage organ failure. Over the past three decades, organ transplantation has saved more than 2 million life-years in the United States alone [1]. However, only half of US adults are registered as organ donors [2], and the current pool of recovered organs inadequately meets the particular medical demand of patients from ethnoracial minorities [3]. With the current shortage of organ donors and an ever-increasing incidence of end-stage organ failure, the number of patients left in need of organ transplantation has grown: only 1 out of 4 patients on the organ wait list will eventually receive the organ transplant needed [4,5]. The success of organ transplantation depends on the patient’s histocompatibility with the donated organ, which reaches higher similarities with donors from comparable ethnoracial communities [6,7]. However, the current pool of available organs mainly consists of organs from nonminority donors because of the disproportionate scarcity of ethnoracial minority donors [8]. Increasing the general number of organ donors can mitigate the overall organ shortage, but we can only effectively address the disproportional need of patients from underrepresented demographics by specifically increasing the number of ethnoracial minority donors.

The lack of minority organ donors is generally attributed to insufficient health literacy, which affects how individuals make educated health decisions about their lives and the lives of their families and overall community [9-12]. In the case of organ donation, health literacy specifically impacts the likelihood of individuals to register as organ donors and to consent for the organ donation of their relatives [13,14]. Given that individuals from minority communities tend to have lower health literacy than their ethnoracial majority counterparts, these communities have a relatively lower likelihood of registering as organ donors [9,15,16]. To effectively address this disparity, we need to raise awareness among individuals from minority communities by supplementing them with tailored educational materials about organ donation.

Educational interventions such as the National Minority Organ Tissue Transplant Education Program have generated large-scale and sustainable change across minority communities by raising health literacy [3,14,17-19]. Sustainable large-scale diffusion of health education mainly depends on individual willingness to disseminate the health education received within their social network and how well an individual’s social network is integrated within the relevant social constructs as a whole [20,21]. Individuals are more willing to disseminate educational content that is socioculturally tailored and content that is being already disseminated via existing social ties, including family, friends, and other individuals within their community [22,23]. To reach and increase the willingness of individuals from minority communities, health care professionals have created community-based interventions by targeting individuals within these communities with educational content that is socioculturally tailored [3,13,14]. Naturally, a community-based intervention indirectly targets individuals who are likely to be socially connected and, thus, can independently reinforce the dissemination of educational content through social ties. Therefore, community-based interventions not only reach individuals from minority communities but potentiate sustainable change. However, minority communities are not just unintegrated from the whole social system but also isolated from each other, making these traditional interventions ineffective in diffusing health education among these communities at a large scale [3,14].

Objectives

Web-based social networking platforms, also known as social media (eg, Twitter and Facebook), have been proposed as modern venues for the cost-effective delivery of large-scale health interventions with higher outreach in domains as diverse as physical activities, smoking cessation, weight loss, and mental health [20-25]. As social media can be a proxy for real social networks [26], social media platforms are exceptionally suitable for health interventions in which the implicated spreading phenomena are mainly driven by social mechanisms [10,27-29] and can facilitate the delivery of network interventions [23]. Network interventions foster higher cascades of behavioral health changes by leveraging the network structure underlying the social context of targeted individuals [30,31]. For instance, the simple decision to register for an internet-based health forum can involve a complex contagion in which individuals require independent social reinforcement and are more susceptible to change their behavior as more peers change theirs [22].

Previous studies have demonstrated the potential of social media to enhance organ donation by promoting health awareness and increasing the number of donor registration rates among minorities [13,32]. However, we still lack a comprehensive framework that allows us to effectively monitor and deliver large-scale network-based interventions of health literacy in real time. We proposed a data-driven framework for improving organ donation awareness by monitoring awareness regarding organ donation and delivering an optimized social network intervention (SNI) using 2 distinct social media interfaces: Twitter for monitoring and Facebook for intervention. Using our framework, we monitored awareness about organ donation over 1 year, then developed and implemented an SNI for improving awareness among minorities over 1 month. The results suggested that our framework can provide a real-time characterization of awareness about organ donation while optimizing the delivery of SNIs to individuals from minority communities. Our data-driven framework has the potential to effectively create large-scale and sustainable interventions to improve organ donation awareness among minorities.

Methods

Identification of Structural Disparities in Organ Donation

To structurally assess disparity, we modeled the connectivity between organ donors and transplant recipients with geographical social networks (GSNs) using the United Network for Organ Sharing (UNOS) database [29]. This dataset includes approximately 438,000 organ transplants conducted in the United States alone [1].
United States between 1987 and 2010 containing clinical, geographic, and social information about donors and recipients. In our GSN, nodes are home locations of donors or recipients at the zip code level, and links are organ transplants that were recovered from organ donors living at the origin node and transplanted into recipients living at the destination node. We built a separate ethnoracial GSN for Hispanics, blacks, and whites, focused on recipients [29]. For instance, in the white GSN, the destination node of every link is the home address of a white recipient, whereas the origin node can be the home address of donors from any race/ethnicity. Note that origin nodes (ie, home address of donors) can also be destination nodes (ie, home address of recipients). Finally, we had 3 ethnoracial GSNs that represent the structure of the organ transplantation flow for each race/ethnicity.

Using network science [31-34], we compared our GSNs by quantifying the local and global connectivity according to GSN-respective clustering coefficients and the average path lengths. The clustering coefficient (i) quantifies the likelihood of 2 nodes being connected, given they share a common node, ranging from 0 (ie, low clustering) to 1 (ie, high clustering). For instance, in a social network of friendships, a clustering coefficient can quantify how likely my friends are also friends with one another. In our GSN, this measure quantifies how likely organ transplants occur between home addresses A and B given that they occur from home address C to both home addresses A and B. This measure of clustering between nodes within a single local network is an influential factor in ascertaining network shortcomings or structural disparities, which could lead to unequal access to donor organs.

Similarly, the average path length (L) is a global measure of connectivity, and it quantifies the typical number of links connecting 2 nodes in the whole network, ranging from 1 to the diameter of the network (ie, the shortest to longest path length between 2 nodes). In a social network of friendships, for instance, the average path length quantifies how many friends typically separate 2 individuals. In our GSN, the average path length quantifies the number of links that typically separate any 2 home addresses among which organ transplants are occurring. This measure of relative accessibility among connected nodes within a global network is an influential factor in uncovering structural disparities, which could lead to strained or unsuitable access to donor organs [31-33].

Finally, we also identified the communities of home addresses with similar organ transplantation dynamics within each ethnoracial GSN using community detection [34,35]. For each network, we measured the number of nodes (N), links (M), average degree (M/N), clustering coefficient (CC), average path length (L), and the number of communities (N_C). Owing to the underlying network of organ transplantation flow, the connectivity measures along with the number of communities attempt to assess the structural disparity in organ transplantation.

**Digital Sensor for Organ Donation Awareness in Social Media**

In past work, we have explored the extent to which social media (ie, Twitter) can be used as a sensor for organ donation awareness [28,36]. Twitter is a convenient tool for real-time social sensing because it allows for data collection from most of its users as long as these users set their profile as public. We demonstrated that Twitter has sufficient information regarding organ donation awareness and has the potential to be employed as a social sensor for organ donation campaigns by characterizing conversations according to the volume of mention to different solid organs [28,36].

The organ-related tweets were automatically collected using the minimalist Twitter application programming interface (API) for Python [37], which searches the Twitter stream API, constraining the search by filtering the tweets containing a predefined set of organ donation digital markers among the 140 characters of the tweet text. Organ donation digital markers were defined based on a set of 5 context words (ie, transplant, transplantation, donor, donation, and donate) and a set of 6 subject words (ie, heart, kidney, liver, lung, pancreas, and intestine). For the subject words, only the 6 major solid organs were included, and other possible subject words such as cornea, bone, and skin were not considered. This approach ensures that all collected tweet contains at least one of the 5 words from the context set and at least one of the 6 words from the subject set. Besides, it also ensures that the individuals who wrote these tweets are aware of at least one aspect of organ donation.

Each collected tweet was subsequently augmented with its user’s location. Only 0.49% (4875/975,021) of tweets contained the global positioning system coordinates from where the tweet was posted. Therefore, a structural address containing the country, state, county, city, and zip code was automatically extracted from the self-reported location contained in the user profile using the python package geopy and the Nominatim search engine for OpenStreetMap data [38]. Finally, augmented tweets were filtered to only retain those belonging to US users. Therefore, our final tweet dataset was conceived in the context of organ donation and included 1 year of data representing more than 70,000 users in the United States.

**Calibration and Efficacy of the Digital Sensor**

To validate the extent to which the organ-related tweets collected using Twitter could be used as a digital sensor for organ donation awareness in social media, we assessed the association between the number of organ-related tweets collected by the digital sensor and the number of organ donor registrations. The data of organ donor registrations were obtained from Donate Life California [39]. It contains donor registrations at the zip code level from Los Angeles county. Owing to the scarcity of tweet data at the zip code level, the number of organ-related tweets and donor registrations were both subsequently aggregated at the city level. Afterward, a Poisson regression model was used to model the number of organ donor registrations as a function of the number of organ-related tweets and the size of the population at the city level. A data-intensive approach was used as a second independent model for validating the consistency of the Poisson regression model. The data-intensive approach grouped cities into 4 groups of incremental tweet rate percentile intervals: 0-25, 25-50, 50-75, and 75-100. Afterward, for each group, it estimates the organ...
Digital Intervention Using the Facebook Advertising Platform

Our intervention consisted of targeting Facebook users with educational materials about organ donation via Facebook’s advertising platform. Our content comprised short motivational videos associated with testimonials, current facts, and statistics about organ donation, as well as a link to the organ donation registration website (Donate Life California, Sacramento, California) [40]. All text and content used as educational content for the intervention was developed in collaboration with One Legacy, an organ procurement organization (OPO) for Southern California. OPOs follow the best practices in the development of material for organ donation, which is guided by diverse and multidisciplinary focused groups.

Using Facebook’s advertising platform from August 4 to September 3, 2016, we systematically targeted communities found to be at risk for a structural disparity. The criteria were based on location, sex, age, and income level, and thus, the intervention was delivered to a selected audience instead of a mass of incidental recipients. Targeting implicated individuals, such as in community-based interventions, can improve the intervention effectiveness because it increases the likelihood of targeting connected individuals who in turn are more likely to act as social reinforcers for others [41]. Targeting these connected individuals also facilitates the creation of organic sustainability by the mechanisms of engagement existing on Facebook (eg, like and share) [41,42]. After our intervention initially exposes educational content to targeted users on Facebook, these users can actively disseminate the targeted content among their social network and, thus, contribute to the exposure of these contents to other individuals who were not previously targeted by the intervention in the first place [20]. This additional organic exposure is ultimately controlled by Facebook’s algorithm, which is inherently biased toward targeting these exposures to similar users.

Measure Effect and Optimization

The number of impressions (I), clicks (C), and page views (V) were used to measure the effectiveness of our SNI. These measurements were provided daily by the Facebook advertising platform throughout the intervention. Our SNI delivered content in 2 phases: pre optimization and post optimization. In the preoptimization phase, from August 4 to August 23, the SNI delivered all content with equal proportion and calculated the number of clicks per impression (C/I) associated with each content. At the end of the preoptimization period, the SNI learned which content had the highest capability of fostering active engagement among the target audience as measured by the content’s C/I ratio. Afterward, in the postoptimization phase, from August 24 to September 3, the intervention was optimized to deliver the educational content associated with the highest C/I ratio. Given the absence of a baseline, we used the optimization as an instrumental variable and considered the intervention before optimization as a control group for the intervention after optimization. Ordinary least squares (OLS) regression was used to model the number of clicks per impression (C/I) as a function of both the number of impressions (I) and the use of optimization (O). The optimization was outsourced to the company MAV12.

The overall framework of the SNI is summarized in Figure 1. To characterize structural disparity, separate ethnoracial network-based community analysis was performed. To characterize population awareness about organ donation, data mining of the digital markers of organ donation awareness was performed using Twitter and subsequently calibrated using organ donation registrations. Educational content was delivered to the targeted audience using Facebook in 2 phases: preoptimization and postoptimization. In the preoptimization phase, the SNI delivered all contents and calculated the number of clicks per impression associated with each content. At the end of the preoptimization period, the SNI learned which content had the highest rate of clicks per impression. Afterward, in the postoptimization phase, the intervention was optimized to deliver the educational content associated with the highest rate of clicks per impression.

In general, the SNI characterizes the communities within the transplantation system using network analysis and monitoring the digital markers of organ donation awareness using Twitter. The calibration of these markers on Twitter was performed in conjunction with existing datasets of donation registration from Donate Life, which substantiated the delivery of a large-scale SNI using Facebook. Real-time data were collected to uncover the optimal content for user engagement, which allowed us to optimize the intervention to better target the intended demographics. The University of California Los Angeles Investigational Review Board approved the study.
Results

Assessment of Disparities in Organ Donation

Each of the ethnorracial GSNs focused on organ transplant recipients elucidates both local and global measures of connectivity as well as the varying number of ethnorracial communities within the whole social system (Table 1). The Hispanic GSN has an average degree (\(M/N_n\)) that indicates that Hispanic recipients typically receive organs from a fewer number of distinct donor addresses. Furthermore, the Hispanic GSN had the highest average path length (\(L\)), which indicates that Hispanic recipients receive organs from donors living further away in their social network. In addition, the Hispanic GSN is divided into a greater number of communities (\(N_c\)) when compared with the white GSN, which can indicate a distinct structural disparity in the ethnorracial pattern in the flow of organs, which needs to be addressed.
Table 1. Network measures of ethnoracial geographic social network focused on recipients.

<table>
<thead>
<tr>
<th>GSN</th>
<th>$N_n$</th>
<th>$M$</th>
<th>$M/N_n$</th>
<th>$CC$</th>
<th>$L$</th>
<th>$N_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>31,793</td>
<td>266,812</td>
<td>17</td>
<td>0.068</td>
<td>3.968</td>
<td>9</td>
</tr>
<tr>
<td>Hispanic</td>
<td>12,025</td>
<td>31,232</td>
<td>5</td>
<td>0.092</td>
<td>5.166</td>
<td>11</td>
</tr>
<tr>
<td>Black</td>
<td>16,925</td>
<td>53,697</td>
<td>6</td>
<td>0.126</td>
<td>4.738</td>
<td>12</td>
</tr>
<tr>
<td>White</td>
<td>29,606</td>
<td>172,506</td>
<td>12</td>
<td>0.044</td>
<td>4.284</td>
<td>6</td>
</tr>
</tbody>
</table>

aGSN: geographical social network.
b$N_n$: number of nodes.
c$M$: links.
d$M/N_n$: average degree.
e$CC$: clustering coefficient.
f$L$: average path length.
g$N_c$: number of communities.

By examining the geographic spread of these communities across the United States (Figure 2), one can see that Hispanic communities appear more geographically spread. Although similar white communities are located close to one another and thus form well-defined geographic boundaries, Hispanic communities are more geographically dispersed such that the same communities have a higher chance of being located far from each other. This higher geographic spread of communities in the Hispanic GSN along with its higher average path length quantitatively describes unintended differences in the organ allocation mechanism for Hispanic recipients. In principle, organ allocation should be as local as possible according to UNOS.

Figure 2. Ethnic/racial communities of geographic social network (GSN). The communities are extracted from separately generated GSNs from transplant recipients that are Hispanics (left), blacks (center), and whites (right). Minority populations (i.e., Hispanics and blacks) experience a greater number of disorganized communities within the United States.

Evaluation of a Sensor of Organ Donation Using Twitter

The descriptive statistics of our collected tweets are described in Table 2. Tweets were collected using our real-time organ donation sensor, and organ donation registrations were obtained from the Department of Motor Vehicles in the greater Los Angeles Area (LA County). Our organ donation sensor shows that the number of organ-related tweets are associated with the number of organ donation registrations (Figure 3). After normalizing for the population size, the number of organ donor registrations (Figure 3) are significantly correlated with the number of organ-related tweets at the city level (Figure 3). A Poisson regression predicts that each 10 additional organ-related tweets are associated with a 3.20% (33,933/1,060,403) increase in the number of donor registrations (Figure 3). Similarly, the data-intensive bootstrapping predicts that, on average, the number of organ donor registrations can vary (Figure 3) from 202 (95% CI 176-32) for cities with organ-related tweet rates between 0 and 25 percentiles to 279 (95% CI 231-329) for cities with organ-related tweet rates between 75 and 100 percentiles.

Yearly state-level organ registration data obtained from publicly available Donate Life annual reports from 2009 to 2016 [2] were additionally used to validate that the organ-related tweets collected in 2016 and further aggregated at the state level increasingly correlate with more recent registration data. For instance, organ-related tweets are more correlated with 2016 registrations ($r=.81; P<.01$) than with 2009 registrations ($r=.51; P<.01$) and 2012 registrations ($r=.70; P<.01$).
**Table 2.** Descriptive statistics of tweets collected by the organ donation Twitter sensor.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data collection start date</td>
<td>April 22, 2015</td>
</tr>
<tr>
<td>Data collection end date</td>
<td>May 11, 2016</td>
</tr>
<tr>
<td>Data collection number of days</td>
<td>385</td>
</tr>
<tr>
<td>Number of collected tweets</td>
<td>134,986</td>
</tr>
<tr>
<td>Number of Twitter users</td>
<td>71,947</td>
</tr>
<tr>
<td>Average number of tweets per day</td>
<td>350</td>
</tr>
<tr>
<td>Average number of tweets per user</td>
<td>1.88</td>
</tr>
<tr>
<td>Number of organs mentioned per tweet</td>
<td>1.03</td>
</tr>
<tr>
<td>Number of organs mentioned per user</td>
<td>1.13</td>
</tr>
</tbody>
</table>

**Figure 3.** Association between organ-related tweets and organ donation registrations. (A) Organ donation registrations at the zip code level. (B) Organ donation registrations aggregated at the city level. (C) Organ-related tweets at the city level. (D) Poisson model of donation registration predicted by organ-related tweets after controlling for population size. (E) The profile of organ-related tweet percentile of a city is associated with the organ donation registrations of that city.
Exposure to a Focused Audience

The SNI reached more than 1 million individual users on Facebook (Table 3). Users in social media, including Facebook, can be overrepresented or underrepresented when compared with the actual population. As the targeted audience is increasingly narrowed, such deviation can be intensified. The advertising platform on Facebook provides insights on the targeted audience according to multiple criteria, including gender and socioeconomics (Table 3). For instance, the audience targeted by our SNI had moderately lower household income. However, more women (939,666/1,174,583; 80.00%) were unexpectedly reached than men (234,917/1,174,583; 20.00%).

The educational content associated with the highest clicks per impression (C/I) during the first phase of the intervention is defined as the most appealing content. Such content is subsequently used to optimize the intervention in a second phase. This optimization played a key role in exposing the most appealing content to the targeted audience while promoting higher engagement rates per impression.

Table 3. Population demographics targeted by the social network intervention. Overall, the audience targeted by our SNI had moderately lower household income, and more women were reached than men.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Values (n=1,174,583)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>939,666 (80.00)</td>
</tr>
<tr>
<td>Men</td>
<td>234,917 (20.00)</td>
</tr>
<tr>
<td><strong>Age (women), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>58,729 (5.00)</td>
</tr>
<tr>
<td>25-34</td>
<td>293,646 (25.00)</td>
</tr>
<tr>
<td>35-44</td>
<td>293,646 (25.00)</td>
</tr>
<tr>
<td>45-54</td>
<td>234,917 (20.00)</td>
</tr>
<tr>
<td>55-64</td>
<td>176,187 (15.00)</td>
</tr>
<tr>
<td>&gt;65</td>
<td>58,729 (5.00)</td>
</tr>
<tr>
<td><strong>Age (men), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>25-34</td>
<td>411,104 (35.00)</td>
</tr>
<tr>
<td>35-44</td>
<td>411,104 (35.00)</td>
</tr>
<tr>
<td>45-54</td>
<td>411,104 (35.00)</td>
</tr>
<tr>
<td>55-64</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>&gt;65</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td><strong>Household income (USD), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>30-40</td>
<td>117,458 (10.00)</td>
</tr>
<tr>
<td>40-50</td>
<td>176,187 (15.00)</td>
</tr>
<tr>
<td>50-75</td>
<td>411,104 (35.00)</td>
</tr>
<tr>
<td>75-100</td>
<td>176,187 (15.00)</td>
</tr>
<tr>
<td>100-125</td>
<td>117,458 (10.00)</td>
</tr>
<tr>
<td>125-150</td>
<td>117,458 (10.00)</td>
</tr>
<tr>
<td>150-250</td>
<td>117,458 (10.00)</td>
</tr>
<tr>
<td>250-350</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>350-500</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>&gt;500</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td><strong>Household ownership, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Renter</td>
<td>352,375 (30.00)</td>
</tr>
<tr>
<td>Owner</td>
<td>822,208 (70.00)</td>
</tr>
</tbody>
</table>
Efficacy of Exposure and Engagement

Facebook’s advertisement platform provided the number of impressions, clicks, and page views daily (Table 4; Figure 4). These measurements are highly correlated, and this high correlation structure increased after optimization (Figure 4). To control for differences between resource utilization after the optimization as measured by the number of impressions, the number of clicks (C/I) and page views (V/I) were normalized by the number of impressions (Figure 4). Although C/I and V/I are negatively correlated with before the optimization, both ratios become more positively correlated after the optimization (Figure 4).

The results of the OLS regression indicate that the use of optimization can increase C/I (beta=.0213; P<.004). For instance, 21,000 clicks can be additionally fostered when exposing 1 million individuals (Table 5 and Figure 4). According to the regression, an additional 21 (95% CI 8-35) clicks can be obtained per thousand of impressions after the optimization, with the number of clicks per thousand impressions increasing from 42 (95% CI 35-48) to 63 (95% CI 50-77). One can see a saturation between clicks and impressions. The C/I began to saturate as I increased, but this saturation was lower after the optimization. Before the optimization, as I increased, C/I decreased from 41 (95% CI 40-41) to 21 (95% CI 10-31). This saturation vanished after the optimization, and C/I has not statistically changed as I increased. Conversely, V/I was not significantly changed after the optimization. All data can be made available for future studies upon request.
### Table 4. Social network intervention before and after optimization. The number of impressions, clicks, and page views provided daily by Facebook’s advertisement platform.

<table>
<thead>
<tr>
<th>Date/period</th>
<th>(I^a)</th>
<th>(C^b)</th>
<th>(V^c)</th>
<th>(C/I^d) (%)</th>
<th>(V/I^e) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All intervention</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total period</td>
<td>1,174,583</td>
<td>53,988</td>
<td>19,901</td>
<td>4.60</td>
<td>1.69</td>
</tr>
<tr>
<td><strong>Pre optimization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total period</td>
<td>372,524</td>
<td>10,077</td>
<td>3705</td>
<td>2.71</td>
<td>0.99</td>
</tr>
<tr>
<td>August 4</td>
<td>4639</td>
<td>198</td>
<td>102</td>
<td>4.27</td>
<td>2.20</td>
</tr>
<tr>
<td>August 5</td>
<td>8831</td>
<td>346</td>
<td>200</td>
<td>3.92</td>
<td>2.26</td>
</tr>
<tr>
<td>August 6</td>
<td>11,058</td>
<td>412</td>
<td>204</td>
<td>3.73</td>
<td>1.84</td>
</tr>
<tr>
<td>August 7</td>
<td>14,731</td>
<td>544</td>
<td>290</td>
<td>3.69</td>
<td>1.97</td>
</tr>
<tr>
<td>August 8</td>
<td>24,697</td>
<td>699</td>
<td>272</td>
<td>2.83</td>
<td>1.10</td>
</tr>
<tr>
<td>August 9</td>
<td>28,165</td>
<td>563</td>
<td>237</td>
<td>2.00</td>
<td>0.84</td>
</tr>
<tr>
<td>August 10</td>
<td>31,336</td>
<td>778</td>
<td>242</td>
<td>2.48</td>
<td>0.77</td>
</tr>
<tr>
<td>August 11</td>
<td>23,904</td>
<td>602</td>
<td>172</td>
<td>2.52</td>
<td>0.72</td>
</tr>
<tr>
<td>August 12</td>
<td>21,661</td>
<td>578</td>
<td>172</td>
<td>2.67</td>
<td>0.79</td>
</tr>
<tr>
<td>August 13</td>
<td>17,584</td>
<td>501</td>
<td>167</td>
<td>2.85</td>
<td>0.95</td>
</tr>
<tr>
<td>August 14</td>
<td>16,884</td>
<td>417</td>
<td>124</td>
<td>2.47</td>
<td>0.73</td>
</tr>
<tr>
<td>August 15</td>
<td>22,518</td>
<td>585</td>
<td>198</td>
<td>2.60</td>
<td>0.88</td>
</tr>
<tr>
<td>August 16</td>
<td>20,854</td>
<td>523</td>
<td>188</td>
<td>2.51</td>
<td>0.90</td>
</tr>
<tr>
<td>August 17</td>
<td>19,964</td>
<td>458</td>
<td>168</td>
<td>2.29</td>
<td>0.84</td>
</tr>
<tr>
<td>August 18</td>
<td>18,252</td>
<td>435</td>
<td>161</td>
<td>2.38</td>
<td>0.88</td>
</tr>
<tr>
<td>August 19</td>
<td>15,264</td>
<td>353</td>
<td>126</td>
<td>2.31</td>
<td>0.83</td>
</tr>
<tr>
<td>August 20</td>
<td>16,552</td>
<td>381</td>
<td>168</td>
<td>2.30</td>
<td>1.02</td>
</tr>
<tr>
<td>August 21</td>
<td>17,594</td>
<td>392</td>
<td>148</td>
<td>2.23</td>
<td>0.84</td>
</tr>
<tr>
<td>August 22</td>
<td>15,061</td>
<td>528</td>
<td>138</td>
<td>3.51</td>
<td>0.92</td>
</tr>
<tr>
<td>August 23</td>
<td>22,975</td>
<td>784</td>
<td>228</td>
<td>3.41</td>
<td>0.99</td>
</tr>
<tr>
<td><strong>Post optimization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subtotal</td>
<td>802,059</td>
<td>43,911</td>
<td>16,196</td>
<td>5.47</td>
<td>2.02</td>
</tr>
<tr>
<td>August 24</td>
<td>53,280</td>
<td>2708</td>
<td>825</td>
<td>5.08</td>
<td>1.55</td>
</tr>
<tr>
<td>August 25</td>
<td>54,076</td>
<td>3154</td>
<td>1007</td>
<td>5.83</td>
<td>1.86</td>
</tr>
<tr>
<td>August 26</td>
<td>47,259</td>
<td>2778</td>
<td>819</td>
<td>5.88</td>
<td>1.73</td>
</tr>
<tr>
<td>August 27</td>
<td>55,165</td>
<td>3067</td>
<td>898</td>
<td>5.56</td>
<td>1.63</td>
</tr>
<tr>
<td>August 28</td>
<td>67,832</td>
<td>3882</td>
<td>1485</td>
<td>5.72</td>
<td>2.19</td>
</tr>
<tr>
<td>August 29</td>
<td>72,089</td>
<td>4243</td>
<td>1664</td>
<td>5.89</td>
<td>2.31</td>
</tr>
<tr>
<td>August 30</td>
<td>79,789</td>
<td>4679</td>
<td>1721</td>
<td>5.86</td>
<td>2.16</td>
</tr>
<tr>
<td>August 31</td>
<td>88,074</td>
<td>4967</td>
<td>2041</td>
<td>5.64</td>
<td>2.32</td>
</tr>
<tr>
<td>September 1</td>
<td>96,850</td>
<td>5118</td>
<td>2118</td>
<td>5.28</td>
<td>2.19</td>
</tr>
<tr>
<td>September 2</td>
<td>88,455</td>
<td>4770</td>
<td>1975</td>
<td>5.39</td>
<td>2.23</td>
</tr>
<tr>
<td>September 3</td>
<td>99,190</td>
<td>4545</td>
<td>1643</td>
<td>4.58</td>
<td>1.66</td>
</tr>
</tbody>
</table>

\(a^\): number of impressions.
\(b^C\): clicks.
\(c^V\): page views.
\(d^C/I\): clicks per impression.
\(e^V/I\): page views per impression.
Figure 4. Effectiveness of the social network intervention. (A-B) The daily metrics of the impressions, clicks, page views, as well as their normalized versions, clicks per impression, and page views per impression. (C) The rate of clicks per impression and page views per impression became more positively associated after the optimization. (D-E) The regression analysis implicates the use of optimization plays a key role in positively affecting clicks per impression and page views per impression. For instance, after the optimization, clicks per impression was 0.0213 higher.
Table 5. Results of the ordinary least squares regression of clicks per impression and page views per impression relative to the number of impressions and optimization.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Coefficient</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clicks per impression (C/I)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.0415</td>
<td>0.003</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Optimization (O)</td>
<td>0.0213</td>
<td>0.007</td>
<td>.004</td>
</tr>
<tr>
<td>Impressions (I)</td>
<td>-6.977e-07</td>
<td>&lt;0.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Optimization × Impressions (O*I)</td>
<td>5.938e-07</td>
<td>&lt;0.001</td>
<td>.003</td>
</tr>
<tr>
<td>F statistic (df)</td>
<td>85.29 (3,27)</td>
<td>—</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.905</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Adjusted ( R^2 )</td>
<td>0.894</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Page views per impression (V/I)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.0220</td>
<td>0.002</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Optimization (O)</td>
<td>-0.0081</td>
<td>0.005</td>
<td>.10</td>
</tr>
<tr>
<td>Impressions (I)</td>
<td>-5.827e-07</td>
<td>&lt;0.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Optimization × Impressions (O*I)</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>F statistic (df)</td>
<td>25.45 (3,27)</td>
<td>—</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.739</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Adjusted ( R^2 )</td>
<td>0.710</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*Not applicable.

Discussion

**Principal Findings**

In this study, we proposed a framework for a large-scale community-based intervention using social media: SNI. Our framework demonstrated an affordable and effective application of social media in rapidly exposing and engaging large populations to address the disproportionate lack of awareness regarding organ donation among minorities. In a period of 1 month, our SNI was able to engage 1 million individuals, which is a much larger audience compared with traditional community-based interventions focused on health education through more costly and rigid frameworks. These traditional interventions relied heavily on health professional interactions with communities to disseminate generalized information without taking into account specific community information such as demographics, optimally relatable material, or highly shareable content through established social networks. This directly potentiates an increase in the proportion of target audience donors at a particular location. The broader impact of this form of intervention results in network changes that can bolster an established organ donor community with every additional organ donor, leading to a higher clustering coefficient and a decrease in the average path length for organ transplantation within a particular GSN.

**Limitations**

The major limitation of our current SNI is its inability to measure the actual donor registrations that were obtained as a direct result of the intervention. Our SNI focused on the efficacy of eliciting a simple behavioral action as a proxy for a shift toward positive attitudes regarding organ donation, namely, a click on the organ donor registration site link.

Another limitation is that the data collected in this study are not recent: the organ donation data from our Twitter sensor were collected from April 2015 to May 2016, and the intervention data from Facebook were collected from August 2016 to September 2016. In the study of organ donation, timely access to longitudinal and high-resolution data on organ donation registrations is a major challenge. Additionally, we only had access to yearly state-level organ registration data obtained from learned during the intervention and determined to be an optimization priority. Precisely, 21,000 additional clicks were obtained because of the optimization alone, which shows the efficacy and power of an optimizable data-driven network.
publicly available Donate Life annual reports from 2009 to 2016 [2]. However, we have demonstrated in our results that organ-related tweets are correlated with registration rates at the city level even after controlling for population and additionally validated that the organ-related tweets collected in 2016 increasingly correlate with more recent registration data.

Our results were limited to Hispanics and may not necessarily generalize to other minority populations, such as Asians and American Indians. Future studies will be directed to each specific population with their respective community-driven study designs.

Conclusions

Organ transplantation remains the only life-saving therapy option for patients with end-stage organ failure. However, the lack of organ donors limits the availability of organs for transplant. Although the numbers of organ donors and transplantations in the United States have doubled over the past 20 years, the demand for organs continues to exceed the supply. In 2016, there were over 30,000 solid organ transplantations; however, more than 120,000 people remain on waiting lists for transplants. Associated health care costs related to the management of end-stage disease and associated disabilities outstrip those of transplantations. Therefore, an increase in awareness is needed particularly among minority populations. At the center of our intervention is the recognition that sociocultural dynamics greatly affect what people incorporate into their own beliefs. Prior campaigns that successfully addressed minority-related organ donation disparity relied on grassroots initiatives and interventions that addressed social and psychological influences of an inadequate knowledge base, misinformation, and medical distrust [17]. We built upon this community-oriented design by expanding an individual’s social network to incorporate their social media circles. Sociocultural influences and personal experiences have been found to drive engagement with the issue of organ donation during prior grassroots campaigns targeting the African-American minority demographic [17-19]. Taking this into account, we tailored our intervention content to appeal to the target minority population on an intimate level by utilizing personal accounts and relatable statistics while providing the targeted audience with the tools to propagate their newly acquired information within their social context [17].

In this work, we proposed a framework for SNI that is both tailored and large-scale using social media. First, we identified structural disparities in organ transplantation among minority groups using a network-based analysis. Next, we created a digital sensor to monitor population awareness about organ donation using social media and validated the sensor using donation registration data. Afterward, we created an intervention campaign to target a focused audience with educational contents regarding organ donation. Finally, we optimized our SNI to target the contents that were automatically identified as more tailored to our focused audience. Therefore, we proposed a conceptual framework (Figure 1) that puts all these separate pieces together to enable a more systemic approach to effective health literacy interventions.

It is important to note that the network analysis and community detection may be more appropriate for a system-wide evaluation of the UNOS allocation of organs. Instead of measuring individual components of the system such as the proportion of donors at specific locations, network-based analysis can give us systems-level measures such as the average path length. Increasing proportions of donors at individual, possibly disconnected, locations might not necessarily improve the average path length at the system level.

We have shown that social media can be used as a sensor for organ donation awareness. Such a sensor has the potential to monitor organ donation awareness in real time at large-scale. In addition, social media can serve as a platform for delivering large-scale, community-based interventions to raise awareness while improving public attitudes and concern for a public health issue such as organ donation. For future studies, we aim to design a longer SNI capable of capturing changes in organ donation awareness on Twitter because of interventions on Facebook. Likely, these changes will also be associated with organ donation registrations.
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Abstract

Background: Electronic mental (e-mental) health care for depression aims to overcome barriers to and limitations of face-to-face treatment. Owing to the high and growing demand for mental health care, a large number of such information and communication technology systems have been developed in recent years. Consequently, a diverse system landscape formed.

Objective: This literature review aims to give an overview of this landscape of e-mental health systems for the prevention and treatment of major depressive disorder, focusing on three main research questions: (1) What types of systems exist? (2) How technologically advanced are these systems? (3) How has the system landscape evolved between 2000 and 2017?

Methods: Publications eligible for inclusion described e-mental health software for the prevention or treatment of major depressive disorder. Additionally, the software had to have been evaluated with end users and developed since 2000. After screening, 270 records remained for inclusion. We constructed a taxonomy concerning software systems, their functions, how technologized these were in their realization, and how systems were evaluated, and then, we extracted this information from the included records. We define here as functions any component of the system that delivers either treatment or adherence support to the user. For this coding process, an elaborate classification hierarchy for functions was developed yielding a total of 133 systems with 2163 functions. The systems and their functions were analyzed quantitatively, with a focus on technological realization.

Results: There are various types of systems. However, most are delivered on the World Wide Web (76%), and most implement cognitive behavioral therapy techniques (85%). In terms of content, systems contain twice as many treatment functions as adherence support functions, on average. Furthermore, autonomous systems, those not including human guidance, are equally as technologized and have one-third less functions than guided ones. Therefore, lack of guidance is neither compensated with additional functions nor compensated by technologizing functions to a greater degree. Although several high-tech solutions could be found, the average system falls between a purely informational system and one that allows for data entry but without automatically processing these data. Moreover, no clear increase in the technological capabilities of systems showed in the field, between 2000 and 2017, despite a marked growth in system quantity. Finally, more sophisticated systems were evaluated less often in comparative trials than less sophisticated ones (OR 0.59).

Conclusions: The findings indicate that when developers create systems, there is a greater focus on implementing therapeutic treatment than adherence support. Although the field is very active, as evidenced by the growing number of systems developed per year, the technological possibilities explored are limited. In addition to allowing developers to compare their system with others, we anticipate that this review will help researchers identify opportunities in the field.
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Introduction

Between 2000 and 2017, researchers have reported more than 100 software interventions for depression in the scientific literature. Although all these systems have the same objective, they vary widely in both content and in the way the content is delivered. Taken together, they thus form a diverse landscape. But what does this landscape actually look like? The purpose of this literature review is to map the terrain by exploring the technological state of the art of electronic mental (e-mental) health interventions for depression.

The systems under study here strive to meet a globally growing need for depression care. The illness affects approximately 300 million people worldwide [1]. Its high lifetime prevalence and high disease burden are further exacerbated by additional episodes often following the first. This renders the pervasive provision of treatment and prevention means imperative. However, the World Health Organization estimates that, currently, half of those suffering from depression are receiving inadequate or no treatment [1].

Information and communication technology (ICT) may present a viable solution to the shortage. The rapid dissemination of ICT over the course of the past two decades has led researchers to explore the provision of therapeutic content on these platforms. Unlike face-to-face treatment, such support systems are scalable, easily accessible, cheap, and standardized, and they can reduce the fear of stigmatization, as they can be used in private and at one’s own convenience [2]. In addition to these benefits, numerous meta-analyses attest to the effectiveness of the interventions [3-5].

As a consequence of the high research interest, many systems have been developed to treat or prevent depression. Each system presents a unique solution. In light of this, several recent literature surveys point out that an analysis of the system landscape is in order, as there is little insight into the makeup of systems [2,6,7]. Where systems have been reviewed to date, authors have typically adopted one of two core perspectives. Syntheses with a clinical psychology perspective have addressed the effectiveness of different types of interventions [3,8,9]. Syntheses with a persuasive technology perspective, on the other hand, have addressed the functionality of systems, such as persuasive technology elements [7] or communication modality [10]. This systematic literature review takes the latter perspective. However, rather than studying in depth the implementation or impact of a specific type of function, it compares entire systems on their technological implementation.

In doing so, e-mental health systems for depression are regarded as compositions of functions and assessed in terms of their technological realization. The support systems reported in the literature thus form the population under study. The main goal of this review is then to provide a comprehensive overview of the system landscape and its technological state. In addition, it identifies some of the challenges and opportunities for the field. However, linking the degree to which systems present high-tech solutions with clinical outcomes is outside of the scope of this review. Nevertheless, with the introduced system characterization and technological sophistication metric, a first step toward such studies is taken. From the extensive, domain-specific analysis presented here, we particularly expect researchers setting out to develop or study support systems for depression to benefit. It allows them to compare their system with those already in use and to identify underexplored aspects of these systems. To this end, the following three research questions are addressed:

1. What types of ICT systems for the treatment and prevention of depression have been developed?
2. How technologized are these systems?
3. How has the system landscape evolved between 2000 and 2017?

Methods

Literature Identification and Coding

In this section, we focus on the literature search and filtering as well as coding of data pertaining to the analyses in this study. A detailed account of the construction, the structure, and the information contained in the open-access, relational database that was created for this analysis can be found in the documents [11,12].

Identification

The exhaustive search for potentially relevant literature made use of 3 databases: Scopus, PubMed, and Web of Science. It included English language journal articles, conference papers, and theses published between 2000 and 2017, presenting primary research that was conducted with support systems for the prevention or treatment of major depressive disorder or dysthymia in adults. To ensure that systems were actually created and functional at some point, we only considered the literature that reported the results of a system evaluation with end users. Therefore, systems that only had published study protocols available at the time of the search (early 2017) did not qualify. Lists of search terms comprised words around the following concepts that were central to the research interest: ICT, Health Condition, Purpose, Evaluation (Multimedia Appendix 1). They were expanded with controlled vocabulary terms, where applicable. Systems met exclusion criteria if they were (1) employing technology for mediated communication, (2) targeting children, postpartum or pregnant women, caregivers of depressed patients, or patients with comorbid psychotic conditions, (3) only aiming to reduce stigma, (4) serving only as diagnostic tools or decision aids, (5) addressing only antidepressant treatment, and (6) having an otherwise too narrow scope, for example, a system developed for a single patient with a specific combination of comorbid conditions.

The 3 queried databases returned a total of 5359 documents. Forward and backward reference searches on previous literature reviews and meta-analyses yielded an additional 20 records. After the removal of duplicates, 4256 records remained for
screening. A lenient inclusion protocol at the title and abstract stages allowed for the inclusion of as many articles as possible concerning a system. Therefore, the exclusion of articles describing study protocols and secondary analyses only occurred at the full paper screening, but they were kept as additional references for clarification purposes. The first author, with a cognitive science background, screened all records at the title, abstract, and full-text stages (see PRISMA [13] diagram in Figure 1). A second, independent coder, with a computer science background, double coded a random selection at each stage. Inter-coder agreement ranged from 80% to 84%, with moderate-to-substantial inter-coder reliability (Cohen kappa between 0.50 and 0.69). Multimedia Appendix 2 includes a complete list of all 270 articles included in the final synthesis.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) diagram of the screening process, as completed by the first author. ICT: information and communication technology.

Coding
To provide an overview of the aspects of software systems for depression considered here, a simplified taxonomy is presented in Multimedia Appendix 3. The extraction of information resulted in 45 coded attributes. These were either low-inference attributes, that is, the information could be directly copied from the paper, or high-inference attributes, that is, the coder needed to make inferences to arrive at the information. Second coders were neither used to refine the coding procedure nor to obtain a more reliable dataset. However, second coders did double code samples of the high-inference attributes to assess the reliability of the first coder, and the inter-coder reliability measures reported here are to be regarded as an indication thereof. All analyses are based on the coding of the first author only.

A key task in the coding process was the division of systems into elementary functional parts, that is, functions. Herein, the focus was limited to functions pertaining to the higher-level layers of software architecture. For example, in the layered software architecture described in the Microsoft Application Architecture Guide [14], the functions would be located in the presentation and application layers. Cross-cutting concerns, such as security, were not considered. Additional criteria by which to evaluate software quality, for example maintainability, integration with other software, or software reliability, are also beyond the scope of this work. The construction of a
classification hierarchy (Figure 2) preceded the coding process. At the fourth and highest level, two types of functions are possible: intervention functions, which aim to reduce depressive symptomatology in users, and support functions, which aim to increase adherence of the user to the intervention. An example of an intervention function would be the positive psychology exercise to count one’s blessings every night, whereas an example of a support function would be to send text message reminders to encourage the user to engage with the system. At the third level, support functions further split into helping the user in (1) planning the intervention, (2) executing the intervention, (3) self-monitoring, or (4) connecting with other supportive people. A total of 2 more refined classification levels follow. At the lowest level, 41 classifications make up the support functions (Multimedia Appendix 4) and 145 classifications make up the intervention functions (Multimedia Appendix 5). Inspiration for the lowest-level support functions came largely from persuasive technology design frameworks [15-18], whereas therapy manuals (eg, [19]) inspired the lowest-level intervention functions. These are often linked to therapeutic intervention frameworks, for example, Activity Planning is a technique of Behavioral Therapy. The intervention frameworks finally cluster into 8 therapies (Multimedia Appendix 5).

A second coder with a background in clinical psychology double coded two parts of the function identification task. The first part required spotting functions in the system description. Taking the functions that were found by the first coder as ground truth, interrater reliability was moderate on this part ($\phi=0.54$, with a specificity of $d^2=2.31$). The second part required labeling snippets of text that the first coder had identified as functions. For this part, interrater reliability on the 4 different function classification levels (Figure 2) was good on average ($\kappa=0.63$), ranging from moderate ($\kappa=0.55$) to good ($\kappa=0.72$).

Another key coding task concerned rating the degree to which each function was technologized. A set of scales, the e-mental Health Degree of Technological Sophistication (eHDTS) rating scales (Multimedia Appendix 6), were developed specifically for this task. They include one scale for intervention functions and four separate scales for each of the four types of support functions. Conceptually, the scales range from offline to responsive on content (Table 1). Although the emphasis in the interpretation of the eHDTS scales throughout this work is placed on the interactivity aspect, the actual scales are broader, also covering aspects such as responsiveness, personalization, data analysis, and data presentation. From here on, when directly describing the technological realization of systems or functions as measured by the scale, we refer to it as technological sophistication. In coding, a conservative approach ensured that the lower degree was assigned in case of doubt. Reliability levels were acceptable, with a mean correlation of 0.66 between coders. Furthermore, concurrent validity of the scales was supported by on-average moderate correlations ($\kappa=0.53$) between ratings on these scales and ratings on an unlabeled ordinal scale, that is, leaving it open to coders to decide what the different levels of technological sophistication entail.

Finally, one coder was provided with a list of function descriptions from all function types, without the function type label, and asked to assign a rating of technological sophistication to these on an unlabeled ordinal scale from 0 to 5 (uninformed). After two weeks, he was again invited to code the same functions with the appropriate scale for each function and each scale level defined (informed). The correlation between the uninformed and the informed rating ($r=0.47$) provided some indication that, although each function type had its own eHDTS scale, the five scales were sufficiently similar to allow for aggregation and cautious comparisons on a system level.

Three low-inference attributes coded were the system version, the system build year, and the evaluation quality. A version was defined as a modification of the system offering different functionality. For example, Lemma et al created a version with human support and a version without it [21], whereas Currie et al offer different versions to support female or male patients by providing extra content for women [22]. However, a system with an adaptive user interface based on gender was not regarded as two versions; it was regarded as one with a tailoring function. The system build year denotes the year in which systems were finalized, that is, the earliest year of operation mentioned in the earliest publication on the earliest version (versions and systems are simply referred to as systems or software for legibility from here on). Most analyses to follow were conducted on the body of versions rather than systems. It is made explicit when this is not the case). Finally, the evaluation quality received a binomal coding of high and low. A high quality meant that the system was evaluated in a comparative trial, whereas a low quality meant that it was evaluated in a single-group trial. Comparative trials encompassed randomized controlled trials, randomized comparative trials, and nonrandomized comparative trials.
Figure 2. The top three levels of the function classification tree as well as the percent agreement and Cohen’s kappa for the function classification task at each of the levels. Level 0 of the tree is specified in Multimedia Appendix 2 (support functions) and Multimedia Appendix 3 (intervention functions). CBT: cognitive behavioral therapy.
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Characterization

We conducted quantitative analyses with R version 3.5. All data and the full analysis script are permanently stored for public access on a national database for research data with the 4TU Center for Research Data in the Netherlands [23]. Where distributions deviated markedly from normality, nonparametric tests were used. Furthermore, we report 2 estimated $R^2$ effect size measures where $R^2$ cannot be calculated exactly. For logistic regression models, Nagelkerke pseudo $R^2$ [24] was chosen, whereas, for multilevel models, the Level1 $R^2$, as proposed by Snijders and Bosker [25], was computed. When used, these are indicated as Nagelkerke $R^2$ and Level1 $R^2$, respectively.

Statistical Analysis

We conducted quantitative analyses with R version 3.5. All data and the full analysis script are permanently stored for public access on a national database for research data with the 4TU Center for Research Data in the Netherlands [23]. Where distributions deviated markedly from normality, nonparametric tests were used. Furthermore, we report 2 estimated $R^2$ effect size measures where $R^2$ cannot be calculated exactly. For logistic regression models, Nagelkerke pseudo $R^2$ [24] was chosen, whereas, for multilevel models, the Level1 $R^2$, as proposed by Snijders and Bosker [25], was computed. When used, these are indicated as Nagelkerke $R^2$ and Level1 $R^2$, respectively.

Technological Sophistication

Technological sophistication was compared among the different types of functions, different types of systems, and different evaluation qualities. A correlation assessed the relationship between system size and technological sophistication, and linear regression models gave insight into the link between technological sophistication on the one hand and evaluation quality, guidance, or system purpose on the other. To contrast support and intervention functions, a multilevel linear model was fit using the function type as a fixed effect and allowing for random intercepts per system. Similarly, a 1-way analysis of variance checked for differences in technological sophistication among the four different support types.

Developments Over Time

Changes over time could take place both across and within systems. A total of two linear regression models examined development in size and technological sophistication across systems. Moreover, three multilevel linear models allowed studying development within systems. They determined whether size, technological sophistication, and evaluation quality changed across versions. Random intercepts modeled the nested relationship of versions within systems.

Results

Characterization

In total, 133 systems with 259 versions were identified. Coding these systems on their key attributes led to the characterization presented in Table 2.

Versions

Systems had 2 versions on average, but more than two-thirds (69.2%, 92/133) only had 1 version. Thus, most systems seem to have been developed for a single research project. Only 10 systems had 5 or more versions, for example, The Sadness Program with 13 versions, MoodGYM with 15 versions, and the Well-being Course with 18 versions.

Table 1. The degrees of the e-mental health degree of technological sophistication rating scale, abstracted over the 5 different instantiations of this scale. A diary function serves as a hypothetical example. It should be noted that this is an abstract summary of the levels across several scales. It therefore does not capture the entire technological breadth of the different scales.

<table>
<thead>
<tr>
<th>Degree</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>0: Offline</td>
<td>The function is not provided through the system at all or is fully carried out by a human.</td>
<td>Diary sent by postal mail</td>
</tr>
<tr>
<td>1: Informational</td>
<td>The function is provided in an informational manner.</td>
<td>Diary can be downloaded as PDF</td>
</tr>
<tr>
<td>2: Data entry</td>
<td>The function is provided in an interactive manner but without processing of input from the user.</td>
<td>Diary can be filled on the Web and saved</td>
</tr>
<tr>
<td>3: Form response</td>
<td>The function is provided in an interactive manner with processing of meta-information</td>
<td>Web-based diary that responds to the duration of typing</td>
</tr>
<tr>
<td>4: Content response</td>
<td>The function is provided in an interactive manner with processing of the content of user input.</td>
<td>Web-based diary that responds to the sentiment of text, which the user has written, for example, “It appears that this was a very negative experience for you.”</td>
</tr>
</tbody>
</table>
Table 2. The distributions over technology-related key attributes of depression support system versions.

<table>
<thead>
<tr>
<th>Technology (N=259), n (%)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of versions$^a$ (N=133), mean (SD)</td>
<td>2.0 (2.5)</td>
</tr>
<tr>
<td>Offline</td>
<td>69 (26.6)</td>
</tr>
<tr>
<td>World Wide Web</td>
<td>196 (75.7)</td>
</tr>
<tr>
<td>Email</td>
<td>112 (43.2)</td>
</tr>
<tr>
<td>Telephone</td>
<td>53 (20.5)</td>
</tr>
<tr>
<td>Computer</td>
<td>28 (10.8)</td>
</tr>
<tr>
<td>Text message</td>
<td>17 (6.6)</td>
</tr>
<tr>
<td>Mobile</td>
<td>16 (6.2)</td>
</tr>
<tr>
<td>App</td>
<td>14 (5.4)</td>
</tr>
<tr>
<td>Sensors</td>
<td>7 (2.7)</td>
</tr>
<tr>
<td>Social media</td>
<td>6 (2.3)</td>
</tr>
<tr>
<td>Virtual agent</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>Interactive voice response</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>CD/DVD</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>Virtual reality</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Undefined</td>
<td>4 (1.5)</td>
</tr>
<tr>
<td>Support type (N=259), n (%)</td>
<td>Value</td>
</tr>
<tr>
<td>Autonomous</td>
<td>123 (47.5)</td>
</tr>
<tr>
<td>Therapist</td>
<td>63 (24.3)</td>
</tr>
<tr>
<td>Professional</td>
<td>32 (12.4)</td>
</tr>
<tr>
<td>Adjunct</td>
<td>24 (9.3)</td>
</tr>
<tr>
<td>Admin</td>
<td>14 (5.4)</td>
</tr>
<tr>
<td>Lay person</td>
<td>3 (1.2)</td>
</tr>
<tr>
<td>Number of function (N=259), mean (SD)</td>
<td>8.4 (4.5)</td>
</tr>
<tr>
<td>Function type (N=259), n (%)</td>
<td>Value</td>
</tr>
<tr>
<td>Intervention</td>
<td>246 (95.0)</td>
</tr>
<tr>
<td>Execution</td>
<td>214 (82.6)</td>
</tr>
<tr>
<td>Social</td>
<td>175 (67.6)</td>
</tr>
<tr>
<td>Monitoring</td>
<td>103 (39.8)</td>
</tr>
<tr>
<td>Planning</td>
<td>22 (8.5)</td>
</tr>
<tr>
<td>Sophistication (N=259), mean (SD)</td>
<td>Value</td>
</tr>
<tr>
<td>Intervention</td>
<td>1.6 (0.6)</td>
</tr>
<tr>
<td>Execution</td>
<td>1.5 (0.8)</td>
</tr>
<tr>
<td>Social</td>
<td>1.7 (0.9)</td>
</tr>
<tr>
<td>Monitoring</td>
<td>1.5 (0.9)</td>
</tr>
<tr>
<td>Planning</td>
<td>2.1 (1.1)</td>
</tr>
</tbody>
</table>

$^a$Conducted on systems instead of versions.

**Information and Communication Technology Platforms**

The World Wide Web was the most frequently employed platform, with 75.7% (196/259) of the systems providing functionality on the Web and 6.2% (16/259) of the systems providing responsive website content that could also be displayed appropriately on mobile phones. Emails were sent or received in 43.2% (112/259) of systems. Following email,
telephone (20.5%, 53/259) and text messages (6.6%, 17/259) were frequently used to reach out to users. Only 1.9% (5/259) of the systems made use of storage media, such as CD and DVD and just as few exhibited technologies such as virtual agents (1.9%, 5/259), virtual reality (0.8%, 2/259), or connected to social media services (2.3%, 6/259).

Guidance
E-health software can include various types of human guidance or be entirely autonomous. Approximately half of all systems classified as the latter (47.5%, 123/259). In the remaining systems, guidance was mostly provided by the health care professionals. These were therapists in 24.3% (63/259) of cases and practitioners of related professions, such as coaches, nurses, social workers, or clinical psychology students in 12.4% (32/259) of cases. Less than 10% (24/259) of guided systems were offered as adjunct systems, that is, systems that support face-to-face therapy. A total of 5.4% (14/259) of systems were supported by technicians and other administrators, and only 1.2% (3/259) of systems asked for support by a layperson, typically a peer, friend, or family member of the user.

Size and Functionality
In terms of size, the average system offered 8 functions (Md=8), with a range from 1 to 21. Furthermore, systems had, on average, 6 modules (Md=6) and an intended usage duration of slightly less than 9 weeks (Md=8). Although nearly all software contained some intervention functions (95.0%, 246/259) and some support functions (91.5%, 237/259), the four support function types were not equally represented. A total of 82.6% (214/259) of systems included execution support, such as reminders via text message. Social support functionality was provided by 67.6% (175/259) of systems. This was either direct, whereby the user communicated with a human, or indirect, whereby the user could, for example, see that other people had performed the program before them. The least represented support function type (8.5%, 22/259) was planning support. A typical example of a planning support function was setting up a treatment schedule at the outset of the intervention. Within systems, intervention functions were dominant: systems contained, on average, twice as many intervention functions as support functions (V=15,079, P<.001, r=0.09). In addition, unguided and guided systems differed in their composition, with the former only having 63% of the number of functions of the latter (F1,233=51.34, P<.001, R²=0.18). This effect showed for both intervention (U=3467, P<.001, r=0.41) and support (U=3839.5, P<.001, r=0.28) functions.

Therapeutic Aspects
Although the literature search and filtering focused on systems aiming to reduce depressive symptoms, only 69.9% (181/259) of the identified software targeted depression exclusively. A total of 9.3% (24/259) of these specifically targeted users with a comorbid physical illness (eg, cancer, multiple sclerosis, and diabetes). A few systems supported comorbidities in general (nonspecific, 2.7%, 7/259). Of all systems, 16.6% (43/259) also considered anxiety. However, other mental comorbidities were excluded from the reviewed literature, as they typically formed the primary treatment objective (eg, in systems targeting psychotic conditions and depression simultaneously).

The most prominently represented intervention functions, present in 78.9% (194/259) of systems, were unrelated to specific therapies, that is, they could be categorized with many or all different therapies, such as learning to recognize one’s own symptoms or preventing relapses. A large percentage of software made use of behavioral (62.6%, 154/259), cognitive (58.9%, 145/259), and cognitive behavioral (50.4%, 124/259) techniques. Taken together, techniques related to cognitive behavioral therapy (CBT) were present in 84.9% (209/259) systems. Techniques from psychodynamic approaches were rare (2.0%, 5/259), as were life reviewing or hypnosis techniques (together present in 2.8%, 7/259, denoted by others in Table 3). A total of 69.5% (180/259) of systems had the purpose of treating depression and 29.3% (76/259) of systems had the purpose of preventing it. Only 1.2% (3/259) of the systems aimed to support patients in maintaining a depression-free state. The system purpose was related to the therapeutic approach (χ²=3839.5, P<.001, r=0.28) functions.

Similarly, guided systems (χ²=10.0, P=.002, Nagelkerke R²=0.05) were more often used in treatment systems (n_guided=105, n_unguided=75), whereas unguided ones were used more in prevention (n_guided=28, n_unguided=48).
Table 3. The distributions over therapy-related key attributes of depression support system versions.

<table>
<thead>
<tr>
<th>Therapy</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Comorbidity (N=259), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>181 (69.9)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>43 (16.6)</td>
</tr>
<tr>
<td>Physical</td>
<td>24 (9.3)</td>
</tr>
<tr>
<td>Nonspecific</td>
<td>7 (2.7)</td>
</tr>
<tr>
<td>Addiction&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>Insomnia&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td><strong>Purpose (N=259), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Treat</td>
<td>180 (69.5)</td>
</tr>
<tr>
<td>Prevent</td>
<td>76 (29.3)</td>
</tr>
<tr>
<td>After-care</td>
<td>3 (1.2)</td>
</tr>
<tr>
<td><strong>Duration (weeks; N=210), mean (SD)</strong></td>
<td>8.7 (9.1)</td>
</tr>
<tr>
<td><strong>Number of modules (N=218), mean (SD)</strong></td>
<td>5.9 (3.5)</td>
</tr>
<tr>
<td><strong>Therapy class (N=259), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Independent</td>
<td>194 (78.9)</td>
</tr>
<tr>
<td>Behavioral</td>
<td>154 (62.6)</td>
</tr>
<tr>
<td>Cognitive</td>
<td>145 (58.9)</td>
</tr>
<tr>
<td>Cognitive behavioral therapy</td>
<td>124 (50.4)</td>
</tr>
<tr>
<td>Interpersonal</td>
<td>43 (17.5)</td>
</tr>
<tr>
<td>Positive psychology</td>
<td>43 (17.5)</td>
</tr>
<tr>
<td>Psychodynamic</td>
<td>7 (2.0)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (2.8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Addiction is separated from physical illness, as it can be regarded as both a physical and a mental illness.

<sup>b</sup>Insomnia is separated from physical illness, as insomnia is also a symptom of depression.

Figure 3. The number of versions with the purpose of preventing or treating depression per therapy. A detailed list of the therapy subtypes for each of the therapy categories listed here can be found in Multimedia Appendix 5. BEH: behavioral therapy, CBT: cognitive behavioral therapy, COG: cognitive therapy, INDEP: independent of specific therapeutic theory, IP: interpersonal therapy, OTH: other, PD: psychodynamic therapy, PP: positive psychology.
Evaluation

Systems were often evaluated only once with end users (86.9%, 225/259) and, for the largest part, in comparative trials (77.2%, 200/259). In controlled trials, attention control (41.7%, 73/175) and waitlist (39.4%, 69/175) were similarly common, whereas treatment as usual (28.6%, 50/175) was less frequent (Table 4). In total, 72.2% (187/259) of systems were evaluated in controlled trials. Multimedia Appendix 7 comprises two tables ranking systems according to the number of evaluations and the total number of participants who participated in these studies.

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of studies, mean (SD)</td>
<td>1.2 (0.9)</td>
</tr>
<tr>
<td>Quality (N=259), n (%)</td>
<td></td>
</tr>
<tr>
<td>Comparative</td>
<td>200 (77.2)</td>
</tr>
<tr>
<td>Noncomparative</td>
<td>74 (28.6)</td>
</tr>
<tr>
<td>Control group types (N=259), n (%)</td>
<td></td>
</tr>
<tr>
<td>Attention controlled</td>
<td>73 (41.7)</td>
</tr>
<tr>
<td>Waitlist</td>
<td>69 (39.4)</td>
</tr>
<tr>
<td>TAUa</td>
<td>50 (28.6)</td>
</tr>
<tr>
<td>Measures (N=259), n (%)</td>
<td></td>
</tr>
<tr>
<td>PHQb</td>
<td>90 (34.7)</td>
</tr>
<tr>
<td>BDF</td>
<td>74 (28.6)</td>
</tr>
<tr>
<td>CES-Dd</td>
<td>65 (22.0)</td>
</tr>
<tr>
<td>Other depression measure</td>
<td>57 (25.1)</td>
</tr>
<tr>
<td>Nondepression measure</td>
<td>31 (12.0)</td>
</tr>
</tbody>
</table>

aTAU: treatment as usual.
bPHQ: Patient Health Questionnaire.
cBDI: Beck Depression Inventory.
dCES-D: Center for Epidemiological Studies Depression.

Table 4. The distributions over evaluation-related key attributes of depression support system versions.

Description of a Fictional, Prototypical System

For illustration purposes, we outline here a fictional, prototypical depression treatment system by combining insights from the qualitative reading of the articles and the quantitative analyses. This is intended to serve as a narrative description of the taxonomy provided in Multimedia Appendix 5. However, it must be noted that this is a simplification and much variation exists among the systems. A prototypical system takes a CBT approach and might comprise 6 modules, one of which is released every week. The modules can be accessed on a website. The participant is made aware of the presence of a new module via email; thus, the participant is reminded to adhere to the treatment. Modules might cover topics such as activity scheduling, learning to detect automatic thoughts, cognitive restructuring, problem solving, psychoeducation concerning depression and the therapeutic approach, and relapse prevention. Each module comes with exercises that are submitted to be checked by a therapist or similar, who again provides feedback via email. The website might include a small calendar application for the purposes of activity scheduling and a diary application for the purposes of thought recording. In these applications, the user can enter and save information. Once a week, the participant is asked to complete a depression scale, and the therapist is notified if suicidal ideation is detected. The remaining questions are averaged and presented to the user as a mood graph on the landing page. This sketched system would have an average eHDTS score of around 2. For each of the eHDTS levels, a similar, fictional description of possible functions scoring at this level can be found in Multimedia Appendix 8. This is intended to provide a more concise and tangible description than Multimedia Appendix 6 can and to further concretize the taxonomy presented in Multimedia Appendix 3.

Technological Sophistication

Systems

The average system comprised, to a large extent, functions providing information to the user without collecting and interpreting information from the user. This is further detailed in Figure 4. Almost all interventions had the majority of their
functions delivered through technology, that is, hardly any system scored below 1 on technological sophistication. However, only 21.1% (28/133) of systems had a sophistication level above 2, indicating that they were responsive to activities and information coming from the user. These systems comprised, for the most part, interventions inspired by CBT or closely related therapies. In fact, CBT systems lead the list of the most technologically advanced systems, even when adjusting for the number of functions (Table 5). The top two systems in both rankings are Help4Mood [29] and Deprexis [30]. The latter is a commercial system aiming to mimic the structure of face-to-face CBT therapy, whereas the former is a self-monitoring system that includes a virtual conversational agent. Both presented high-tech solutions according to the eHDTS scale, as they adapted the intervention to the users’ indicated interests and needs (Deprexis) or to the self-monitoring data from users (Help4Mood). To allow researchers to compare their own system, Multimedia Appendix 9 provides the eHDTS score per cumulative percentage decile of systems for both the weighted and unweighted system means. That is, when knowing the average weighted or unweighted eHDTS score of their system, researchers can use the table to determine which decile of systems their system scores at, below, or above.

Technological sophistication was not linked to the number of functions ($r^2 = 0.01$, $P = .83$), the system purpose ($\chi^2 = 0.2$, $P = .69$), or guidance ($\chi^2 = 3.0$, $P = .08$). However, it did relate to the evaluation quality ($\chi^2 = 6.1$, $P = .01$, Nagelkerke $R^2 = 0.03$). More technologically sophisticated systems were less likely (OR 0.59) to have been evaluated in comparative trials than less technologically sophisticated systems. Furthermore, when regarding specifically randomized controlled trials (RCTs), we found that 80.8% (139/172) of RCTs evaluate systems that score below data entry level on average, with the respective percentage of RCTs per eHDTS interval being the following: [0,1)—4%; [1,2)—77%; [2,3)—16%; and [3,4)—3%.

Figure 4. Cumulative density plot of all systems over the e-mental Health Degree of Technological Sophistication (eHDTS) scale. This analysis was conducted on the unweighted average of technological sophistication of the systems. Labeled dots show the highest scoring system within a specific therapy, as indicated by the label. BEH: behavioral therapy, CBT: cognitive behavioral therapy; COG: cognitive therapy; eHDTS: e-mental Health Degree of Technological Sophistication; INDEP: independent of specific therapeutic theory; IP: interpersonal therapy; Oth: other; PD: psychodynamic therapy; PP: positive psychology.
Table 5. Ranking of the 10 systems with the highest degree of technological sophistication in the database, first based on average e-mental Health Degree of Technological Sophistication (eHDTS) score (M) and then based on a weighted eHDTS score (\(M_w\)), trading off eHDTS against the number of functions in a system. The analyses were conducted on the basis of systems rather than versions. We advise some caution in taking this table at face value, as it is based on the aggregated eHDTS scores with some of the scales only having moderate interrater agreement.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Weighted System</th>
<th>Unweighted System</th>
<th>(n_f)</th>
<th>(M)</th>
<th>(M_w )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Help4Mood [29]</td>
<td>CBT</td>
<td>13.5</td>
<td>3.70</td>
<td>2.31</td>
</tr>
<tr>
<td>2</td>
<td>Deprexis [30]</td>
<td>CBT</td>
<td>14.3</td>
<td>3.47</td>
<td>2.31</td>
</tr>
<tr>
<td>3</td>
<td>MOSS App [31]</td>
<td>CBT</td>
<td>9</td>
<td>3.44</td>
<td>1.95</td>
</tr>
<tr>
<td>4</td>
<td>Ahmedani [33]</td>
<td>MI(^f), CBT</td>
<td>4</td>
<td>3.25</td>
<td>1.81</td>
</tr>
<tr>
<td>5</td>
<td>DCAT ATA [35]</td>
<td>SM(^h)</td>
<td>5</td>
<td>3.00</td>
<td>1.80</td>
</tr>
<tr>
<td>6</td>
<td>Shamekhi [36]</td>
<td>MFN(^i)</td>
<td>13</td>
<td>3.00</td>
<td>1.77</td>
</tr>
<tr>
<td>7</td>
<td>Panopoly [38]</td>
<td>CBT</td>
<td>7</td>
<td>2.86</td>
<td>1.67</td>
</tr>
<tr>
<td>8</td>
<td>MyPAA [40]</td>
<td>PhA(^k)</td>
<td>7</td>
<td>2.86</td>
<td>1.54</td>
</tr>
<tr>
<td>9</td>
<td>EVO [42]</td>
<td>CCT(^l)</td>
<td>5</td>
<td>2.80</td>
<td>1.52</td>
</tr>
<tr>
<td>10</td>
<td>Daybuilder [44]</td>
<td>SM</td>
<td>6.5</td>
<td>2.77</td>
<td>1.38</td>
</tr>
</tbody>
</table>

\(a\): number of functions. 
\(b\): unweighted average. 
\(c\): weighted average. 
\(d\): To obtain the weighted average (\(M_w\)), the unweighted average (\(M\)) is weighted with the feature scaled number of functions (\(n_f\)): \(M_w = M(n_f – min(n_f))/(max(n_f) - min(n_f))\), with min(n_f)=1 and max(n_f)=21. 

\(e\): CBT: cognitive behavioral therapy. 
\(f\): MI: motivational interviewing. 
\(g\): BA: behavioral activation. 
\(h\): SM: symptom monitoring. 
\(i\): MFN: mindfulness. 
\(j\): ACT: acceptance and commitment therapy. 
\(k\): PhA: physical activity. 
\(l\): CCT: cognitive control training.

Functions

Support functions (mean 1.73, SD 1.06) scored higher in technological sophistication than intervention functions (mean 1.43, SD 0.88), although this effect was small (\(F_{1,1903}=38.11, P<.001,\) Level1 \(R^2=0.03\)). An equally small effect was observed while comparing the 4 types of support functions on their technological sophistication (\(F_{3,619}=8.46, P<.001,\) Level1 \(R^2=0.04\)). Monitoring support functions had the highest average degree of technological sophistication (Table 2). This indicates that monitoring functions were mostly technologically sophisticated to the extent that they reported data back to the user, but they neither interpreted data nor used the data to adapt the intervention. Social support and intervention functions ranked the lowest in terms of technological sophistication (Table 2). In social support, the score translates to technology being typically either used to simply provide contact information to the user or to serve as a communication medium between human support and user. Intervention functions often took an informational form, possibly with a limited amount of interactivity, for example, clicking through pages or filling in a Web-based diary.

The most frequently implemented support functions were execution support pertaining to the management of user progress and risk, triggers, indirect social support, professional direct social support, and symptom monitoring (Figure 5). However, only management execution support and indirect social support were present at least once in systems of all different therapies. A barely implemented function type was planning support. Shifting the focus to intervention functions, most stem from CBT or related therapies or are independent of a specific therapeutic framework. CBT systems clearly dominate the field, with most of the different function types being implemented in numerous such systems (Figure 5). Yet, the average technological sophistication of functions (Figure 6) was not related to how frequently they were implemented (\(r_{154}=0.12, P=.12\)). Thus, functions that are often implemented are neither more nor less technologically sophisticated, on average, than functions that are rarely implemented. However, the more often a function was implemented, the more often at least 1 of these implementations was responsive to interaction activity of the
user, for example, time spent on platform, or even to the content of information provided by the user \( (r_{IS} = 0.43, P < .001) \). For interested readers, Multimedia Appendix 10 finally also demonstrates that nearly all of the different functions were implemented in a highly sophisticated manner in at least one system.

**Figure 5.** Heatmap of the frequency with which a specific type of function was implemented in a therapy across all systems of that therapy. BEH: behavioral therapy, CBT: cognitive behavioral therapy, COG: cognitive therapy, INDEP: independent of specific therapeutic theory, IP: interpersonal therapy, OTH: other, PD: psychodynamic therapy, PP: positive psychology.
Developments Over Time

In the past 2 decades, the field of e-mental health for depression has seen marked growth, with 5 times as many systems developed in 2014 as in 2000 (Figure 7). As several years typically lie between development and the publication of study outcomes, less emphasis may be given to numbers after 2014. The figure also demonstrates that systems were being reused and extended to a substantial degree only from approximately 2009 onward. This is further supported, when examining systems with at least five versions more closely (Figure 8). Only MoodGYM had evolved multiple versions before 2009. Different versions developed within the same year are an indication that they were created for the same study, often differing in only 1 function as an experimental manipulation. Despite growth in the field in general, systems seemed to neither get larger ($F_{1,257}=0.25, P=.62$) nor more sophisticated ($F_{1,257}=1.88, P=.17$) with time. Within systems, growth was observed across versions, with each new version of a system having half of a function more than the previous one ($b=0.50, F_{1,125}=11.60, P<.001, \text{Level1} R^2=0.06$). However, technological sophistication seemed to remain the same ($F_{1,125}=1.96, P=.16$). Finally, the evaluation quality showed no relationship with the version number ($F_{1,136}=0.07, P=.79$). Later versions therefore appeared to be no more or less frequently evaluated in comparative trials than earlier ones.
Figure 7. The number of systems and versions developed per year between 2000 and 2016.
Figure 8. The number of versions developed per year between 2000 and 2016 for the ten systems having five or more versions.

Discussion

Principal Findings

Some limitations should be kept in mind when considering implications of the results. The first pertains to the coding of technological sophistication. Namely, the one-dimensional nature of the eHDTs scales can limit them in covering the full extent of the degree to which they reflect how technologized a function is. In monitoring support functions, for example, the scale captures how the system deals with the collected information but not how the data are obtained in the first place. Thus, whether monitoring data are collected via self-report or sensing does not influence the level of technological sophistication. However, as sensors and data analysis methods are becoming increasingly reliable, sensing will likely begin to play a crucial role in more automated, that is, more technologically advanced, systems [45]. In addition to
monitoring, this is particularly to be expected in diagnosis and assessment systems [46,47], which we have excluded in this review. Thus, in the future and especially when wishing to also study such systems, the manner in which data are collected should receive more attention in the monitoring scale. An additional point to consider when interpreting the results is the moderate reliability of some high-inference attributes. Although this is a limitation that might influence more detailed findings, such as the exact ranking of the systems according to their eHDTS score, we do not expect it to substantially affect the larger patterns found. However, by double coding samples, we have insight into the reliability of the estimates. In selecting a sample size for double coding, we have aimed for a 10% margin of error for the reliability estimates, as suggested in [48] (see [11] for 95% CI information for each estimate). Two final limitations concern the scope of the reviewed systems, as well as the scope of the reviewed functions. Systems developed for children and adolescents, women with depression during or following pregnancy, and those with comorbid psychiatric conditions, as well as systems developed before 2000, were excluded. In addition, we did not consider commercial systems that are not reported in the scientific literature. How well our findings generalize to these types of systems is therefore open to further investigation. As far as the scope of the reviewed functions is concerned, functions pertaining to data security or the integration of the system with existing health software were not covered. Such aspects of the interventions were typically not found to be reported in the publications. As data security is becoming an important concern of software development and usage, we see a need for more consistent system reporting guidelines and an opportunity for reviews of future systems to subsequently investigate such functionality. In spite of these limitations, the outcomes of the analyses highlight some of the challenges and opportunities for the field of e-mental health for depression.

First, no clear progress in terms of system sophistication was observed between 2000 and 2017, within or across systems. A possible challenge for progress might lie in the short-term approach to system development in the field. In a long-term approach, multiple versions with substantial changes in functionality could be expected. Early versions would be tried in pilot studies, improved, and only eventually tested in an RCT. However, this is not what we found. Despite often proving effective in RCTs, two-thirds of the systems are not evolved and retested (eg, [49-51]). In addition, in systems that do have multiple versions, systems are often extended only by a function for hypothesis testing among versions, and versions do not differ in technological sophistication. Finally, there was also no association between the evaluation level and the version number for systems that had more than 1 version.

Another challenge for the field is posed by the spread in technological sophistication. Our analyses confirmed what has been hinted at in previous reviews and meta-analyses [2,6,7]: systems developed within a research context vary in their implementation and in their technological sophistication. By and large, they are not very technologically advanced, and those systems that are mostly informational in nature account for 81% of what is evaluated in RCTs. Only approximately one-fifth of the systems have a substantial amount of functions that are responsive to input from the user. These differences in technological realization have, thus far, been neglected in literature syntheses taking a clinical psychology perspective. For example, two effects identified in such syntheses are that both adherence and effect size appear to increase with higher levels of human guidance (no guidance vs administrative guidance vs therapist guidance) [3]. Although this has been hypothesized to be linked to missing therapeutic alliance or accountability, our results indicate another possibility. We found the lack of guidance to be neither compensated with more content or technological support nor with a more responsive and, thus potentially more engaging, system. It is therefore possible that guidance plays a role, especially when systems are not very responsive. As, according to our analyses, this applies to approximately 80% of the systems, the results of meta-analyses over all systems may not generalize to more technologically advanced solutions. This notion finds some support in a system-specific meta-analysis of the Deprexis system [52], which ranked second in our ranking of the most technologically advanced systems. Across different studies with Deprexis, dropout ranged from 6% to 50%, contrasting with the average dropout rate of 74% found for other unguided systems in general [3]. Furthermore, it was not only observed that unguided Deprexis had an average effect size across trials comparable with that of other systems, including administrative guidance [3], but also that adding guidance did not influence the magnitude of the effect. However, it must also be emphasized at this point that the potential of more technologically advanced systems leading to higher adherence is merely a hypothesis that is in need of further investigation.

Aside from these challenges, we also see opportunities. Systems developed for depression, to date, are hardly making use of the full bandwidth of available technology. In fact, empirically evaluated systems are mostly delivered on the World Wide Web. Only a very few take a mobile form as either native apps or cross-platform Web applications. This is surprising considering that smartphones became a ubiquitous and highly used technology approximately mid-way of the examined time period. In a review from 2015 on the state of the app marketplace for depression apps, 82 apps had been identified for the treatment of depression [53]. A later review (2017) found that only 5 apps for depression treatment had been empirically evaluated in effectiveness trials [54]. Therefore, an abundance of apps exists, but most apps are commercial, and few have been scientifically studied. However, the empirically evaluated apps included in this review fared well in technological sophistication, such as Mobilize! [43] and Mobile Sensing and Support (MOSS) [31]. Both apps attempt to learn how to provide context-sensitive interventions on the basis of phone sensor readings. The former uses models trained before delivering the interventions, whereas the latter continuously learns user preferences as it intervenes. In addition to mobile apps, there are several other underexplored innovative technologies, such as social media, conversational agents, and virtual reality. Yet, where these were implemented, some technologically interesting solutions emerged. In social media systems, Panoply [38] can be considered a technological forerunner. It integrates social networking between Panoply users and crowdsourcing from
Amazon Mechanical Turk to ensure high-quality content, both in terms of users’ thought-recording posts and in terms of responses to these posts. Woebot [55], a fully autonomous chatbot provided on social media, was developed after our search; therefore, it was not included in the analyses. Through short, daily conversations using Facebook instant messenger, Woebot continuously checks in with users and tailors short intervening information and empathic replies to their reported mood. Finally, a creative attempt to alleviate depression is presented by the only virtual reality system that we found [56]. Users are first asked to comfort a virtual avatar with the embodiment of a child. They then take on the perspective of this child in virtual reality to hear their own comforting words said back to them, with the effect of increasing their self-compassion. However, innovative technology solutions, such as the ones mentioned, are scarce. Thus, there still are many opportunities for the field to explore such directions.

Conclusions
The e-mental health field, focusing specifically on the treatment and prevention of depressive disorders, is large and consist of a very active research community, as evidenced by the vast body of literature that could be identified for this study. In line with our research questions, three main conclusions can be drawn. First, although the system landscape is overall varied, there are clear trends: three quarters of the systems implement therapeutic techniques related to CBT; three quarters are delivered on the World Wide Web, and three quarters have been evaluated in comparative trials. Second, most systems do not get close to the full technological potential of e-mental health. However, some do get close. On the level of functions, we have further found that nearly all functions have been implemented in a responsive manner in at least one system, showing that the high end of the scale is obtainable across the board. Third, there appears to be no clear technological development across systems between 2000 and 2017. Furthermore, within systems that have multiple versions, a small increase in size with each new version showed, but it was not the case in technological sophistication. Consequently, it can be argued that, from a technological perspective, there is still room for improvement. Future research investigating the relationship between software implementation and clinical outcomes will need to show whether such improvement is beneficial and cost-efficient with regard to development and maintenance.

To conclude, the scientific contribution of this research is its provision of a comprehensive overview of the technological state of the art of e-mental health systems for the prevention and treatment of adult major depressive disorder, developed and studied since the year 2000. This is further accompanied by EHealth4MDD, an open-access database containing all extracted and coded information from the literature used in this writing. Together, the review and database are intended to serve as inspiration for the development of new systems on the one hand and as facilitators for the study of hypotheses related to system composition, on the other hand.
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Multimedia Appendix 1
The search terms that were used in retrieving primary articles from the databases Scopus, PubMed, and Web of Science are shown. Columns are combined with logical ANDs, whereas cells within columns are combined with logical ORs. The first 2 columns were searched for within titles and keywords; the third and fourth column were searched for within abstracts. Terms from the Exclude column were not allowed to appear within titles only. The first and second column include in italics the Medical Subject Heading terms that were used in addition to the regular search terms in PubMed. Finally, where possible, wildcards were used to expand the search terms with * denoting any string, including the empty one, and $ denoting any string of length 1 or the empty string.

Multimedia Appendix 2
List of all publications that were included in this review.

Multimedia Appendix 3
Taxonomy of software systems for depression. This was inspired by the one for conversational agents, presented in Montenegro JL, da Costa CA, and da Rosa Righi R. “Survey of conversational agents in health.” Expert Systems with Applications (2019). It is important to note that this is not an exact graphical representation of all concepts in the database but is intended as an illustration of the most descriptive attributes of software systems for depression. For readers interested in an exact graphical representation of the database, we refer to the SQL schema diagram on the EHealth4MDD (database) website.
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Multimedia Appendix 4
Categorization of support functions at level 0 (L0), level 1 (L1), and level 2 (L2). Customization as an Execution function type means that the system or intervention could be altered throughout the usage period according to the user’s preferences, while as a Planning function type, customization was only possible at the start of the intervention. The difference between Management and Organization within the Execution type is that Organization pertains to management of aspects of the specific system and intervention, whereas Management pertains to dealing with higher-level problems or aspects.

Multimedia Appendix 5
The categorization of therapeutic frameworks into therapies (L1). An example function at level 0 (L0) is provided for each therapeutic framework. Some of the therapies were mentioned by authors as having influenced the design of the system, but using our classification, no intervention functions pertaining to the therapy could be found. Therefore, no example can be given. This does not mean that no functionality reflecting the therapy was implemented, for example, a symptom monitoring approach might well result in functionality to aid in the monitoring of symptoms. However, with our classification, this would be classified as a monitoring support function rather than as an intervention function. Similarly, influences from Social Cognitive Theory may have found their way into the system in the form of vignettes, which we classify as indirect social support functions rather than intervention functions.

Multimedia Appendix 6
Part of the EHealth4MDD (database) website, detailing the 5 different subscales of e-mental Health Degree of Technological Sophistication. Exact level definitions for each of the scales and an example function are provided.

Multimedia Appendix 7
A total of 2 tables showing the ranking of the 133 systems contained in the database by evidence base, as far as this has been recorded in the database. The first table shows the evidence base of systems evaluated in comparative trials (such that are randomized, controlled, or both), whereas the second table shows the evidence base of systems evaluated in noncomparative trials (single-group trials). Both tables are sorted first on the number of evaluations, on the number of participants recruited to take part in the study (sum over all study arms), and the number of participants who completed the study (not including follow-up). For readers interested in more information, the system key, as denoting systems in the database, is provided. This should allow for easy querying of associated versions, authors, and articles, to name only a few things.

Multimedia Appendix 8
Table providing a description of some possible functions that a system at each of the e-mental Health Degree of Technological Sophistication (eHDTS) score levels might have. These descriptions are fictional, and eHDTS scores at the system level are averages.

Multimedia Appendix 9
Deciles and their corresponding scale values for the weighted and unweighted scale, for example, 50% of systems have an average technological sophistication of 1.5 or lower. The weighted column takes into account the number of functions that a system implements.

Multimedia Appendix 10
Heatmap of the maximum degree of technological sophistication per function type and therapy. This gives insight into the technological state of the art of each function type and therapy.
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Abstract

Background: Affective states, including sentiment and emotion, are critical determinants of health. However, few studies among men who have sex with men (MSM) have examined sentiment and emotion specifically using real-time social media technologies. Moreover, the explorations on their associations with sexual and health status among MSM are limited.

Objective: This study aimed to understand and examine the associations of affective states with sexual behaviors and health status among MSM using public data from the Blued (Blued International Inc) app.

Methods: A total of 843,745 public postings of 377,610 MSM users located in Guangdong were saved from the Blued app by automatic screen capture. Positive affect, negative affect, negative behaviors, and health status were measured using the Simplified Chinese Linguistic Inquiry and Word Count. Emotions, including joy, sadness, anger, fear, and disgust, were measured using the Weibo Basic Mood Lexicon. A positive sentiment score and a positive emotion score were also calculated. Univariate and multivariate linear regression models on the basis of a permutation test were used to assess the associations of affective states with sexual behaviors and health status.

Results: A total of 5871 active MSM users and their 477,374 postings were finally selected. Both positive affect and positive emotions (eg, joy) peaked between 7 AM and 9 AM. Negative affect and negative emotions (eg, sadness and disgust) peaked between 2 AM and 4 AM. During that time, 25.1% (97/387) of negative postings were related to health and 13.4% (52/387) of negative postings were related to seeking social support. A multivariate analysis showed that the MSM who were more likely to post sexual behaviors were more likely to express positive affect (beta=0.3107; P<.001) and positive emotions (joy: beta=0.027; P<.001) and negative emotions (sadness: beta=0.0443; P<.001 and disgust: beta=0.0256; P<.001). They also had a higher positive sentiment score (beta=0.2947; P<.001) and a higher positive emotion score (beta=0.1612; P<.001). The MSM who were more likely to post their health status were more likely to express negative affect (beta=0.8088; P<.001) and negative emotions.
including sadness (beta=0.0705; \( P < .001 \)), anger (beta=0.0058; \( P < .001 \)), fear (beta=0.0052; \( P < .001 \)), and disgust (beta=0.3065; \( P < .001 \)), and less likely to express positive affect (beta=−0.0224; \( P =.02 \)). In addition, they had a lower positive sentiment score (beta=−0.8306; \( P < .001 \)) and a lower positive emotion score (beta=−0.3743; \( P < .001 \)).

Conclusions: The MSM social media community mainly expressed their positive affect in the early morning and negative affect after midnight. Positive affective states were associated with being sexually active, whereas negative affective states were associated with health problems, mostly about mental health. Our finding suggests the potential to deliver different health-related intervention strategies (eg, psychological counseling and safe sex promotion) on a social media app according to the affective states of MSM in real time.

(J Med Internet Res 2020;22(1):e13201) doi:10.2196/13201
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Introduction

Background

Affective states, including emotion and sentiment, can be defined as positive or negative evaluations of objects, behaviors, or thoughts [1]. Affective states are critical determinants of health [2,3]. An emotion is a cognition that arouses one or more specific forms of a certain generic type of body reaction [4]. There are 6 basic emotions: joy, sadness, anger, fear, disgust, and surprise. For example, to fear something, such as a snake, is to be cognizing something fearful. The sentiment is a conscious state that develops over time from emotions [5] and is more stable and more permanent than emotions [6]. Sentiment is highly socialized. Suppose a certain object with a complex nature and structure has been repeatedly perceived or thought of by a person in many different contexts on various occasions, these various cognitions of the object will produce a complex dispositional idea of the object, finally leading to strong emotions being felt toward it on many occasions. Anything that excites the dispositional idea of the object will tend to excite all strong emotional dispositions. Summing up all these emotions forms a sentiment about this object. For example, an elderly person feels pride when he or she remembers his or her childhood days. The sentiment includes positive affect (eg, love and honor) and negative affect (eg, hurt and annoyance) [7]. Negative affect and negative emotions are common components of depression, whereas positive affect can facilitate positive health behaviors across the population [8,9]. Therefore, affective states are important components of mental health status to indicate or predict health-related behaviors.

In recent years, with the development of social media apps, an increasing number of studies have suggested that significant links exist between the indicators of emotional well-being or affective states and users’ behaviors based on an analysis of user-generated textual data. Golder et al [10] pioneered in using real-time user-generated textual data from Twitter and analyzing the daily changes of positive affect and negative affect, which was the flagship study involving social media data for analyzing emotion-related outcomes. Several following studies have shown the feasibility of using social media data to investigate various health-related issues in the general population, including sleep complaints, depression, anxiety, suicide, and HIV [11-14]. However, similar studies using social media data are rare for the HIV risk population, men who have sex with men (MSM).

There was a study that used Grindr, which is a geosocial networking app for MSM in the United States [15]. However, the study used Grindr as the recruitment tool to recruit the MSM population and then conducted a Web-based survey via Grindr but did not derive results using the user-generated data in Grindr [15]. Therefore, there is a lack of studies assessing and monitoring the affective states of MSM by analyzing user-generated data on social media apps.

Blued, like Twitter and Facebook, is a social media site with an app, originating in China, for gay, bisexual men, transgender women, and MSM to communicate with each other to find sexual partners and share information [16,17]. In 2016, Blued reported that it had 27 million users, making it the most widely used gay app in China. There are indications that accessing Blued has become a daily activity for many MSM users: 20% spend at least two hours per day on Blued and 10% post over 200 messages per day, including postings and comments [18]. In addition, owing to its anonymity, MSM can talk freely on Blued about private issues, such as sexual behaviors, health, and HIV status [7,19]. These indicate the potential of using Blued as a valuable data source to assess and monitor affective states among MSM [11,12,20-22].

Using Blued to find male sex partners is related to sexual health and sexually transmitted diseases. There were some questionnaire-based studies on the associations between affective states and sexual behaviors among the general population. It has been found that positive affect and positive emotions (eg, joy) may increase sexual desire that can facilitate sexual behaviors [23], whereas one study has indicated that positive affect does not always translate into behaviors [24]. Similarly, negative affect and negative emotions (eg, sadness or anger) can facilitate or inhibit sexual behaviors [25,26]. For example, anxiety has been found to facilitate genital responses [26], whereas another study suggested that individuals who experienced negative emotions practiced fewer sexual behaviors than those who had positive emotions [25,26]. In the studies of MSM, those with depression or higher negative affect are more likely to practice condomless anal intercourse or have multiple sexual partners [27-29]. Researchers have revealed that affective states may influence the health status among MSM. For example, a depression symptom is closely related to HIV treatment nonadherence, and positive affects predict linkage to HIV care and antiretroviral therapy persistence [30,31]. However, these MSM studies were questionnaire based and...
with some opposite results compared with the general population.

Furthermore, mental health greatly depends on affective states [32]. It is found that individuals’ inner emotions have been shown to manifest in their choice of words in writing [33,34]. Moreover, studies showed that emotional words used on social media were associated with depression measured by psychological scales [35,36]. The mental health status measured by the questionnaire-based psychological scale needs to be regularly updated to stand the test of time. However, psychological support for depression and anxiety should be timely because of the mental disorder with rapid and unexpected changes. Evidence in mental health research suggests that depression and anxiety are highly prevalent among MSM, for whom depression rates were 40% and 37.6% in the United States and China, respectively [37-39]. Although there are some barriers in using textual data (occurrence of good preceded by not, recognition of emoticons, etc), it is still a cost-effective way to examine affective states and, therefore, design-specific interventions on psychological support based on social media data [10,40].

Objectives

Therefore, this study was designed to explore affective states, including sentiment and emotions, and their associations with sexual behaviors and health status among Chinese MSM by analyzing user-generated data in Blued. Specifically, this study aimed to understand the following: (1) the description of affective states by displaying the diurnal rhythms of sentiment and emotions and (2) the associations of affective states with sexual behaviors and health status.

Methods

Data Collection

Guangdong is China’s most developed province, and it emerged as the earliest province with MSM using the internet in China. Internet-based dating started in Guangdong from the website, GZTZ.ORG, run by the MSM community named as Lingnan, since 1998 [41]. Therefore, the MSM in Guangdong have the longest history of internet-based data and are the largest number of Blued users [18] among all provincial-level divisions in China. Meanwhile, the MSM in China aggregate in the most developed areas [42]. Megacities provide MSM a friendly environment and plenty of opportunities to make friends with each other. Out of 4 megacities in China, 2 megacities, Guangzhou and Shenzhen (GDP per capita is similar to southern European countries), are in the Guangdong province, with a similar Cantonese culture. On the basis of these reasons, we chose the Guangdong province as the target area for our exploratory study. Therefore, from July 2013 to July 2016, 843,745 public postings (N) of 377,610 MSM users (U), including their public background information and postings on Blued, located in Guangdong, were culled from the Blued app through our application programming interface (API). All the data we culled were public information available on Blued, including public background information and postings. The public information data are anonymous. The related participants’ identified information has been strictly protected by Blued. In the Blued user agreement, the registered users have agreed that the content posted by users in this app may be copied, reposted, or used by third parties. This study itself does not involve any physical, social, or legal risks to the participants.

To conveniently control various variables involved in our data collection method such as the time interval between 2 simulated clicks, we packaged the three steps of our data collection method into an API. We designed a simulation-based data collection method with three steps: (1) We utilized the android debug bridge (ADB) to simulate the operation of a user using a social network app. Specifically, the ADB can drive a mobile phone to perform a series of actions on the user interface, such as swiping, clicking, or dragging. After these simulated operations, the data (e.g., username and profile image) we wanted to collect were displayed on the screen. (2) We used automatic screen capture technology and optical character recognition (OCR) to extract the data displayed on the phone screen. For image data such as profile images and photos, we drew the display zone of each kind of image data according to the user interface of Blued. On the basis of the display zone, we captured the screenshot to obtain the image data we wanted. As for textual data such as username and age, we utilized an open-source OCR tool to extract the text displayed in the screenshot. It is necessary to note that our target texts were of printable style and always displayed in a fixed position in the screenshot. Therefore, the OCR in our method could get high accuracy. (3) We cleaned the data and stored them in a secure device. Owing to the sensitive nature of this work, we took careful steps to protect user privacy and ensure the ethics of the research. All users’ data were deidentified in our study. Specifically, we anonymized each user’s identity with a random user ID. All data were stored in a secure private server without public access. Only members of our research team had access to login to this server. Data were transferred using encrypted Secure Sockets Layer connections to ensure that they cannot be intercepted by third parties.

We grouped these data into five databases: user profile database, postings database, comments database, followers database, and followees database. The number of postings is one of the indicators to determine whether a user is an active user. Therefore, users with 25 postings or more were included in the data analysis [40]. Consequently, our sample for this study contained 5871 active users (U), including gay, bisexual men, and transgender women, and 447,374 postings (N; see Figure 1).
Measures

Demographic and Social Network Characteristics

Demographic characteristics, including age, educational level, geolocation, hometown, height, weight, and sex role, were obtained from the user profile database. Social network characteristics, including the number of followers, followees, and chat groups, were also obtained from the user profile database. Age was categorized into ≤25 years old and >25 years old based on the social and developmental psychology literature [11,43]. Educational level was classified as high school or below, above high school, and unknown. Geolocation was categorized into Guangzhou, Shenzhen, Dongguan, and other cities in the Guangdong province based on the distribution of the geolocation of the MSM. Hometown was classified as Guangdong, non-Guangdong, and unknown. Height and weight were transformed into BMI, which was associated with depression as well as sexual activity in the MSM community [44]. Blued users are more likely to search for partners who are in good shape [45]; therefore, BMI is an important indicator for their fitness. BMI was categorized into underweight (BMI<18.5 kg/m$^2$), normal (18.5 kg/m$^2$≤BMI<25 kg/m$^2$), overweight (25 kg/m$^2$≤BMI<30 kg/m$^2$), and obese (BMI≥30) on the basis of the guidelines from the National Institutes of Health [44]. In addition, research suggested that those reporting high levels of depressive symptoms were more likely to report both receptive and insertive unprotected anal intercourse [46]. Therefore, sex role was classified into insertive, receptive, and versatile sexual roles and unknown [46]. A chat group was defined as an online forum that enables users to conduct instant message-based private conversations with other users. The number of followers, followees, and chat groups, which reflects the social network size or social capital, is associated with depression [47,48]. Owing to the skewed data, the number of followers, followees, and chat groups was log transformed for analysis [49].

Affective States: Sentiment and Emotion

Overview

To measure affective states, we first calculated the probability of words related to affect across all postings for each user in a given hour (P(u,h)). Then, we calculated each user’s baseline probability of affect (averaging P(u,h)) across all hours. To measure diurnal mood rhythms, we calculated the grand mean of affect across all users and the relative probability of affect per user. Finally, we calculated the general level of the relative probability of affect across users who were active during hour h. Owing to 7 dependent variables (positive affect, negative affect, and 5 emotions) and many independent variables, there was a possibility of difficulty in exploring the true relationships between them. Thus, to ensure that emotion and sentiment were expressed in one single measure by each posting, the positive emotion score and positive sentiment score were widely applied in different studies [7,50-52]. The calculation of the positive sentiment score and positive emotion score has been described in Step 1. A positive emotion score is different from a positive sentiment score. The true difference is about the concepts of sentiment and emotion. Emotions are preconscious social expressions of feelings and affect [53]. Sentiments are partly social constructs of emotions that develop over time and are enduring [53]. In other words, sentiments have been found to be held for a longer period and are more stable and dispositional than emotions [53]. Therefore, the word list of sentiment is different from the word list of emotion. For example, the word honor is a positive affect–related word but is not a joy-related word (Table 1).
Table 1. Summary of the Simplified Chinese Linguistic Inquiry and Word Count and Weibo Basic Mood Lexicon dimensions used for this study and example vocabulary. Example vocabulary in the original Chinese can be found in Multimedia Appendix 1A.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Dictionary</th>
<th>Number of words</th>
<th>Example vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sentiment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive affect</td>
<td>SC-LIWC(^a)</td>
<td>483</td>
<td>Honor, sweet, happy</td>
</tr>
<tr>
<td>Negative affect</td>
<td>SC-LIWC</td>
<td>812</td>
<td>Hurt, agony, nasty</td>
</tr>
<tr>
<td><strong>Emotion</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joy</td>
<td>Weibo-5BML(^b)</td>
<td>306</td>
<td>Love, excited, high</td>
</tr>
<tr>
<td>Sadness</td>
<td>Weibo-5BML</td>
<td>205</td>
<td>Anxious, alone, tear</td>
</tr>
<tr>
<td>Anger</td>
<td>Weibo-5BML</td>
<td>93</td>
<td>Enemy, abuse, roar</td>
</tr>
<tr>
<td>Fear</td>
<td>Weibo-5BML</td>
<td>72</td>
<td>Sit on pins and needles, panic, hell</td>
</tr>
<tr>
<td>Disgust</td>
<td>Weibo-5BML</td>
<td>142</td>
<td>Wordy, speechless, ridicule</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexual-related</td>
<td>SC-LIWC</td>
<td>117</td>
<td>Sex, condom, kiss</td>
</tr>
<tr>
<td>Health-related</td>
<td>SC-LIWC</td>
<td>375</td>
<td>Infection, insomnia, exercise</td>
</tr>
</tbody>
</table>

\(^a\)SC-LIWC: Simplified Chinese Linguistic Inquiry and Word Count.  
\(^b\)Weibo-5BML: Weibo Basic Mood Lexicon.

**Step 1**

The probability of sentiment and emotions of postings was measured using the Simplified Chinese Linguistic Inquiry and Word Count (SC-LIWC) [54] and Weibo Basic Mood Lexicon (Weibo-5BML) [55]. Owing to the coverage of the word list, using the Chinese version of LIWC (SC-LIWC) was insufficient. Positive affect–, negative affect–, anger–, and sadness-related words are listed in the SC-LIWC. However, joy–, fear–, and disgust-related words are not included in the SC-LIWC. Fortunately, Weibo-5BML, which includes joy, sadness, anger, fear, and disgust, has been developed and can be used as a supplementary tool of LIWC. Therefore, we used SC-LIWC for affect and Weibo-5BML for emotions. A summary of SC-LIWC and Weibo-5BML dimensions’ example words for this study is presented in Table 1. This kind of measurement that uses different dictionaries in the same textual data has been applied in Hong’s study as well [56]. The validity of LIWC’s performance for sentiment has been shown in some studies [54,57–59]. In addition, the validity of Weibo-5BML’s performance for emotion has been shown in other studies [55,60,61]. Specifically, Weibo-5BML was validated by comparing the mood time series with fluctuations recorded and labeled by the vital social events and traditional festivals in China [55,60,61]. Positive affect and negative affect dimensions from SC-LIWC were selected to measure perceived positive and negative affect. Basic emotions, including joy, sadness, anger, fear, and disgust, that correspond to basic emotions identified by Ekman [62] were selected from Weibo-5BML to measure emotional states. The emotion of surprise was excluded because it can be both positive and negative, and it is ambiguous without context [7]. For each user given a posting, we first defined the number of positive emotion–related words (E\(_u^+\)) as the difference between the number of 1 positive emotion (joy) related–word and the number of 4 negative emotion (sadness, anger, fear, and disgust)–related words in equation (1). Then, we calculated the positive emotion score using the method described in steps 2 to 5. Similarly, we also estimated the number of positive sentiment–related words (S\(_u^+\)) by subtracting the number of positive affect–related words from the number of negative affect–related words in equation (2) and the positive sentiment score [7,50–52]. The positive sentiment score and positive emotion score are the difference between the number of positive sentiments and positive emotions and the number of negative sentiments and negative emotions in each sentence. They indicate that the overall sentiment and emotion in a given posting is rather positive or negative [50].

\[
P_A(u, h)=\frac{\|P_{AWORDS}(u, h)\|}{\|WORDS(u, h)\|} \quad (3)
\]

\(U\) to index the set of users (\(u \in U\)) and \(H\) to index the set of hours a day (\(h \in H = \{0,1,2,3...23\}\) (assuming 0–23 for a day)). The measurement of other sentiments or emotions was computed similarly.
Besides, there was an additional theme categorized for the expression of sexual behaviors; and (4) expression of emotion. These postings were collected. To identify the themes of postings, we scanned all postings to determine the major themes [63]. These postings were iteratively coded and sorted into themes by 2 trained assistants separately. To ensure reliability, interrater reliability was measured, and an additional assistant was invited to code the postings that are classed as different themes. The R 3.4.3 version was applied for data analysis [66]. Statistical significance was set at \( P<.05 \).

### Step 3
Regarding variables to assess a user’s sentimental and emotional level, for each user, we calculated his baseline probability of affect (averaging \( P(u,h) \) across all hours):

\[
PA = \frac{\sum_{h \in H} PA(u, h)}{|H|} \tag{4}
\]

Note that the baseline probability of affect did not vary from hour to hour and therefore was an indication of the user’s average affective state. Consequently, the baseline probability of affect was used as a dependent variable in the multiple linear regression model.

### Step 4
To measure diurnal mood rhythms, we then calculated the user’s relative probability of affect as defined in equation (5), where the last term is the grand mean across all users over all hours. The relative probability of affect represents the user’s deviation from his own baseline probability, which allows us to focus on the user’s diurnal mood rhythms by the hour of the day.

\[
RPA(u, h) = PA(u, h) - PA = \frac{\sum_{(u, h) \in U,H} PA(u, h)}{|UH|} \tag{5}
\]

### Step 5
Finally, we calculated the general level of the relative probability affect score as defined in equation (6), where \( U(h) \) is the subset of users who were active during hour \( h \) [40].

\[
RPA(h) = \frac{\sum_{u \in U(h)} RPA(u, h)}{|U(h)|} \tag{6}
\]

### Sexual Behaviors and Health Status
Sexual behavior–related words (eg, sex, condom, and kiss) and health-related words (eg, infection, insomnia, and exercise) from SC-LIWC were applied to identify the words associated with sexual behaviors and health status in the postings (see Table 1) [58]. The measurement of these 2 dimensions was the same as the measurement of sentiment and emotions. Baseline probabilities of sexual behaviors and health status were calculated as independent variables.

### Themes of Postings
Understanding negative affect among MSM is critical for a mental health intervention or crisis interventions. Negative affect peaked between 2 AM and 5 AM, and therefore, 840 postings were selected randomly per time point per day to find out why users had high levels of negative affect. Finally, 840 postings were collected. To identify the themes of postings, especially the negative postings, we scanned all postings to determine the major themes [63]. These postings were categorized into the following 4 themes: (1) expression of emotion and possible cause; (2) expression of health status; (3) expression of sexual behaviors; and (4) expression of emotion. Besides, there was an additional theme categorized for the negative postings: (5) expression of emotion and seeking support.

### Statistical Analysis
First, mean and standard deviations were used to describe continuous variables. The frequency was used to describe categorical variables. Next, sentiment and emotion scores displayed a skewed distribution and, therefore, a multiple linear regression model using permutation tests that do not assume normally distributed errors was performed [64]. Univariate and multivariate linear regression models were performed to examine associations between 2 predicted variables—sexual behaviors and health status—and all outcome variables—sentiment (positive affect, negative affect, and positive sentiment score) and emotions (joy, sadness, anger, fear, disgust, and positive emotion score). Variables significant at the \( P<.20 \) level in the univariate analysis were included and adjusted in the multivariate linear regression model [65]. In total, 840 postings were iteratively coded and sorted into themes by 2 trained assistants separately. To ensure reliability, interrater reliability was measured, and an additional assistant was invited to code the postings that are classed as different themes. The R 3.4.3 version was applied for data analysis [66]. Statistical significance was set at \( P<.05 \).

### Results

#### Demographic Characteristics
A total of 5871 active MSM users on Blued from the Guangdong province and their 477,374 postings were finally selected. Half of the MSM (3171/5871, 53.99%) were aged 25 years or less, and 35.29% (2072/5871) had an education beyond high school and 13.10% (769/5871) of the MSM had a high school education or below. Most MSM lived in Guangzhou (1999/5871, 34.05%), Shenzhen (1861/5871, 31.70%), or Dongguan (510/5871, 8.69%). Nearly, half of the MSM (2841/5871, 48.39%) identified their hometown as Guangdong, while 36.48% (2142/5871) of the MSM identified their hometown as non-Guangdong. Physically, 75.76% (4448/5871) of the MSM were of normal weight, 16.39% (926/5871) were overweight, 6.64% (390/5871) were obese, and 1.21% (71/5871) were underweight. Most MSM were of normal weight, 16.39% (926/5871) were overweight, 6.64% (390/5871) were obese, and 1.21% (71/5871) were underweight. Sexually, 28.92% (1698/5871) self-reported a preference for the insertive sex role, 20.35% (1195/5871) self-reported a preference for the receptive sex role, and 22.55% (1324/5871) self-reported a preference for the versatile sex role (see Table 2).

#### Affective States: Sentiment
The mean (SD) scores of positive affect, negative affect, and positive sentiment score were 0.014 (0.010), 0.016 (0.012), and 0.001 (0.015), respectively (see Table 3).
Table 2. Sample demographics among men who have sex with men (N=5871).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤25</td>
<td>3171 (53.99)</td>
</tr>
<tr>
<td>&gt;25</td>
<td>2700 (45.99)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>High school or below</td>
<td>769 (13.10)</td>
</tr>
<tr>
<td>Above high school</td>
<td>2074 (35.33)</td>
</tr>
<tr>
<td>Missing</td>
<td>3028 (51.58)</td>
</tr>
<tr>
<td><strong>Geolocation</strong></td>
<td></td>
</tr>
<tr>
<td>Guangzhou</td>
<td>1999 (34.05)</td>
</tr>
<tr>
<td>Shenzhen</td>
<td>1861 (31.70)</td>
</tr>
<tr>
<td>Dongguan</td>
<td>510 (8.69)</td>
</tr>
<tr>
<td>Other cities in Guangdong</td>
<td>1501 (25.57)</td>
</tr>
<tr>
<td><strong>Hometown</strong></td>
<td></td>
</tr>
<tr>
<td>Guangdong</td>
<td>2841 (48.39)</td>
</tr>
<tr>
<td>Non-Guangdong</td>
<td>2142 (36.48)</td>
</tr>
<tr>
<td>Missing</td>
<td>888 (15.13)</td>
</tr>
<tr>
<td><strong>BMI classification</strong></td>
<td></td>
</tr>
<tr>
<td>Underweight</td>
<td>962 (16.39)</td>
</tr>
<tr>
<td>Normal</td>
<td>4448 (75.76)</td>
</tr>
<tr>
<td>Overweight</td>
<td>390 (6.64)</td>
</tr>
<tr>
<td>Fat</td>
<td>71 (1.21)</td>
</tr>
<tr>
<td><strong>Sex role</strong></td>
<td></td>
</tr>
<tr>
<td>Receptive</td>
<td>1195 (20.35)</td>
</tr>
<tr>
<td>Insertive</td>
<td>1698 (28.92)</td>
</tr>
<tr>
<td>Versatile</td>
<td>1324 (22.55)</td>
</tr>
<tr>
<td>Missing</td>
<td>1654 (28.17)</td>
</tr>
</tbody>
</table>
Table 3. Sentiment, emotions, social network variables, sexual behaviors, and health status among men who have sex with men (N=5871).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sentiment</strong></td>
<td></td>
</tr>
<tr>
<td>Positive affect</td>
<td>0.014 (0.010)</td>
</tr>
<tr>
<td>Negative affect</td>
<td>0.016 (0.012)</td>
</tr>
<tr>
<td>Positive sentiment score</td>
<td>~0.001 (0.015)</td>
</tr>
<tr>
<td><strong>Emotions</strong></td>
<td></td>
</tr>
<tr>
<td>Joy</td>
<td>0.015 (0.012)</td>
</tr>
<tr>
<td>Sadness</td>
<td>0.005 (0.005)</td>
</tr>
<tr>
<td>Anger</td>
<td>0.0005 (0.001)</td>
</tr>
<tr>
<td>Fear</td>
<td>0.0006 (0.001)</td>
</tr>
<tr>
<td>Disgust</td>
<td>0.004 (0.007)</td>
</tr>
<tr>
<td>Positive emotion score</td>
<td>0.005 (0.015)</td>
</tr>
<tr>
<td><strong>Sexual behavior and health</strong></td>
<td></td>
</tr>
<tr>
<td>Sexual behaviors</td>
<td>0.009 (0.008)</td>
</tr>
<tr>
<td>Health status</td>
<td>0.008 (0.008)</td>
</tr>
<tr>
<td><strong>Social network variables</strong></td>
<td></td>
</tr>
<tr>
<td>The number of followers (log)</td>
<td>2.341 (0.430)</td>
</tr>
<tr>
<td>The number of followees (log)</td>
<td>1.786 (0.889)</td>
</tr>
<tr>
<td>The number of chat groups (log)</td>
<td>0.277 (0.331)</td>
</tr>
</tbody>
</table>

**Sentiment Diurnal Variation**

Positive affect peaked between 7 AM and 9 AM, while negative affect peaked between 2 AM and 4 AM. Specifically, positive affect decreased at noon and increased at 3 AM. Then, positive affect reached the maximum between 7 AM and 9 AM, and next, positive affect showed a relatively stable trend from 9 AM to noon. Negative affect increased at noon and peaked between 2 AM and 4 AM. Then, negative affect decreased between 4 AM and 6 AM. Finally, negative affect also showed a relatively stable trend before noon. The positive sentiment score reached the minimum between 2 AM and 4 AM (Figure 2).

![Sentiment Diurnal Variation](image)

**Figure 2.** Hourly changes in individual sentiment.
Affective States: Emotion

The mean (SD) scores of joy, sadness, anger, fear, disgust, and positive emotion score were 0.015 (0.012), 0.005 (0.005), 0.0005 (0.001), 0.0006 (0.001), 0.004 (0.007), and 0.005 (0.015), respectively.

Emotion Diurnal Variation

Joy was at a peak between 7 AM and 9 AM, while both sadness and disgust were at a peak between 2 AM and 4 AM. Specifically, joy decreased at noon and increased at 3 AM. Then, joy peaked between 7 AM and 9 AM. Next, joy showed a relatively stable trend but had 2 small peaks at 4 PM and 7 PM. Sadness and disgust both peaked between 2 AM and 4 AM, and both had a relatively stable trend before noon. Anger and fear both showed a relatively stable trend over time. The positive emotion score reached the minimum between 2 AM and 4 AM (Figure 3).

Figure 3. Hourly changes in individual emotions.

Theme of Postings

Negative affect peaked between 2 AM and 5 AM. The proportion of negative, positive, and neutral affect was 46.1% (387/840), 33.8% (284/840), and 20.1% (169/840), respectively, during that time; 79.9% (671/840) of postings contained emotional information. Furthermore, 11.5% (97/840) of postings contained health-related information and 3.1% (26/840) of postings contained sexual behavior–related information.

Among the 387 negative postings, the kappa (agreement) values of the expression of health status, expression of emotion and seeking support, expression of sexual behaviors, expression of emotion and possible cause, and expression of emotion were 0.91 (97%), 0.63 (93%), 0.56 (98%), 0.96 (98%), and 0.92 (99%), respectively. A quarter (97/387, 25.1%) of the negative postings were directly related to health status, among which 86.6% (335/385) were on sleep health or mental health and another 13.4% (52/387) were on physical health. The expression of emotion and seeking support accounted for 13.4% (52/387), and the expression of sexual behaviors accounted for 2.6% (10/387). Of the negative postings, 55.0% (213/387) expressed strong emotion and described possible cause, among which the topics varied, from daily life events (eg, amusement and work; 109/213, 51.2%) and relationship (eg, partnership and friendship; 80/213, 37.5%) to the philosophy of life (24/213, 11.3%); 3.9% (15/387) of postings only expressed strong emotion.

Example responses (see Multimedia Appendix 1B-F for the original Chinese text) included the following:

- Waking up in the middle of the night suddenly and I couldn’t fall asleep at night. No one to hug me and feeling lonely. [Sleep health or mental health.]
- I want to find a boyfriend in Shenzhen, but ugly men couldn’t get a boyfriend. [Expression of emotion and seeking support.]
- Very irritated. I feel I am in a rut and I try my best to control my sexual behaviors. [Expression of sexual behaviors.]
- Alas, I can’t seem to do anything to progress in life. Try to sleep rather than thinking which makes me upset. [Daily life event.]
- Even though I tried to be strong, I couldn’t help but cry. [Expression of emotion.]

Among the 284 positive postings, the kappa (agreement) values of the expression of health status, expression of sexual behaviors, expression of emotion and possible cause, and expression of emotion were 0.91 (99%), 0.88 (96%), 0.78 (90%), 0.79 (90%), respectively. Only 4.6% (13/284) of the positive postings were related to health status, and a quarter (71/284, 25.0%) of the positive postings were directly related to sexual
behaviors. The expression of emotion accounted for 35.9% (102/284), and the expression of emotion and possible cause accounted for 34.5% (98/284). Example responses (see Multimedia Appendix 1G-J for the original Chinese text) included the following:

Gathering sand into a tower—working, exercising, and doing charity (donation steps)—you can also do it. [Expression of health status; “Gathering sand into a tower” is similar as “a pin a day is a groat a year” in English. For “donation steps,” if WeChat, the most popular social network app in China, tracks your steps to be more than 10,000 per day, the WeChat company, Tencent, will donate 2 Renminbi to the charity foundation.]

They said that being loved is a kind of happiness. The receptive role guyin sex has a feeling like the god in the paradise! What do you think??? [Expression of sexual behaviors.]

Finally saw the Russia in the snow; satisfied! [Expression of emotion and possible cause.]

In a very good mood. [Expression of emotion.]

Social Network
The mean (SD) scores of followers, followees, and chat groups were 2.341 (0.430), 1.786 (0.889), and 0.277 (0.331) after log transformations, respectively (see Table 3).

Sexual Behaviors and Health Status
The mean (SD) scores of sexual behaviors and health status were 0.009 (0.008) and 0.008 (0.008), respectively. Sexual behaviors peaked between noon and 1 AM. More importantly, there was a similar trend between sexual behaviors, positive affect, and joy (see Figure 4). Health status peaked between 2 AM and 4 AM. In addition, there was a similar trend between health status, negative affect, and disgust (see Figure 5).

Figure 4. Hourly changes in individual sexual behaviors, positive affect, and joy.
Associations Between Affective States and Demographic Characteristics

Multimedia Appendices 2-4 show the associations between affective states and demographic characteristics. Multivariable models demonstrated that compared with younger MSM (≤25 years), older MSM (>25 years) expressed more negative affect (β=0.0004; P<.001) and a more negative emotion (sadness: β=0.0004; P<.001) and had a lower positive sentiment score (β=-0.0009; P=.03). Compared with the MSM with normal weight, overweight MSM expressed more negative affect (β=0.0008; P<.001) and a more negative emotion (sadness: β=0.0004; P<.001) and had a lower positive sentiment score (β=-0.0008; P=.04). Obese MSM expressed less positive affect (β=-0.0004; P=.04) and more negative affect (β=0.0006; P=.03) and had a lower positive sentiment score (β=-0.0009; P=.03). Compared with the MSM who prefer receptive anal intercourse, those preferring insertive anal intercourse expressed less negative affect (β=-0.0003; P<.001), whereas those preferring versatile anal intercourse expressed more negative affect (β=0.0001; P=.04) and a less negative emotion (β=-0.000002; P=.03).

Associations Between Affective States and Social Networks

In multivariable models (Multimedia Appendices 2-4), the MSM with more chat groups expressed more positive affect (β=0.0008; P<.001), a more positive emotion (joy: β=0.0022; P<.001), a less negative emotion (sadness: β=0.0003; P=.03), a higher positive sentiment score (β=0.0011; P<.001), and a higher positive emotion score (β=0.0024; P<.001). The MSM with more followers expressed more positive emotions, including sadness (β=0.0002; P<.001) and disgust (β=0.0003; P=.02). The MSM with more follows expressed more negative emotions, including sadness (β=0.0002; P<.001) and disgust (β=0.0003; P=.02). The MSM with more follows expressed more positive affect (β=0.002; P<.001), a more positive emotion (joy: β=0.003; P<.001), a less negative emotion (sadness: β=-0.0001; P=.04), a more negative emotion (disgust: β=0.003; P=.02), a higher positive sentiment score (β=0.002; P<.001), and a higher positive emotion score (β=0.0026; P<.001).
Associations Between Affective States and Sexual Behaviors

In multivariable models (Multimedia Appendices 2-4), the MSM who were more likely to post sexual behaviors not only expressed more positive affect (beta=0.3107; P<.001) and a positive emotion (joy: beta=0.027; P<.001) but also expressed more negative emotions, including sadness (beta=0.0443; P<.001) and disgust (beta=0.0256; P<.001). More importantly, the MSM who were more likely to post sexual behaviors had a higher positive sentiment score (beta=0.2947; P<.001) and a higher positive emotion score (beta=0.1612; P<.001).

Associations Between Affective States and Health Status

In multivariable models (Multimedia Appendices 2-4), the MSM who were more likely to post their health status not only expressed less positive affect (beta=−0.0224; P=0.02) but also expressed more negative affect (beta=0.8088; P<.001) and negative emotions, including sadness (beta=0.0705; P<.001), anger (beta=0.0058; P<.001), fear (beta=0.0052; P<.001), and disgust (beta=0.3065; P<.001). Moreover, the MSM who were more likely to post their health status had a lower positive sentiment score (beta=−0.8306; P<.001) and a lower positive emotion score (beta=−0.3743; P<.001).

Discussion

Principal Findings

This is one of the first studies to assess the affective states of MSM using social media data. In addition, this study is the first to explore affective states as the factor associated with sexual behaviors and health status among the MSM population.

This study showed that the MSM population was more likely to express negative affect and negative emotions (sadness and disgust) between 2 AM and 4 AM. In addition, a quarter of the negative postings were directly related to MSM’s health and about one-eighth reported that MSM needed social support during that sensitive period. Owing to the high prevalence of depression and strong links between the emotional words used and clinical depression among MSM, it is essential to implement interventions (eg, providing Web-based psychological counseling or tailored risk reduction reminders) based on this app [37-39]. Few studies have assessed the affective states of MSM based on social media, but some studies have shown that diurnal mood swings reflect endogenous circadian rhythms interacting with the duration of prior sleep or wakefulness. A previous study showed that positive affect rose quickly from 9 AM to noon and remained steady until 9 PM, after which it fell sharply [67]. In other words, positive affect peaked between midnight and 9 PM [67]. Another study found that positive emotions (happy, warm, and enjoying) had 2 peaks at noon and in the evening [68]. A time-series study found that positive affect had 2 peaks in the afternoon and evening [69]. Another study found that positive affect had 2 peaks: relatively early in the morning and again near midnight [40]. In this study, positive affect and positive emotions (eg, joy) peaked in the morning and relatively plateaued from morning to evening, which is different from other studies [40,67-70]. As for negative affect and negative emotions, studies found that negative affect peaked in the afternoon [69] and evening [40,69]. Negative emotions (eg, depressed or blue, hassled, criticized, worry, and angry) had 2 peaks at midmorning and midafternoon [68]. Besides, several studies have found that negative affect is not subject to diurnal variation [67,70]. This study found that negative affect and negative emotions (eg, sadness and disgust) peaked in the evening, which was similar to a previous study [40]. However, negative affect and negative emotions also relatively plateaued from morning to evening. There are several reasons for the diurnal variation in mood among MSM. First, for some people, the symptoms of depression may be worse at night, leading to difficulty in getting to sleep and to a feeling of isolation and hopelessness. Second, owing to prejudice, stigma, and social pressures for MSM, they may be more likely to use gay apps (eg, Blued) to express their mood in the evening. Moreover, MSM may tend to avoid discussing their health, needs, and mood in real life [71]. However, Blued provides an anonymous environment for MSM to exchange opinions and share information, which possibly explains why these men tended to talk more openly about health-related topics, express affect, and seek help [19]. These findings highlight the unmet emotional requests of MSM.

The study found that sexual behaviors were associated with positive affect, positive emotions, and negative emotions. More importantly, the MSM who were more likely to post sexual behaviors had a higher positive sentiment score and a higher positive emotion score. Previous studies found that positive affect facilitated sexual behaviors [23,72]. It is generally acknowledged that positive affect can increase sexual arousal and sexual desire and therefore facilitate sexual behavior [23]. In contrast, the MSM with negative emotions may use sex as a mood regulator and may practice more condomless anal sex with casual partners [27,73-75]. One possible explanation for this finding is that health-compromising behaviors (eg, unprotected sex) may be used as coping mechanisms to manage the effects of negative emotions. Owing to the high prevalence of HIV among MSM, practicing riskier sexual behaviors, in turn, may lead to a higher psychological burden [76]. In general, sexual behaviors seemed to be more associated with positive affect and positive emotions in this study.

Finally, the MSM who are more likely to post their health status may express more negative affect and negative emotions. Positive affect facilitates positive health behavior, leading to favorable health outcomes such as fewer symptoms and less pain [9]. Nevertheless, negative affect and negative emotions usually coexist with illness and may influence one’s functional status and health-related quality of life, meaning that measuring negative affect and negative emotions may provide a valuable means for understanding the health of MSM [77].

Limitations

It is important to acknowledge the limitations of this study. First, we only used data from the Guangdong province, which may affect generalization owing to the cultural differences in different geographic locations. In addition, the generalizability of this study was also affected by the characteristics of the study participants. Compared with a community sample of Chinese MSM based on social media, but some studies have shown that diurnal mood swings reflect endogenous circadian rhythms interacting with the duration of prior sleep or wakefulness. A previous study showed that positive affect rose quickly from 9 AM to noon and remained steady until 9 PM, after which it fell sharply [67]. In other words, positive affect peaked between midnight and 9 PM [67]. Another study found that positive emotions (happy, warm, and enjoying) had 2 peaks at noon and in the evening [68]. A time-series study found that positive affect had 2 peaks in the afternoon and evening [69]. Another study found that positive affect had 2 peaks: relatively early in the morning and again near midnight [40]. In this study, positive affect and positive emotions (eg, joy) peaked in the morning and relatively plateaued from morning to evening, which is different from other studies [40,67-70]. As for negative affect and negative emotions, studies found that negative affect peaked in the afternoon [69] and evening [40,69]. Negative emotions (eg, depressed or blue, hassled, criticized, worry, and angry) had 2 peaks at midmorning and midafternoon [68]. Besides, several studies have found that negative affect is not subject to diurnal variation [67,70]. This study found that negative affect and negative emotions (eg, sadness and disgust) peaked in the evening, which was similar to a previous study [40]. However, negative affect and negative emotions also relatively plateaued from morning to evening. There are several reasons for the diurnal variation in mood among MSM. First, for some people, the symptoms of depression may be worse at night, leading to difficulty in getting to sleep and to a feeling of isolation and hopelessness. Second, owing to prejudice, stigma, and social pressures for MSM, they may be more likely to use gay apps (eg, Blued) to express their mood in the evening. Moreover, MSM may tend to avoid discussing their health, needs, and mood in real life [71]. However, Blued provides an anonymous environment for MSM to exchange opinions and share information, which possibly explains why these men tended to talk more openly about health-related topics, express affect, and seek help [19]. These findings highlight the unmet emotional requests of MSM.

The study found that sexual behaviors were associated with positive affect, positive emotions, and negative emotions. More importantly, the MSM who were more likely to post sexual behaviors had a higher positive sentiment score and a higher positive emotion score. Previous studies found that positive affect facilitated sexual behaviors [23,72]. It is generally acknowledged that positive affect can increase sexual arousal and sexual desire and therefore facilitate sexual behavior [23]. In contrast, the MSM with negative emotions may use sex as a mood regulator and may practice more condomless anal sex with casual partners [27,73-75]. One possible explanation for this finding is that health-compromising behaviors (eg, unprotected sex) may be used as coping mechanisms to manage the effects of negative emotions. Owing to the high prevalence of HIV among MSM, practicing riskier sexual behaviors, in turn, may lead to a higher psychological burden [76]. In general, sexual behaviors seemed to be more associated with positive affect and positive emotions in this study.

Finally, the MSM who are more likely to post their health status may express more negative affect and negative emotions. Positive affect facilitates positive health behavior, leading to favorable health outcomes such as fewer symptoms and less pain [9]. Nevertheless, negative affect and negative emotions usually coexist with illness and may influence one’s functional status and health-related quality of life, meaning that measuring negative affect and negative emotions may provide a valuable means for understanding the health of MSM [77].

Limitations

It is important to acknowledge the limitations of this study. First, we only used data from the Guangdong province, which may affect generalization owing to the cultural differences in different geographic locations. In addition, the generalizability of this study was also affected by the characteristics of the study participants. Compared with a community sample of Chinese
MSM, the internet sample was significantly younger and more educated [19]. Moreover, compared with other studies using millions of users’ messages, the sample size is not big enough to measure affective states precisely [40]. Second, although keyword research was used to measure sexual behaviors and health status, social media data may not be fully representative of a user’s actual behaviors, indicating that a combination of social media data and survey research is essential to understanding the association between sexual behaviors and health status and affective states.

Conclusions
The MSM social media community mainly expressed their positive affect in the early morning and negative affect after midnight. Positive affective states were associated with being sexually active, whereas negative affective states were associated with health problems, mostly about mental health. The findings of this study suggest different health-related intervention strategies for MSM app developers and users. MSM app developers can consider switching the banner of the app’s home page or prioritizing the posts or users over time with algorithms according to the affective states of MSM. For example, the reminders of safe sex on the home page can be displayed in the early morning, while heartwarming slogans or psychological counseling links can be exhibited in the wee hours. Furthermore, social media–based psychological assistance can narrow down to focus more on users who stably expressed negative affects, whereas the sexual risk reduction interventions can focus on those who stably expressed positive affects. For example, the content with sexual health issues could be prioritized for the users with positive sentiment states, whereas the content with encouragement could be prioritized for the users with negative sentiment states. This study shows the potential of using social media to support MSM with health issues. Future online-offline integrating surveys are warranted to confirm the outcomes of the health (eg, depression, infections, etc) and health-related behaviors (eg, sexual behaviors) of MSM for providing precision interventions to those who are most in need.
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Abstract

Background: Our previous infodemiological study was performed by manually mining health-effect data associated with electronic cigarettes (ECs) from online forums. Manual mining is time consuming and limits the number of posts that can be retrieved.

Objective: Our goal in this study was to automatically extract and analyze a large number (>41,000) of online forum posts related to the health effects associated with EC use between 2008 and 2015.

Methods: Data were annotated with medical concepts from the Unified Medical Language System using a modified version of the MetaMap tool. Of over 1.4 million posts, 41,216 were used to analyze symptoms (undiagnosed conditions) and disorders (physician-diagnosed terminology) associated with EC use. For each post, sentiment (positive, negative, and neutral) was also assigned.

Results: Symptom and disorder data were categorized into 12 organ systems or anatomical regions. Most posts on symptoms and disorders contained negative sentiment, and affected systems were similar across all years. Health effects were reported most often in the neurological, mouth and throat, and respiratory systems. The most frequently reported symptoms and disorders were headache (n=939), coughing (n=852), malaise (n=468), asthma (n=916), dehydration (n=803), and pharyngitis (n=565). In addition, users often reported linked symptoms (eg, coughing and headache).

Conclusions: Online forums are a valuable repository of data that can be used to identify positive and negative health effects associated with EC use. By automating extraction of online information, we obtained more data than in our prior study, identified new symptoms and disorders associated with EC use, determined which systems are most frequently adversely affected, identified specific symptoms and disorders most commonly reported, and tracked health effects over 7 years.

(J Med Internet Res 2020;22(1):e15684) doi:10.2196/15684
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Introduction

Background

At the time of their introduction 10 years ago, there was little information on the health effects associated with electronic cigarettes (ECs); nevertheless, they were often considered safer than conventional cigarettes because they do not burn tobacco and therefore produce aerosols with fewer chemicals. Since their introduction, a wide range of studies concerning the health effects associated with ECs have been conducted using various approaches that include online informatics and survey studies [1-6], short-term physiological assessments of EC use on human health [7,8], and in vitro and in vivo cytotoxicity studies [9-15].

Although these studies are limited mainly to acute exposures, they often suggest that EC use is not harm free [16]. Summaries of the health effect data and case report information on ECs can be found in 2 recent reviews [17,18].

Infodemiological approaches, which mine data from the internet and social media, have yielded new information such as EC topography and the effects of EC use on human health [1,19-22]. For example, in a previous study, we mined internet data on EC puffing topography and showed that puff duration is about twice as long for EC users than conventional smokers [22]. In addition, topography is highly variable among EC users, who generally intake much larger volumes of aerosol than cigarette smokers [23]. In our prior infodemiological study, we mined information manually from major EC online health forums and identified numerous negative and some positive health effects that users attributed to ECs [1]. This was a useful approach; however, manual mining methods are labor intensive, limit the number of posts that can be reasonably extracted and analyzed, and are not practical for examining large amounts of data over time.

**Objectives**
The objective of this study was to use automated computer methods to mine an online forum and extract a large set of posts dealing with the effects of EC use on human health. These data were analyzed to identify the symptoms (undiagnosed conditions) and disorders (physician-diagnosed terminology) associated with EC use. Data were analyzed over a 7-year period, and the sentiment in each post (positive, negative, and neutral) was determined.

**Methods**

**Datasets**
We collected data posted between January 2008 and July 2015 on a large EC discussion forum. Data from 2008 and 2015 were each collected for approximately 6 months. We analyzed the layout of the website and built a crawler in Java using the Java library jsoup [24], which is designed to extract and parse information from HTML pages. The posts were collected from 7 subforums. The total number of discussion threads was 2330 and the total number of posts was 1,450,896. As the primary goal of this study was to evaluate the health effects produced by ECs, we focused on those posts that belonged to the 7 health subforums, which contained 41,216 posts. We emphasize that all collected data are publicly available, including discussion threads and users’ information. Figure 1 shows the overall pipeline used for our analysis.

**Figure 1.** Online forum data pipeline showing processing, post sorting, and classification workflow.

**Medical Concepts**
We used a modified version of the MetaMap tool [25] to annotate each post with a set of medical concepts from the Unified Medical Language System (UMLS). UMLS is a repository of a large number of biomedical controlled vocabularies [26]. In UMLS, there are 15 high-level semantic groups, which were created to help reduce complexity by grouping the semantic types [27]. In this work, we analyzed 2 semantic types, *sign or symptoms* and *disorder or syndrome*, which belong to the *Symptoms* and *Disorders* semantic groups. Each concept in UMLS can be assigned to multiple semantic types, but only to 1 semantic group [27]. As MetaMap was built to annotate the natural language text in biomedical academic publications, it is not very effective out-of-the-box on social media posts, as it successfully maps the medical terms most of the time, and not the descriptive or nonmedical terms [28]. To improve the tool’s mapping efficiency, we manually examined and removed misclassified UMLS concepts generated by MetaMap by performing the following steps:

1. For the 2 semantic types (symptoms and disorders), we ordered the concepts by their frequencies.
2. We analyzed the different terms mapped to each concept.
3. We removed the misclassified concepts from our results. Examples of misclassified concepts include:
mod, which refers to vape mods, was mapped to Type 2 diabetes mellitus (C0011860)
b. ect, which is a type of vape mod, was mapped to Benign Rolandic epilepsy (C2363129)
c. pic was mapped to Punctate inner choroidopathy (C0730321)

For each semantic type, we reported the most frequent disorders and symptoms overall and by year.

**Sentiment**

To measure the positive and negative health effects produced by EC use, we used a supervised learning classifier (Random Forest) on a set of manually labeled posts to predict the sentiment for unseen posts. We randomly selected 1080 posts, which were labeled independently by 3 of the authors as the following:

- **Negative**: if a post clearly contained a health effect or unpleasant experience or complaint that co-occurred with the use of EC.
- **Positive**: if a post clearly mentioned a health improvement or a recovery from previous health effects when switching from smoking analogs to EC.
- **Neutral**: if a post did not express any sentiment.

Our interpretation of positive and negative is different from typical sentiment classifications, and mainly focuses on health-related effects. We first asked the labelers to categorize 400 posts, and then we measured the intercoder reliability between the labelers. Using ReCal [29], an online tool to calculate the reliability for the masses, the agreement was 80.53% using the Average Pairwise Percent Agreement measure.

Owing to the high agreement, the rest of the posts were split evenly among the labelers to categorize. Table 1 shows the class distribution of our sample data with examples for each class; 44.7% (179/400) of posts were labeled as negative, 38.5% (154/400) as neutral, and 16.7% (67/400) as positive.

**Table 1. Sample data summary.**

<table>
<thead>
<tr>
<th>Class</th>
<th>Posts, n</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>180</td>
<td>“I’ve only been vaping for 2 1/2 weeks, but I’ve already noticed a big difference in my lungs (after 20+ years of smoking). For example, I had a chest cold when I started, and in the past, once a cold moved into my chest it took a couple of months to get rid of it...E-cigs are pretty darn amazing, IMHO.” [sic]</td>
</tr>
<tr>
<td>Neutral</td>
<td>416</td>
<td>“I don’t [sic] think there are any tests since flavoring were not meant to be inhaled [sic]. I think we are taking our chances until [sic] some evidence comes out...”</td>
</tr>
<tr>
<td>Negative</td>
<td>484</td>
<td>“Hi Everyone, I have been using e-cigarette [sic] for the past 2 months and very disappointed [sic] that I have to stop, reason being my teeth, gums are sensitive and my tooth cracked yesterday, I have to have a crown fitted.8-o [sic]. I think that the nicotine is seriously not good for the mouth. My husband and work colleague [sic] have also reported sore gums, little sores in the mouth...”</td>
</tr>
</tbody>
</table>

Using Weka machine-learning toolkit v. 3.8.1 [30], we first filtered our sample data after many experiments using StringToWordVector class filter, which filters strings into N-grams using WordTokenizer class, with the following settings: (1) convert all words to lower case, (2) remove stop words, (3) stem words using Weka built-in stemmer, (4) keep only terms that appear at least twice, and (5) retain unigram, bigram, and trigram. We then split the sample data as follows: (1) 962 posts for the training test and (2) 118 posts for the test set. We then trained our data using the Random Forest classifier; however, the classifier’s initial accuracy was not satisfactory.

To improve the classifier’s accuracy, we needed to address a well-known issue in our sample data, which is the imbalanced class distribution [31]. The Positive class, as seen in Table 1, only covers 16.7% (67/400) of the data, whereas the Neutral class covers 38.50% (154/400) and the Negative class covers 44.7% (179/400). Thus, we oversampled the Positive class by duplicating the posts which were labeled Positive in the training set only. Table 2 shows the new class distribution for the training set, namely Training (extended). Another approach we used to improve the accuracy is annotating all the posts in the sample data with the ancestors of the medical concepts mentioned in the posts. For example, if pneumonia is mentioned in a post, then we append with Disorder of lung.

After using the new training set, the classifier’s accuracy increased from 66.95% to 75.42%. Table 3 reports for each class 3 different measures, including precision, recall, and F-measure. As seen in the table, the classifier is most accurate on the Negative class (F-measure=0.79), followed by Positive and Neutral classes.
Table 3. Test data classification accuracy (N=118).

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Posts, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>0.73</td>
<td>0.72</td>
<td>0.74</td>
<td>21</td>
</tr>
<tr>
<td>Neutral</td>
<td>0.67</td>
<td>0.77</td>
<td>0.71</td>
<td>39</td>
</tr>
<tr>
<td>Negative</td>
<td>0.84</td>
<td>0.74</td>
<td>0.79</td>
<td>58</td>
</tr>
<tr>
<td>Average</td>
<td>0.76</td>
<td>0.75</td>
<td>0.76</td>
<td>118</td>
</tr>
</tbody>
</table>

Data Categorization and Analysis

All health-related effects (symptoms and disorders) data reported by EC users in posts were collected iteratively and sorted into Microsoft Excel spreadsheets. The symptoms and disorders were further grouped according to the organ system and anatomical region, which we defined as systems previously [1]. When a symptom could have been associated with more than 1 system, the health effect was assigned to the system for which it had the strongest fit (e.g., improved sense of taste was assigned to sensory but could have been mouth/throat). Frequency distributions for the overall grouped data in each system for symptoms and disorders were plotted using GraphPad Prism (GraphPad, San Diego). In addition, the sentiment for each post was grouped according to their positive, neutral, and negative sentiment as described in the Methods section.

Results

Overall Frequency of Reported Symptoms and Disorders Classified by System or Anatomical Region

The 41,216 posts we collected spanned the years from 2008 to 2015 (2008 and 2015 were half years). We analyzed the frequency of reports for various symptoms and disorders by consolidating the reported health effects into structural or physiological systems (e.g., sore throat was classified into mouth and throat; Figure 2). The 5 systems that had the most reports for symptoms were neurological (n=3623), respiratory (n=1995), digestive (n=1637), mouth and throat (n=1390), and integumentary (n=853; Figure 2). The top 5 systems for disorders were respiratory (n=2972), mouth and throat (n=1986), neurological (n=1143), integumentary (n=1123), and immune (n=739; Figure 2). For both symptoms and disorders, a majority of the posts were associated with negative sentiment across all systems (Figure 2).

Figure 2. Frequency distribution of reported symptom (A) and disorder (B) posts grouped into their systems or anatomical regions. The frequency of positive, neutral, and negative posts is shown for symptoms (A) and for disorders (B).

Symptom and Disorder Frequency and Sentiment Distribution Over Time

After examining overall frequency distribution for all posts, we grouped the posts according to their years for analysis in their symptom or disorder categories. Across all years for both symptoms and disorders, we found the frequency distribution of reports per year. In addition, the posts for symptoms and disorders were categorized according to sentiment (positive, negative, and neutral), and their frequency per year was summarized in stacked bar graphs for each year (Figure 3).
Figure 3. The frequency distribution of positive, neutral, and negative sentiment was assigned for reported symptoms (A-H) and disorders (I-P).

For the symptoms, the posts with the most reports were consistently found in the neurological, respiratory, digestive, integumentary, and mouth and throat systems. For all years except 2008, the neurological and respiratory systems were the top 2 systems. The digestive, integumentary, and mouth and throat alternated in some years, but were generally in the top 5 systems with the most posts in each of the years.

Similarly, the posts containing disorders associated with EC use had similar results for their top 5 system categories across the 7 years of reporting. The 2 top systems reported between 2008 and 2012 were the respiratory and mouth/throat. Alternating in the top 5 disorders were the integumentary, neurological, and immune systems.

Negative sentiment was associated with most symptoms and disorders in each system or anatomical region (Figure 3), with some increases reported in positive health effects in 2015 for the disorders (Figure 3). It should also be noted that we only...
have partial reporting for 2015 because data collection was terminated by the EC forum.

**Specific Symptoms and Disorders in Systems With the Most Reports**

Heat maps were made by plotting the frequency with which individual symptoms/disorders occurred for all 41,216 posts (Figures 4 and 5; Multimedia Appendices 1 and 2). Symptoms with fewer than 2 posts are listed in Multimedia Appendix 3. The total number of negative and positive posts for each symptom or disorder is shown on a log scale ranging from high (red) to low (blue). White represents a zero-post frequency. Numerous negative symptoms were reported for each system. Typically, about 16.52% (6807/41,216) of the symptoms were reported frequently (red), while the majority often occurred in fewer than 100 posts (blue to purple). In the neurological system, the most common symptoms included: headaches (n=939), fatigue/tired/malaise (n=468), nausea (n=290), dizziness (n=183), and lightheadedness (n=113; Figure 4). In the respiratory system, the negative effects included: coughing (n=852), wheezing (n=298), dyspnea (n=235), and excessively deep breathing (n=112). The most reported symptoms in the digestive system were: heartburn (n=327), cramping (n=303), flatus (n=176), and constipation (n=113). In the mouth/throat and integumentary systems, common symptoms were: pain in throat (n=643), harsh voice quality (n=175), pharyngeal dryness (n=147), itching skin (n=565), and dry skin (n=121; Figure 4).

Other commonly reported symptoms involved aching and chest pains as well as immune symptoms related to the cold and flu. Although positive symptoms were not frequently reported in this online forum, those reports that were posted most often dealt with improvements in the neurological (n=77), respiratory (n=60), digestive (n=19), and mouth and throat (n=18) systems (Figure 4). In the neurological system, these include improvement in tiredness (n=12) and insomnia (n=8). For respiratory system, these symptoms included improvements in wheezing (n=17), dyspnea (n=14), and coughing (n=8). In the digestive and mouth and throat systems, improvements were found in cramp (n=5) and halitosis (n=5). Other systems and anatomical regions had fewer than 10 total positive reports.

For each system/anatomical region, there were 1 to 3 top disorders. In the respiratory system, the most common disorders were asthma (n=916), chronic obstructive pulmonary disorder (COPD; n=471), pneumonia (n=367), and bronchitis (n=232; Figure 5). In mouth and throat, the most common disorders were pharyngitis (n=565), apathyism (n=377), and ulcer of mouth (n=207). The most reported disorders in the neurological system were dehydration (n=403) and migraine (n=103). Most disorders were reported in the respiratory, mouth and throat, neurological, integumentary, and immune systems (Figure 5), whereas the remaining systems had fewer reported disorders (Multimedia Appendix 2).
Figure 4. Heat map of specific symptoms reported in the neurological, respiratory, digestive, mouth and throat, and integumentary systems. The total number of posts for each symptom is shown on a log scale ranging from high (red) to low (blue).
Figure 5. Heat map of specific disorders reported in the respiratory, mouth and throat, neurological, integumentary, and immune systems. The total number of posts for each disorder is shown on a log scale ranging from high (red) to low (blue).

To compare the frequency with which different symptoms/disorders appeared across different systems, frequency distribution graphs were created (Figures 6 and 7). Graphs show only those symptoms/disorders with over 100 posts (Figures 6 and 7). These data were sorted by negative sentiment as negative effects were most commonly reported and were of most interest. In total, 25 symptoms and 22 disorders had over 100 posts. The top 5 symptoms in the 41,216 posts were: headache, coughing, pain in throat, itching, and malaise (Figure 6). The top 5 disorders in the dataset were dehydration, asthma, pharyngitis, common cold, and aptialism (Figure 7). These symptoms and disorders are the most commonly reported conditions in our dataset.
Figure 6. Frequency distribution of specific symptoms with over 100 posts and frequency distribution of their systems or anatomical regions (inset). Digest.: digestive; Integ.: integumentary; Mo./Th.: mouth and throat; Musc./Skel.: muscular/skeletal; Neuro.: neurological; Resp.: respiratory.

Specific symptoms in various systems (>100 reports)

Digestive: Digestive; Integumentary: Integumentary; Mouth and throat: Mouth and throat; Muscular/skeletal: Muscular/skeletal; Neurological: Neurological; Respiratory: Respiratory.
Specific disorders in various systems (>100 reports)

- Dehydration (Neuro.)
- Asthma (Resp.)
- Pharyngitis (Mo./Th.)
- Common cold (Immune)
- Apyralism (Mo./Th.)
- COPD (Resp.)
- Acne (Integ.)
- Gastroesophageal reflux disease (Digest.)
- Pneumonia (Resp.)
- Urticaria (Integ.)
- Bronchitis (Resp.)
- Myocardial infarction (Circ.)
- Ulcer of mouth (Mo./Th.)
- Minor oral sphincter ulceration (Mo./Th.)
- Sinusitis (Resp.)
- Diabetes mellitus (Endoc.)
- Dental caries (Mo./Th.)
- Herpes labialis (Mo./Th.)
- Acne vulgaris (Integ.)
- Migraine (Neuro.)
- Cerebrovascular accident (Neuro.)
- Pneumoconiosis due to silica (Resp.)

Identification of Frequently Reported Paired Symptoms

A total of 46 paired symptoms were frequently reported (Figure 8; Multimedia Appendix 4). Those with over 30 reports included a combination of neurological-neurological symptoms (eg, nausea and headache), respiratory-respiratory symptoms (eg, wheezing and coughing), and/or neurological-respiratory-mouth and throat symptoms (eg, pain in throat and headache; coughing and headache). The results in the top symptom pairings reflect the abundance of symptoms reported in their respective categories. As for those pairings occurring in less than 30 posts, various combinations of neurological, respiratory, integumentary, and digestive related symptoms.
Discussion

Principal Findings

The internet is a dynamic resource containing information that can be mined to learn about the health effects associated with EC use. In our previous study, we manually mined 632 posts from 3 online EC forums to identify both positive and negative health effects reported by EC users [1]. Manual mining of such information is time consuming, labor intense, and limited by the number of posts that can be realistically evaluated. To take additional advantage of the internet as a repository of EC-related health information, we developed an automated method that was used to extract over 1 million posts from an EC forum. These posts were then filtered to yield over 41,000 health-related posts for detailed analysis. By automating the extraction process, we collected 100 times more posts for analysis and tracked responses over 7 years, an option that would be too time consuming to perform manually. The data showed a variety of positive and negative symptoms/disorders, demonstrating that the internet is a valuable resource for acquiring new data related to EC usage and their associated health effects.

The results from this study are in overall good agreement with our prior publication [1]. In both studies, the neurological and respiratory systems were most often reported to have adverse effects associated with EC use. Both studies reported similar positive and negative health effects in various systems, and within all systems, a small number of self-reported symptoms and disorders occurred at high frequency (Figures 6 and 7). However, with the power of automated mining, we were also able to (1) identify numerous symptoms and disorders, many of which were not previously reported, along with their frequencies; (2) report new data in the disorders category for each system; (3) identify those symptoms/disorders that users have reported most frequently which will be of interest to health care providers treating patients using EC products; (4) show that health effects were similar over a 7-year period; (5) evaluate positive and negative sentiments for symptoms and disorders; (6) evaluate symptoms that are linked to each other; and (7) identify top symptoms (eg, wheezing) and disorders (eg, asthma, COPD, and pharyngitis) that are associated with inflammation. In addition, some symptoms (eg, headache and nausea) and disorders (eg, pneumonia) that occurred with the highest frequency in the neurological and respiratory system have also appeared in a number of case reports in the EC literature [17,32-35]. Also, in agreement with our prior study, some reported health outcomes attributed to EC use were positive [1]. These included reduction in symptoms such as coughing and wheezing and disorders such as asthma, COPD, and common cold. It is very likely that there were real health benefits for some individuals, especially for those switching from conventional to EC use, and this is supported by other publications [36-38].

There are numerous reports on the health effects of EC, many of which are in agreement with our data. In the neurological system, the most commonly reported adverse symptoms we observed included headache, fatigue, nausea, dizziness, and seizures, which have also been reported in human studies [39-42]. Headaches have been reported to the Food and Drug Administration (FDA) by EC users [43], they were a common side effect in various surveys and online studies [4,44-46] and were reported in human studies in which participants used different EC devices and refill fluids with varying nicotine concentrations [47-49]. In 1 case report, an adult male experienced severe headaches/migraines and seizures for 1 week before being diagnosed with reversible cerebral vasospasm syndrome related to EC use [32], and in a second case, an adolescent female developed persistent daily headaches after a single EC use [50]. Nausea and dehydration were commonly reported symptoms and disorders of the neurological system.
These symptoms have been associated with headache and fatigue/tiredness [51-54]. In our study, headache and nausea were frequently reported together, demonstrating that symptoms associated with EC use may be linked. The frequency distribution showing symptoms and disorders with over 100 posts also revealed that digestive symptoms such as heartburn and circulatory disorders such as myocardial infarction were highly reported. Digestive symptoms related to EC use have not been previously focused on and may be important to pay attention to, and disorders such as myocardial infarction associated with EC have recently received more attention from epidemiology studies [55].

For the respiratory system, the most frequently reported symptoms included coughing, wheezing, and dyspnea, and the top paired respiratory symptoms were coughing-wheezing. In the national Population Assessment of Tobacco Health (PATH) and in some human surveys, EC use was associated with increased wheezing (an important potential risk factor for respiratory disease) [56-59]. In our study, the top disorders were asthma, COPD, pneumonia, bronchitis, and sinusitis, which have a common theme of inflammation. Human studies and surveys have shown that adolescents and adults associated chronic bronchitis symptoms (eg, cough, phlegm, or dyspnea) with EC use [57,58]. Epidemiological studies have linked EC use to both COPD and asthma [56], and the PATH study showed that dual use of EC and conventional cigarettes aggravated this risk [56]. Frequently reported respiratory disorders in our study such as pneumonia and bronchitis have appeared in several EC case reports, most of which deal with lung inflammation and pneumonia-linked incidents [34,35,60,61]. Some of the patients in these case reports had no preexisting health conditions but presented with coughing, wheezing, and dyspnea. They typically recovered from their respiratory disorders after discontinuing EC use.

The circulatory, mouth/throat, chest, integumentary, and immunological systems were also affected by EC use in our study. Symptoms such as pain in throat, dry skin, pounding heart, and chest pain have been reported in survey/human EC studies [62]. Myocardial infarction, which was a top disorder for the circulatory system in our data, has been described in a case report after the patient used an EC with high nicotine [63]. A link between EC use and myocardial infarction was also found in a recent national survey adjusted for conventional smoking and other risk factors [55]. EC users are potentially susceptible to periodontal disease and increased plaque formation, which could lead to dental caries (also reported in our paper) [64]. Other reported disorders in our study, such as common cold and diabetes mellitus, are immunologically based, and multiple studies have shown EC aerosol exposure can induce inflammatory response [65]. Mice exposed to EC aerosol have impaired pulmonary viral and bacterial clearance ability that can lead to increased bacterial resistance, implying that EC users are more susceptible to cold and flu, a common complaint in our online studies. Experimental studies have further demonstrated that EC aerosol exposure can result in oxidative stress [13,66,67], suggesting chronic use could trigger inflammation, leading to progressive inflammatory disorders in the respiratory system.

Electronic Cigarette Aerosol Chemicals That May Produce Adverse Health Effects

EC refill fluids and aerosols are complex mixtures that contain flavor chemicals, solvents, nicotine, and metals that could contribute to adverse health effects (Table 4). Although most flavor chemicals in EC are generally regarded as safe (GRAS) for ingestion, their inhalation safety has usually not been established [68]. Some EC products contain high concentrations of flavor chemicals that exceed the National Institute of Occupational Safety and Health limits [69-75] and the concentrations normally used in consumer products [71,72]. Many EC flavor chemicals are classified as irritants [72] and are cytotoxic when tested in vitro at concentrations below those in EC products [71,72]. Cinnamaldehyde, which is used in refill fluids including those that do not have cinnamon in their name [10], is highly cytotoxic in the 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide [10,69] and impaired respiratory response in immunological assays [76-78] and in vivo assays. In cell, animal, and human studies, EC flavor chemicals (eg, citrus/fruit and chocolate) caused an increase in reactive oxygen species leading to tissue and DNA damage and inflammation [67], which could in turn lead to mutations and disease progression. Some flavor chemicals, such as alcohols and phenols, can dilate blood vessels and cause headache, nausea, and fatigue. Prolonged inhalation of flavor chemicals, such as benzaldehyde, ethyl butanoate, diacetyl and its derivatives (2,3-pentadione, acetoin), triacetin, and limonene can elicit headaches, dizziness, and/or respiratory symptoms. Diacetyl (2,3-butanediolone), a diketone associated with respiratory symptoms (wheezing and shortness of breath) and bronchiolitis obliterans, is in some EC refill fluids and can form as a reaction product during aerosolization [70,74]. Additional reaction products that form in EC aerosols (eg, aldehydes, acetals, and oxides) can be harmful to humans and elicit various symptoms, including pain.
### Table 4. Examples of chemical components in electronic cigarettes that may cause major symptoms/disorders with reference citations of studies.

<table>
<thead>
<tr>
<th>Symptom/disorder</th>
<th>System</th>
<th>Flavor chemicals (study)</th>
<th>Metals (study)</th>
<th>PG(^a)/VG(^b)/byproducts (study)</th>
<th>Nicotine (study)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Headache</td>
<td>Neurological</td>
<td>[79,80]</td>
<td></td>
<td>[81-83]</td>
<td>[51,52,84,85]</td>
</tr>
<tr>
<td>Fatigue/malaise</td>
<td>Neurological</td>
<td>[89]</td>
<td></td>
<td>[90]</td>
<td>—</td>
</tr>
<tr>
<td>Dizziness</td>
<td>Neurological</td>
<td>[91]</td>
<td></td>
<td>[92,93]</td>
<td>—</td>
</tr>
<tr>
<td>Nausea</td>
<td>Neurological</td>
<td>[79,80]</td>
<td></td>
<td>[92]</td>
<td>[85,95]</td>
</tr>
<tr>
<td>Dehydration</td>
<td>Neurological</td>
<td>[91,98-100]</td>
<td></td>
<td>[62]</td>
<td>[101,102]</td>
</tr>
<tr>
<td>Coughing</td>
<td>Respiratory</td>
<td>[57,99]</td>
<td></td>
<td>[103]</td>
<td>—</td>
</tr>
<tr>
<td>Wheezing</td>
<td>Respiratory</td>
<td>[99]</td>
<td></td>
<td>[105,106]</td>
<td>[107]</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>Respiratory</td>
<td>[99]</td>
<td></td>
<td>[103,104]</td>
<td>[110]</td>
</tr>
<tr>
<td>Asthma</td>
<td>Respiratory</td>
<td>[99,109]</td>
<td></td>
<td>[92,103,104]</td>
<td>—</td>
</tr>
<tr>
<td>COPD(^d)</td>
<td>Respiratory</td>
<td>[111]</td>
<td></td>
<td>[92]</td>
<td>[110]</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>Respiratory</td>
<td>—</td>
<td></td>
<td>[103]</td>
<td>—</td>
</tr>
<tr>
<td>Bronchitis</td>
<td>Respiratory</td>
<td>[111,112]</td>
<td></td>
<td>[113]</td>
<td>—</td>
</tr>
<tr>
<td>Sinusitis</td>
<td>Respiratory</td>
<td>[79,114]</td>
<td></td>
<td>[115]</td>
<td>[114]</td>
</tr>
<tr>
<td>Pain in throat</td>
<td>Mouth and throat</td>
<td>—</td>
<td></td>
<td>[103]</td>
<td>[101]</td>
</tr>
<tr>
<td>Dental caries</td>
<td>Mouth and throat</td>
<td>[116]</td>
<td></td>
<td>[117]</td>
<td>[118]</td>
</tr>
<tr>
<td>Itching/urticaria</td>
<td>Integumentary</td>
<td>—</td>
<td></td>
<td>[119-121]</td>
<td>[122]</td>
</tr>
<tr>
<td>Dry skin</td>
<td>Integumentary</td>
<td>—</td>
<td></td>
<td>[124]</td>
<td>—</td>
</tr>
<tr>
<td>Acne</td>
<td>Integumentary</td>
<td>—</td>
<td></td>
<td>[125]</td>
<td>[126,127]</td>
</tr>
<tr>
<td>Heartburn</td>
<td>Digestive</td>
<td>—</td>
<td></td>
<td>[129]</td>
<td>—</td>
</tr>
<tr>
<td>Cramp</td>
<td>Digestive</td>
<td>—</td>
<td></td>
<td>[129]</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)PG: propylene glycol.

\(^b\)VG: vegetable glycerin.

\(^c\)Lack of evidence in referenced literature.

\(^d\)COPD: chronic obstructive pulmonary disorder.

Elements/metals (eg, aluminum, copper, cadmium, chromium, iron, nickel, silicon, lead, cobalt, and zinc) have been identified in EC aerosols [130,131]. In studies not involving ECs, these elements/metals have been linked to neurological (headache, nausea, and dizziness) and respiratory (eg, coughing, wheezing, shortness of breath, and bronchial/pulmonary irritations impairment) symptoms [132]. A positive correlation has been reported between human EC use and internal concentrations of nickel and chromium [133]. We found *pneumoconiosis due to silica* frequently reported by users, which could be caused by silica particles in EC aerosols [130]. Inhalation of silicon particles can elicit cough, inflammation, and lung fibrosis [134]. Although there is not a consensus on whether element/metal concentrations in EC aerosols are high enough to produce these effects [135], some evidence suggests that they could be a factor [130,136]. A female patient with no history of allergic disease tested positive for nickel allergy after being diagnosed with dermatitis caused by corrosion of the EC device [119]. Some of the top symptoms and disorders in our study also relate to inflammation of the skin (eg, itching and eczema), and this may be attributed to direct exposure and allergic reactions to EC products [119,120].

Propylene glycol and glycerin, 2 solvents in EC aerosols, are generally considered safe for ingestion; however, they are known respiratory tract and integumentary irritants [137]. When heated, propylene glycol can produce toxic aldehyde reaction products, such as acetaldehyde and formaldehyde [138], which can cause cellular and tissue damage in the body [67]. Inhalation of aldehyde fumes can cause dizziness, nausea, and headaches in humans [113], and formaldehyde can cause coughing, wheezing, pneumonia, bronchitis, and neurological and cardiovascular symptoms (eg, headaches, nausea, heart palpitations) [139]. Inhalation of propylene glycol mists can elicit both neurological and respiratory symptoms, such as nausea, wheezing, shortness of breath, and cough [101,140] and can exacerbate asthma [101,140]. Propylene glycol and glycerin produce 15 different aerobic thermal degradation products through hydrogen abstraction, oxidation, and cleavage reactions [138]. Several of these (eg, formaldehyde, formic acid, acetaldehyde, and acrolein) are carcinogens or have genotoxic potential [141,142]. Some of these byproducts are hemiacetals (such as formic acid and formaldehyde), which equilibrate and persist in the aerosols inhaled by the users.

Nicotine, a major component in most EC fluids, has various neurological, respiratory, digestive, mouth/throat, and circulatory...
Recently, an e-cigarette, or vaping, product use associated lung injury (EVALI) epidemic has been identified by the Centers for Disease Control and Prevention (CDC) [147]. As of December 2019, at least 2409 cases of lung injury have been reported to the CDC from 50 states, the District of Columbia, and 2 US territories [147]. In addition, 52 deaths associated with vaping were confirmed by 26 states and the District of Columbia [147]. Some of the commonly reported symptoms in presenting patients included chest pain, shortness of breath, cough, nausea, vomiting, diarrhea, fever, chills, fatigue/malaise, and headache [148-150], all of which are reported in this study. In addition to lung-related disease, some case reports included neurological and gastrointestinal symptoms [148,150], which overlap those found in our study.

The sudden uptick in health-related symptoms and conditions related to vaping comes at least 10 years after the products have gained widespread popularity in the United States, including the rise in popularity of JUUL and marijuana (THC) vape products. Our data show that many of the symptoms characterizing the current patients have been reported online for at least 7 years, suggesting that cases similar to those in the current epidemic have existed previously and been unreported or not linked to vaping. Our data further suggest that this epidemic will continue to grow given the many reports of symptoms characteristic of EVALI on the internet. The specific causes of the reported health effects are not yet known, but it is important to continue vigilant reporting of cases, tracking symptoms, and ongoing research on the health effects related to EC use to understand and contain the vaping epidemic.

**Limitations**

Our data may underestimate positive health effects, which EC users are less likely to post on online forums. The factors causing the symptoms and disorders reported by EC users could be complex and will require further investigations. Demographic data on the study population were not extractable. It is not known if any individuals were dual users or if they had preexisting health conditions that may have affected their response to EC.

**Conclusions**

This study is the first to use automated methods to analyze posts on an EC website over a span of 7 years and to identify the symptoms and disorders most frequently reported online by EC users. We demonstrate the value of using automated methods to acquire and analyze large datasets thereby increasing the power of infodemiological analyses. In addition, from our dataset, we identified a condensed list of symptoms and disorders and ranked them according to post frequency. These symptoms and disorders reported in our study may be of interest to physicians and health care providers who are treating patients using EC and could potentially be reported more frequently by EC users. Moreover, informative data were collected from a large population of EC vapers irrespective of their EC products and individual topographies and was not limited to a small selection of EC products or human subjects, as is often the case with experimental studies and case reports. Data collected using our automated method contribute to the growing body of knowledge linking EC use to adverse health effects, mainly in the mouth and throat and the neurological, respiratory, digestive, and integumentary systems. Our study identified hundreds of negative effects that were not previously described in case reports and peer-reviewed literature. The results from our study are in good agreement with previous surveys, human studies, and case reports. Although many of the symptoms that were reported with high frequency are not life-threatening (eg, headache, coughing, heartburn, sore throat), they can be disabling and reduce the quality of life. Of particular concern are the respiratory disorders that appeared with high frequency, such as asthma, COPD, pneumonia, and bronchitis, which not only severely impact the quality of life but may also be life threatening. Our data support the idea that EC use is not free of adverse health effects and that it is important to continue tracking the health of EC users. Advances in internet data mining provide a novel method for monitoring the health of EC users over time. Infodemiological data gathered on EC users will be valuable to physicians, regulatory agencies, and the users themselves.
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**Multimedia Appendix 1**

Supplementary Figure 1: Heat map of symptoms less frequently reported in forums along with their associated systems. The total number of posts for each symptom is shown on a log scale.
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**Multimedia Appendix 2**

Supplementary Figure 2: Heat map of disorders less frequently reported in forums along with their associated systems. The total number of posts for each disorder is shown on a log scale.
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**Multimedia Appendix 3**

Supplementary Table 1: Listing of all symptoms not included in heat map.
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**Multimedia Appendix 4**

Supplementary Table 2: Listing of all linked symptoms by frequency.
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Abstract

Background: As the process of producing official health statistics for lifestyle diseases is slow, researchers have explored using Web search data as a proxy for lifestyle disease surveillance. Existing studies, however, are prone to at least one of the following issues: ad-hoc keyword selection, overfitting, insufficient predictive evaluation, lack of generalization, and failure to compare against trivial baselines.

Objective: The aims of this study were to (1) employ a corrective approach improving previous methods; (2) study the key limitations in using Google Trends for lifestyle disease surveillance; and (3) test the generalizability of our methodology to other countries beyond the United States.

Methods: For each of the target variables (diabetes, obesity, and exercise), prevalence rates were collected. After a rigorous keyword selection process, data from Google Trends were collected. These data were denormalized to form spatio-temporal indices. L1-regularized regression models were trained to predict prevalence rates from denormalized Google Trends indices. Models were tested on a held-out set and compared against baselines from the literature as well as a trivial last year equals this year baseline. A similar analysis was done using a multivariate spatio-temporal model where the previous year’s prevalence was included as a covariate. This model was modified to create a time-lagged regression analysis framework. Finally, a hierarchical time-lagged multivariate spatio-temporal model was created to account for subnational trends in the data. The model trained on US data was, then, applied in a transfer learning framework to Canada.

Results: In the US context, our proposed models beat the performances of the prior work, as well as the trivial baselines. In terms of the mean absolute error (MAE), the best of our proposed models yields 24% improvement (0.72-0.55; P<.001) for diabetes; 18% improvement (1.20-0.99; P=.001) for obesity, and 34% improvement (2.89-1.95; P<.001) for exercise. Our proposed across-country transfer learning framework also shows promising results with an average Spearman and Pearson correlation of 0.70 for diabetes and 0.90 and 0.91 for obesity, respectively.

Conclusions: Although our proposed models beat the baselines, we find the modeling of lifestyle diseases to be a challenging problem, one that requires an abundance of data as well as creative modeling strategies. In doing so, this study shows a low-to-moderate validity of Google Trends in the context of lifestyle disease surveillance, even when applying novel corrective approaches, including a proposed denormalization scheme. We envision qualitative analyses to be a more practical use of Google Trends in the context of lifestyle disease surveillance. For the quantitative analyses, the highest utility of using Google Trends is in the context of transfer learning where low-resource countries could benefit from high-resource countries by using proxy models.

(J Med Internet Res 2020;22(1):e13347) doi:10.2196/13347)
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Introduction

Background and Prior Work
Public health surveillance is the systematic collection, analysis, and interpretation of health-related data to be used by those responsible for preventing and controlling disease and injury [1]. One of the most common examples of public health surveillance involves what is known as disease surveillance. Disease surveillance is traditionally accomplished through a system of manual surveys, or mandatory reporting by the doctors to the government. However, such a system is costly, prone to missing new and rare events, and has a high time lag. Hence, in the past decade, there has been an increase in the use of Web-based data for disease surveillance with the goal of supplementing, not replacing, traditional methods.

One of the first applications of Web-based disease surveillance was the tracking of influenza using Web-based search behavior. A seminal study on this was carried out by Ginsberg et al [2] in the creation of Google Flu Trends (GFT). The purpose of GFT was to monitor health-seeking behavior by analyzing Google search queries to track influenza-like illness (ILI) in a population. Although, the system shut down in 2015 for overestimating the influenza epidemics [3], it started a whole line of research using Google Trends to nowcast anything from US presidential elections [4], to fertility rates [5], stock prices [6], box office sales [7], and other economic indicators [8]. But more than anything, it set a precedent for using Web search data for nowcasting and monitoring diseases [9].

Most of the work on disease surveillance focuses on fast-moving infectious or communicable diseases where the goal is to predict the disease outbreak as early as possible [10]. In this domain, previous work includes using data for predicting influenza in South China [11], using Google Trends to determine relationship between sexually transmitted infection (STI)–related search engine trends and STI rates [12], and the use of other search engines such as Yahoo for surveillance of influenza in the United States [13].

However, noncommunicable diseases (NCDs) or lifestyle diseases, such as obesity, smoking, diabetes, depression, or lack of physical activity, account for a far larger share of both the US and global health care system’s cost. According to the World Health Organization, lifestyle diseases are responsible for around 70% of all deaths globally every year [14]. In the United States, the economic burden of obesity-related diseases alone is around US $190 billion [15]. This makes tracking of these diseases important for timely allocation of resources and implementation of interventions such as taxation, policy changes, or public health campaigns. However, the current traditional methods of surveillance used in the United States are costly, labor-intensive, and time-consuming. In the international setting, most countries do not even have such surveillance systems, and lack data and statistics about population behavior and disease risk factors. This has triggered researchers to use data on the Web, and specifically Web search activity as a proxy to predict the prevalence of NCDs.

Google Trends is one of the most popular tools for analyzing Web search activity. Research in the domain of using Google Trends covers anything from the prediction of suicide risks, depression, shared migraine experiences, and stress in a population [16-21] to monitoring of nonsuicidal self-injury rates [22], correlational studies between Google Trends and actual suicide risk and rates [23-27], influence of seasons on the incidences of depression [28], study of psychological and social factors affecting internet searches related to suicide [29], seasonality in seeking of mental health information [30], low validity of Google Trends in forecasting suicidal risk [31], the infoveillance of cancer incidence rates [32,33], mortality rates [34], obesity [35], diabetes [36], dental caries [37-39], the behavioral forecasting and awareness of alcohol consumption rates, and drugs [17], seasonal variation in ophthalmology-related diseases [40], geographical variance in stroke prevalence [41], and a multitude of other relevant literature, a survey of which can be found in [9].

Existing Challenges in Modeling Noncommunicable Diseases With Google Trends Data
As illustrated above, the literature on the infodemiology and infoveillance of NCDs is extensive and diverse. However, almost all of it suffers from a fundamental problem when trying to build models—the scarcity of data. This is primarily a consequence of the slow-moving nature of most of the NCDs, as well as the lack of resources to conduct finer temporal surveillance. As a result, the surveillance data for lifestyle diseases are typically available on an annual basis as opposed to weekly basis for ILI. It is important to note that even if the finer temporal surveillance was possible, owing to the slow-moving nature of the NCDs, there would not be discernible changes in the data points to conduct any useful analysis as, for example, obesity rates are unlikely to change week over week. Notwithstanding the data scarcity issues in the temporal surveillance, most of the background literature still falls back on using time-series data to do some version of correlational studies. These analyses span across countries, states, cities, or metro areas. However, because Google Trends data are only available starting 2004, most of the temporal correlational studies for NCDs will have only as many data points as years passed since 2004: a maximum of 15 data points for a given location. This results in nonrobust time-series-based approaches as they are subject to overfitting. Another major limitation of these studies is the ad-hoc keyword selection. More concretely, most of the aforementioned literature resorts to using hand-picked keywords as features for the target variable at hand. This introduces an a priori bias and subjectivity in the predictive system, as well as the evaluation.

To deal with the first problem on the limitations of the temporal data, a few studies have tried to use state-level data to fit US national-level trends. In this regard, a relevant research was
carried out by Sarigul and Rui [35] on nowcasting obesity. They used manually selected terms and their correlations to predict regional obesity prevalence by modeling regional as well as temporal variations in the Google Trends data. However, their methods use ad-hoc keyword selection and tend to use a fitting approach without predictive out-of-sample evaluations.

Another relevant study has used spatial data to predict temporal trends. This research was carried out by Nguyen et al [42] and uses linear regression model along with Lasso regularization, modeling regional variation for different NCDs to predict prevalence by state for a particular target year. One novel contribution of their study is the semiautomated keyword selection process using semantically related terms as keywords. Unlike other studies, they perform an out-of-sample evaluation. However, one of their key shortcomings is the lack of an appropriate denormalization model as explained as follows: Although they train a model across space, they, then, apply it across time, without accounting for the fact that, within a given year, the spatial data are independently normalized by Google. Hence, although the individual spatial trends might be appropriate to track with these data, the national-level model would miss out on national trends in time. As an example, if the national search intensity for terms predictive of NCDs was to double from 2014 to 2015 with the relative spatial distribution remaining constant, then spatial data alone would not pick up such a temporal trend. In fact, it would treat 2014 exactly as 2015. To account for such national temporal variations, Phillips et al’s study on the relationship between state-level search behavior and the cancer incidence in the United States [32] uses time in years as a continuous covariate to control for temporal trends. However, due to the fundamental intricacies of the way Google normalizes its data, discussed in the next section, such an approach is not likely to generalize.

A very small subset of the background literature [30,31,37-40,43] explicitly tests the application of their models to other countries or geographic regions. In essence, most of the previously proposed surveillance models or techniques remain inconclusive in their generalizability to other spatial reference frames. To correct for this, we explore the utility of our approach in the international setting by using a transfer learning framework.

Finally, all of the literature on the surveillance of NCDs using Google Trends leaves out obvious yet important evaluation criteria: a comparison of their results to the trivial last year equals this year baseline. This is going to be one of the key themes of this paper while we evaluate the validity of Google Trends to predict the prevalence of NCDs.

A brief summary of the comparison of previous literature on the lifestyle disease surveillance using Google Trends in relation to our contribution across several metrics is presented in Table 1. The first column represents the literature surveyed; the second column represents if the literature used any sort of automation in terms of keyword selection; the third column surveys the type of data used in the study; the fourth column represents the inclusion of data denormalization if applicable; the fifth column surveys the type of evaluation used; the sixth column shows if the study compared its evaluation with a trivial baseline; the seventh column describes the geographical setting the study was based on; and the eighth column describes if any secondary evaluation of the proposed methodology is shown for a different geographical setting. In terms of the cell values, x represents missing; N/A represents not applicable; and ✓ represents available.

A very small subset of the background literature [30,31,37-40,43] explicitly tests the application of their models to other countries or geographic regions. In essence, most of the previously proposed surveillance models or techniques remain inconclusive in their generalizability to other spatial reference frames. To correct for this, we explore the utility of our approach in the international setting by using a transfer learning framework.

Finally, all of the literature on the surveillance of NCDs using Google Trends leaves out obvious yet important evaluation criteria: a comparison of their results to the trivial last year equals this year baseline. This is going to be one of the key themes of this paper while we evaluate the validity of Google Trends to predict the prevalence of NCDs.

A brief summary of the comparison of previous literature on the lifestyle disease surveillance using Google Trends in relation to our contribution across several metrics is presented in Table 1. The first column represents the literature surveyed; the second column represents if the literature used any sort of automation in terms of keyword selection; the third column surveys the type of data used in the study; the fourth column represents the inclusion of data denormalization if applicable; the fifth column surveys the type of evaluation used; the sixth column shows if the study compared its evaluation with a trivial baseline; the seventh column describes the geographical setting the study was based on; and the eighth column describes if any secondary evaluation of the proposed methodology is shown for a different geographical setting. In terms of the cell values, x represents missing; N/A represents not applicable; and ✓ represents available.
Table 1. A survey and comparison of previous literature across different metrics.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Bootstrapping key-word selection</th>
<th>GT data type</th>
<th>Data denormalization</th>
<th>Predictive evaluation</th>
<th>Comparison to trivial baseline</th>
<th>Geographical setting</th>
<th>Generalizability to other geographical setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leffler et al [40]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>United States, the United Kingdom, Canada, and Australia</td>
<td>x</td>
</tr>
<tr>
<td>Yang et al [28]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>Worldwide</td>
<td>x</td>
</tr>
<tr>
<td>McCarthy [18]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>x</td>
<td>United States</td>
<td>x</td>
</tr>
<tr>
<td>Hagihara et al [24]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>Japan</td>
<td>x</td>
</tr>
<tr>
<td>Sueki [25]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>Japan</td>
<td>x</td>
</tr>
<tr>
<td>Walcott et al [41]</td>
<td>x</td>
<td>State-level</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>United States</td>
<td>x</td>
</tr>
<tr>
<td>Yang et al [23]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>Taipei City, Taiwan</td>
<td>x</td>
</tr>
<tr>
<td>Ayers [30]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>United States, Australia</td>
<td>x</td>
</tr>
<tr>
<td>Bragazzi [22]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>Italy</td>
<td>x</td>
</tr>
<tr>
<td>Braun and Harréus [44]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>Germany</td>
<td>x</td>
</tr>
<tr>
<td>Breyer and Eisenberg [36]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>United States</td>
<td>x</td>
</tr>
<tr>
<td>Gunn III and Lester [21]</td>
<td>x</td>
<td>State-level</td>
<td>N/A</td>
<td>In-sample</td>
<td>x</td>
<td>United States</td>
<td>x</td>
</tr>
<tr>
<td>Ingram Plante [43]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>United States, Germany, the United Kingdom, and Canada</td>
<td>x</td>
</tr>
<tr>
<td>Willard and Nguyen [45]</td>
<td>x</td>
<td>State-level</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>United States</td>
<td>x</td>
</tr>
<tr>
<td>Bragazzi [46]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>x</td>
<td>Italy</td>
<td>x</td>
</tr>
<tr>
<td>Brigo et al [47]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>Worldwide</td>
<td>x</td>
</tr>
<tr>
<td>Bruckner et al [26]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>England and Wales</td>
<td>x</td>
</tr>
<tr>
<td>Sarigul et al [35]</td>
<td>x</td>
<td>State-level</td>
<td>x</td>
<td>In-sample</td>
<td>x</td>
<td>United States</td>
<td>x</td>
</tr>
<tr>
<td>Song et al [29]</td>
<td>x</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>N/A</td>
<td>Korea</td>
<td>x</td>
</tr>
<tr>
<td>Nguyen et al [42]</td>
<td>✓</td>
<td>State-level</td>
<td>x</td>
<td>Out-of-sample</td>
<td>x</td>
<td>United States</td>
<td>x</td>
</tr>
<tr>
<td>Wang et al [48]</td>
<td>✓</td>
<td>Temporal</td>
<td>N/A</td>
<td>In-sample</td>
<td>x</td>
<td>Taiwan</td>
<td>x</td>
</tr>
<tr>
<td>Ma-Kellams et al [19]</td>
<td>x</td>
<td>State-level</td>
<td>N/A</td>
<td>In-sample</td>
<td>x</td>
<td>United States</td>
<td>x</td>
</tr>
<tr>
<td>Parker et al [17]</td>
<td>x</td>
<td>State-level</td>
<td>x</td>
<td>Out-of-sample</td>
<td>x</td>
<td>United States</td>
<td>x</td>
</tr>
</tbody>
</table>
Generalizability to other geographical settings

Comparison to trivial baseline

Predictive evaluation

Data denormalization

GT data type

Studies | Bootstrapping keyword selection | GT data type | Data denormalization | Predictive evaluation | Comparison to trivial baseline | Geographical setting | Generalizability to other geographical setting
--- | --- | --- | --- | --- | --- | --- | ---
Burns et al [16] | x | Temporal | N/A | In-sample | N/A | United States | x
Cervellin et al [49] | x | Temporal | N/A | In-sample | x | Italy | x
Hassid et al [50] | x | Temporal | N/A | In-sample | N/A | United States | x
Lotto et al [38] | ✓ | Temporal | x | In-sample | N/A | United States, United Kingdom, Australia, and Brazil | ✓
Ojala et al [5] | ✓ | State-level, temporal | N/A | Out-of-sample | x | United States | x
Ricketts and Silva [34] | x | Temporal | N/A | In-sample | x | United States | x
Tran et al [31] | ✓ | Temporal | N/A | In-sample | N/A | United States, Germany, Austria, and Switzerland | ✓
Wehner et al [33] | x | Temporal | N/A | In-sample | x | United States | x
Aguirre et al [37] | ✓ | Temporal | x | In-sample | N/A | United States, United Kingdom, Germany, Brazil, France, India, Italy, Japan | ✓
Arendt [27] | x | Temporal | N/A | In-sample | x | Worldwide | x
Chandler [20] | x | State-level | x | In-sample | x | United States | x
Coogan et al [51] | x | Temporal | N/A | In-sample | x | Australia | x
Phillips et al [32] | x | State-level | x | In-sample | x | United States | x
Cruvinel et al [39] | ✓ | Temporal | x | In-sample | N/A | 10 South American Countries | ✓
This study | ✓ | State-level, temporal | ✓ | Out-of-sample | ✓ | United States | ✓

a: missing.
b: Not applicable.
c: available.
d: The values in italics signify how our study compares to those from the past literature across different metrics.

In summary, we identified the following key issues in the aforementioned background literature:

1. Ad-hoc keyword selection.
2. Overfitted temporal analysis.
3. Spatial analysis without appropriate denormalization.
4. Insufficient predictive evaluation.
5. Lack of evidence for generalization to other countries.
6. Failure to compare results to trivial baselines.

Study Objectives

The insufficient evaluation metrics, and methodological errors in the background review, set out a motivation to validate the use of Google Trends for nowcasting NCDs. Hence, in this study, we had 3 key objectives:

1. To use a corrective approach to first rectify the methodological shortcomings of the previous literature.
2. To study the limitations and promises of Google Trends in the context of its accuracy and robustness to predict national lifestyle disease trends.
3. To experimentally test the generalizability of this approach to other similar countries.
Methods

Study Design
The methods we used for our study differ from previous work, as explained above, in (1) how we select search terms for Google Trends to limit cherry picking, (2) how we denormalize Google Trends data to overcome certain limitations, (3) the focus on an out-of-sample evaluation rather than in-sample model fit, (4) the inclusion of a trivial baseline for comparison, and (5) a transfer learning setup to evaluate cross-country generalizability.

Terminology
To facilitate understanding of the description of our methodology, we have defined a set of key terms that we used frequently in this paper. These terms and their definitions are as follows:

**Offline Target Variable**
This refers to the variable of interest that we are monitoring. In our case, we monitored diabetes, obesity, and exercise.

**Offline Data**
For any offline target variable (such as diabetes), offline data are the actual regional or national prevalence of the condition. Although offline target variable refers to the name of the variable we are monitoring—say, Diabetes—offline data refers to actual numerical values pertaining to that variable—say, US state-level diabetes prevalence rates in 2014.

**Spatial Data**
For the purpose of this paper, spatial data refer to Google Trends’ Web search intensity for a given year and a particular keyword normalized across different US states.

**Temporal Data**
Temporal data refer to Google Trends’ US Web search intensity for a particular keyword normalized across different years.

**Offline Data Collection**
For each of the target variables, we collected the offline data across 15 years from 2004 to 2018 each year separately. This includes data for the 50 states (including Washington, DC and excluding Hawaii as offline data for Hawaii were unavailable for the year of 2004). For prevalence rates, we used the Center for Disease Control and Prevention’s Behavioral Risk Factor Surveillance System (BRFSS) [52].

**Keyword Selection**
In this phase, we used 3 tools for the keyword selection: (1) Google Correlate, (2) related search queries, and (3) Semantic Link, a Web-based service to find related terms. A subset of the resulting keywords from each of the 3 sources is presented in Table 2.

We bootstrapped the keyword selection process as follows, starting from a set of seed terms.

Table 2. The subset of unpruned keywords for different target variables.

<table>
<thead>
<tr>
<th>Target variable</th>
<th>Google Correlate</th>
<th>Semantic Link</th>
<th>Related Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>when i get up</td>
<td>insulin</td>
<td>diabetes symptoms</td>
</tr>
<tr>
<td></td>
<td>sell avon</td>
<td>polyphagia</td>
<td>signs of diabetes</td>
</tr>
<tr>
<td></td>
<td>medicine for dogs</td>
<td>ketoacidosis</td>
<td>prediabetes</td>
</tr>
<tr>
<td></td>
<td>very weak</td>
<td>cholesterol</td>
<td>icd 10</td>
</tr>
<tr>
<td></td>
<td>sugar level</td>
<td>hypertension</td>
<td>icd 10 type 2 diabetes</td>
</tr>
<tr>
<td>Obesity</td>
<td>catherines.com</td>
<td>abdominal</td>
<td>food delivery near me</td>
</tr>
<tr>
<td></td>
<td>dresses plus size</td>
<td>anorexia</td>
<td>lose fat</td>
</tr>
<tr>
<td></td>
<td>sims 3 games</td>
<td>BMI</td>
<td>myfitnesspal</td>
</tr>
<tr>
<td></td>
<td>lose 100 pounds</td>
<td>appetite</td>
<td>indeed.com</td>
</tr>
<tr>
<td></td>
<td>dresses plus</td>
<td>ADHD</td>
<td>pizza delivery</td>
</tr>
<tr>
<td>Exercise</td>
<td>transportation options</td>
<td>exercises</td>
<td>my fitness pal</td>
</tr>
<tr>
<td></td>
<td>best bike</td>
<td>aerobic</td>
<td>workout</td>
</tr>
<tr>
<td></td>
<td>bike laws</td>
<td>jogging</td>
<td>iPod</td>
</tr>
<tr>
<td></td>
<td>bike repair</td>
<td>gyms</td>
<td>quinoa gluten free</td>
</tr>
<tr>
<td></td>
<td>bike frame size</td>
<td>muscles</td>
<td>how to exercise</td>
</tr>
</tbody>
</table>

**Seed Terms**
For each target variable, we used 1 or 2 seed terms. For diabetes, we chose diabetes and diabetic, for obesity, we chose obesity and obese, and for exercise, we chose exercise. These seed terms were, then, used to generate other cooccurring terms in English Wikipedia using Semantic Link [53] as mentioned in the study by Nguyen et al [42]. Other methods to enhance related terms, such as those described in the study by Lampos et al [54] on using word embeddings could also be used.

**Google Correlate**
Google Correlate is a tool that takes either a temporal or a spatial series as input and returns a ranked list of Web search queries...
that are correlated across time or space [55]. For our purposes, we used the offline data for the year 2015 to determine top 30 to 40 keywords that strongly correlate across all the US states including Washington, D.C. We, then, pruned many of those keywords as has been described later.

**Related Search Queries**

We used a combination of the keywords selected in the aforementioned methods in Google Trends to output-related search queries.

**Pruning**

One of the most common methods to avoid overfitting is by using dimensionality reduction or by using regularized models. However, these methods do not guard against keywords with spurious correlations. For example, the query *sims 3 games* in Table 2 is one of the top 10 spatially correlated keywords for obesity. A less obvious example is the search term, *catherines.com*. Catherines is a store selling plus-size clothing and so search volume for *catherines.com* has an arguable causal connection to obesity. However, its search volume is also tied to its market share, which can change over time. As such, it might be a robust feature for a spatial-only model, but we decided to remove such *branded* search terms for temporal analysis. Finally, apart from removing nonsensical and branded search terms, we also removed any keywords with low search volume. All these selections are made in an effort to reduce overfitting and increase model robustness across time. A list of all the postpruning keywords used for this study for each of the target variables can be found in Multimedia Appendix 1.

**Google Trends Data Collection**

We used Google Trends to collect 2 kinds of data: spatial and temporal. For spatial data, we used each keyword-year combination as a query to Google Trends to get across-state data, that is, 50 data points for each keyword and each of the 15 years, 2004-2018. For temporal data collection, we collected data across the 15 years at the US national level rather than at the state level. This was done to reduce the required data collection effort by a factor of 50. Note that the state-level temporal trends are implicitly collected already as we have (1) the state-level data across the 15 years at the US national level rather than at the state level. This was done to reduce the required data collection effort by a factor of 50. Note that the state-level temporal trends are implicitly collected already as we have (1) state-level relative volumes within a given year, as well as (2) US national-level temporal trends across the years. We have explained how we combine these 2 types of data points to create a spatio-temporal model in following sections.

As Google Trends does not provide an official application programming interface, other than their export as .csv option, we made use of Python’s pytrends [56] package, which can be used to retrieve data from Google Trends. Regardless of which method is used to obtain the data, one caveat is that Google Trends’ data are not stable and that repeatedly asking for the same data can return different results. Concretely, since Google search volume index is calculated by a sampling method, the results even for historic data can fluctuate day to day [31,57]. To limit such fluctuations and instability in the search data, similar to [31], we sample and average each data point 10 times across time with a gap of a day between each sample for the United States, and 3 times across each sample for Canada. Another important detail is that Google Trends results for an individual term such as *diabetes* include search phrases such as *diabetes insulin or insulin diabetes* [58]. This can create collinearity for the results for different terms, which has to be taken into account when and if doing a post hoc feature analysis.

**Google Trends Data Normalization**

For both privacy and business reasons, Google Trends does not show absolute search volumes but only normalized search intensity, and it is important to understand the process of this normalization [59]. One of our contributions is a data calibration mechanism, which is based on a proper understanding of the underlying normalization procedure.

Concretely, search intensity is different from absolute search volume in that it measures the relative interest in a search term, that is, the fraction of all searches in the reference temporal or spatial unit. One desired consequence of this is that as Google’s user base grows over time, the search intensity does not trivially increase, making it potentially comparable across time.

Another point to understand is that there is a certain interplay between the search terms. For example, if the search volume for the keyword *justin bieber* was to go up 10-fold, with everything else remaining constant, then the relative search intensity for other terms would still drop (slightly), even though their absolute search volume remains unchanged.

The search intensity is normalized across time or across space depending on the mode of data collection. For example, when collecting temporal data across several years for the query *tomacco*, Google returns data such that the period with the highest relative search intensity corresponds to an arbitrary reference value of 100. All other temporal units are normalized with respect to this absolute maximum of 100, meaning that a value of 30 means that in a corresponding time unit, the relative fraction of searches matching the criteria was only 30% of what it is during the peak. Similarly, when getting search data across spatial units such as US states, the state with the highest search intensity is assigned a value of 100, and all other spatial units are normalized relative to the search intensity of that peak location.

In our setting, we combined data across both space and time. The primary reason behind doing that is to increase the number of training instances in an effort to compensate for the slow-moving nature of the NCDs. This, in turn, helps us to learn a national generalizable model. Combining spatial and temporal data requires undoing Google’s normalization for the following reason: within each year, data are normalized independently across space. Thus, the value of 100 in year 2014 for the state of California cannot be compared with the value of 100 in the year 2015 for the state of Texas. From 2014 to 2015, the overall search volume may have gone up or down, and spatial data alone do not reveal such information. By appropriately combining the spatial data with temporal trends, we are able to effectively undo Google’s normalization to correctly juxtapose the data for 2014 next to the data for 2015 such that a relative increase in numbers actually corresponds to a relative increase in search intensity.
To reconstruct the state-level contribution to the national value, we need to take into account the actual absolute search volume from each of the states. As those data are not available to us, we approximated that using the following 2 steps:

1. To undo the effect of spatial and temporal normalizations, we chose 2004 as a reference year r to rescale and denormalize year-state values as in equation (1) in Figure 1.

Here $\hat{x}_{ys}$ is the denormalized scalar value for year $y$ and state $s$. Furthermore, $G_l$ signifies that the data were collected via Google Trends, $G_l$ represents that data are spatial (where $l$ stands for location), that is, normalized across the US states by Google, represents the year, $s$ represents the state, and $G_l(x_{ys})$ represents a single state-level data point for the year $y$ obtained from Google Trends. $G_t$ represents that data are temporal (where $t$ stands for time), $G_t(z_r)$ represents the value of the corresponding keyword at the national level in year $y$ across time, that is, normalized across the different years, $G_t(z_r)$ represents the across-time value of the corresponding keyword in the reference year $r$, where for our purposes, $r=2004$. $\sum^n_i G_l(x_{ri})$ represents the sum of the regional distribution of the corresponding keyword in the reference year 2004 where $n$ is the number of states. $\sum^n_i G_l(x_{yi})$ represents the sum of the regional distribution of the corresponding keyword in the year $y$.

2. Another important insight to realize is that different regions in the United States contribute differently to the US national trends because of differences in absolute search volume. Regions with large populations, and large numbers of Google search users, such as California or New York, will have more of an impact on the national trend than regions with small populations. However, the relative search intensities normalize for different numbers of issued Google searches. Hence, to debias our data on the population level, after following step 1, we adjusted each value by a product of the population in each state multiplied by the internet penetration to get an approximate number of Google search users in each state. We collected the internet penetration rates from the BRFSS site [52]. Note that we do not need to have an absolute number of Google users. For our method to work correctly, all that matters is that we have a relative multiple of that (unknown) number.

As both state-level populations and internet penetration can change over time, ideally, we would want to use different correction factors for each year. However, as we observed that both population sizes and internet penetration rates increased fairly uniformly across all states, the correction factors for different years were correlated at the level of approximately .99. For this reason, we chose to apply only a single, static, set of state-level correction factors from the year 2015.

After following the denormalization procedure, we were left with a matrix where each year-state value can be compared with each other year-state value in a meaningful manner. This allowed us to, effectively, multiply our training data across different years and different states.

With steps 1 and 2, our final formula was as shown in equation (2) in Figure 1, where all the terms are same as the equation (1). $P_{ri}$ represents the population size for the reference year $r$ and state $i$. $P_{yi}$ represents the population size for the year $y$ and state $i$. $I_{ri}$ represents the internet penetration for the reference year $r$ and state $i$. $I_{yi}$ represents the internet penetration for the year $y$ and state $i$.

Note that the final output $x^{\hat{}}_{ys}$ is a scalar, indexed by both year $y$ and US state $s$.

For an example-based explanation of the denormalization process, see Multimedia Appendix 2 [60].

Figure 1. The equations for the proposed denormalization framework.
Regression Modeling

Even after our approach for obtaining our year-state data matrix, we did not have sufficient data to fit complex prediction models such as deep neural networks [61]. Hence, we fit (regularized) linear regression models to predict slow-moving trends such as diabetes, obesity, and exercise rates for the 50 states in the United States. We used Python’s scikit [62] library to fit our linear regression models. Concretely, given y as the ground truth and \( \hat{y} \) as the prediction, we fit a model of the form:

\[
\hat{y} = wx + b
\]

by minimizing the loss \( L \)

\[
L = (\hat{y} - y)^2 + \lambda \|w\|^2
\]

where \( x \) represents the feature set, \( w \) represents the unknown parameters, and \( b \) represents the bias.

To avoid overfitting, and to yield a simpler and interpretable model, we used Lasso [63] as the shrinkage, which combines ordinary least-square regression with an L-1 regularization. We also experimented with Ridge regression (without consulting the testing set) [64] but the cross-validated performance on the training set was similar, and Lasso regression gave a sparser model. Lasso requires a regularization parameter \( \lambda \) to govern the trade-off between more complex models with better performance on the test data (smaller \( \lambda \)) and simpler models with potentially better performance on unseen data (larger \( \lambda \)).

In this paper, the optimal \( \lambda \) was determined by using k-fold cross validation, optimizing for the negative mean squared error. Feature values were standardized to have zero mean and unit variance. For our purposes, we used \( k = 12 \) corresponding to the number of years in the training set (2005-2016).

Training, Validation, and Testing Phase

For the training phase, we used data from 2005 to 2016. We trained and cross validated our model using a k-fold cross-validation where \( k = 12 \). For diabetes, obesity, and exercise, each year had 50 data points, one for each state (including the District of Columbia and excluding the state of Hawaii). In total, the training was performed using 600 data points. Note that we did not include data points from 2004 in our experiments. This is done to have a consistent training and test set as our proposed methods require a lag where data from 2004 is used in creating a feature vector for 2005, and similarly for following years.

We later tested each of our models trained on data from 2005 to 2016 on the years 2017 and 2018, and calculated the mean absolute error (MAE), root mean squared error (RMSE), symmetric mean absolute percentage error (SMAPE) [65], Spearman’s Correlation Coefficient ( rho ), and Pearson’s Correlation Coefficient ( R ).

We emphasize that, during development, we never looked at the results on the test set, and so none of our design decisions were influenced by them to safeguard against implicit overfitting. This is one of the key shortcomings of the previous literature, most of which employ in-sample evaluation.

Alternate Approaches

We performed 6 different approaches for each of the 3 target variables for the US region. We have defined these 6 experiments in detail as follows.

Trivial Baseline

For evaluation purposes, we used the trivial last year equals this year baseline. With this in mind, we used 2016’s prevalence as a prediction for 2017, and 2017’s prevalence as a prediction for 2018. We, then, computed the MAE, RMSE, SMAPE, rho, and R, to be used as baseline for evaluation purposes.

Spatial Model

We extended the methodology presented in Nguyen et al’s paper [42] of applying a national spatial-only model to temporal dimension. This becomes our secondary baseline.

Spatio-Temporal Model

This experiment is based on our main methodological contribution where we used a corrective approach to first neutralize the effect of Google’s normalization as a preprocessing step, and, then, trained the model. We called it Spatio-Temporal to signify the use of both spatial and temporal Google Trends data.

Multivariate Model

To boost the performance of our spatio-temporal model, we used the trivial baseline as a covariate. More concretely, we extended our spatio-temporal model to use the actual prevalence of the previous year as an auxiliary feature to predict the prevalence of the current year. We called the extended model multivariate to signify the inclusion of the covariate.

Lagged Multivariate Model

While training the previous model, we made a crude assumption that the population search behavior for any particular year is correlated to the prevalence of that year. However, we realized that it may be possible for the search behavior of any year to be predictive of the next year. As an example, search behavior in 2017 may be more predictive of 2018 prevalence than of 2017. To test this theory, we experimented by shifting our time window for the multivariate regression.

Hierarchical Lagged Multivariate Model

One of the simplifying assumptions we made while training the previous models is that the predictive pattern of Google Trends is the same across all states. This assumption may, however, not be valid. In particular, each state might have a different base prevalence rate for the health condition being modeled. To incorporate subnational bias terms, we explicitly included the state ID as a covariate. We did this by extending the feature vector to include a one-hot vector of 50 states. By doing this, we implicitly modeled a hierarchical distribution where we considered national trends, as well as subnational trends.

Transfer Learning

We tested the generalizability of our methodology across countries by conducting 2 further experiments for the prevalence of diabetes and obesity in Canada. We collected the Google Trends data for Canada in a similar fashion as we did for the
United States. The offline health statistics for diabetes and obesity were collected from the Statistics Canada site [66]. One limitation pertaining to these statistics was that, starting from 2015, the collection strategy and the design of the sampling process for synthesizing statistics has changed, rendering pre-2015 data incomparable to post-2015. Therefore, we dealt with these 2 periods of data separately in our experiments. A second point to note is that diabetes and obesity statistics for Canada are not available for 2004 and 2006. We, therefore, collected the offline data from 2007 onward only. Owing to these 2 limitations and the need to have 1 separate year for the lagged models, our training set for Canada included data from 2008 to 2012 with each year containing 10 data points, 1 per Canadian province. We used data from 2013 and 2014 as a test set. Owing to the change in sampling methods and the limited number of years, we did not train a separate model for 2016-2018. However, we reported the results for these years as a test set.

Cross-Country Generalizability of the Method
In the first set of experiments in the context of transfer learning, we used the same set of experiments that we conducted for the United States, to make predictions for Canada.

Cross-Country Generalizability of the Model
For the second set of experiments, we trained our lagged multivariate model on the United States on 14 years (from 2005 to 2018) to test across Canada. The purpose for this experiment was 2-fold. First, we wanted to test the generalizability of our trained model across other similar countries by using Canada as a proxy. Second, we wanted to test the reliability of applying the models in such a fashion to other countries where offline data might not be available. We have briefly described the importance of this step later in the Discussion section.

Results

Evaluation
For the evaluation of our experiments, we measured the performance of different models over 5 metrics: MAE, RMSE, SMAPE [65], rho, and R. To compute the correlation coefficients, we concatenated the predictions across all the test years and used those to compute a global correlation.

To test for statistically significant improvements in the MAE, we conducted a one-sided paired \( t \) test across each set of experiments in relation to the trivial baseline. We also computed statistical tests for each extension such that the spatio-temporal model gets compared with the spatial model, the multivariate spatio-temporal model gets compared with the spatio-temporal model, and so on. We do this to evaluate the gain, if any, obtained by each extension.

US Based Models
A detailed evaluation of our experiments on the United States can be found in Table 3. The best way to interpret the results is to read the values for each statistic from left to right.
Table 3. A detailed evaluation of 5 different experiments across the 3 target variables for the region of the United States.

<table>
<thead>
<tr>
<th>Target variable</th>
<th>Trivial baseline</th>
<th>Spatial model</th>
<th>Spatio-temporal model</th>
<th>Multivariate spatio-temporal model</th>
<th>Lagged multivariate spatio-temporal model</th>
<th>Hierarchical lagged multivariate spatio-temporal model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diabetes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>0.72</td>
<td>0.81</td>
<td>0.72 b</td>
<td>0.65 c</td>
<td>0.62 c</td>
<td>0.55 c</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.92</td>
<td>1.0</td>
<td>0.91</td>
<td>0.81 c</td>
<td>0.80 c</td>
<td>0.72 c</td>
</tr>
<tr>
<td>SMAPE</td>
<td>6.94</td>
<td>7.63</td>
<td>7.13</td>
<td>6.23 c</td>
<td>6.04 c</td>
<td>5.24 c</td>
</tr>
<tr>
<td>Spearman rho</td>
<td>0.87</td>
<td>0.89 c</td>
<td>0.87</td>
<td>0.88 c</td>
<td>0.89 c</td>
<td>0.93 c</td>
</tr>
<tr>
<td>Pearson R</td>
<td>0.90</td>
<td>0.90</td>
<td>0.88</td>
<td>0.91 c</td>
<td>0.91c</td>
<td>0.94 c</td>
</tr>
<tr>
<td><strong>Obesity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>1.20</td>
<td>2.81</td>
<td>2.09</td>
<td>1.24</td>
<td>0.99 c</td>
<td>1.08 c</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.55</td>
<td>3.28</td>
<td>2.56</td>
<td>1.59</td>
<td>1.33 c</td>
<td>1.40 c</td>
</tr>
<tr>
<td>SMAPE</td>
<td>3.88</td>
<td>9.31</td>
<td>6.96</td>
<td>4.03</td>
<td>3.22 c</td>
<td>3.51 c</td>
</tr>
<tr>
<td>Spearman rho</td>
<td>0.93</td>
<td>0.87</td>
<td>0.85</td>
<td>0.94 c</td>
<td>0.93</td>
<td>0.95 c</td>
</tr>
<tr>
<td>Pearson R</td>
<td>0.93</td>
<td>0.86</td>
<td>0.86</td>
<td>0.94 c</td>
<td>0.94 c</td>
<td>0.95 c</td>
</tr>
<tr>
<td><strong>Exercise</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>2.89</td>
<td>3.22 c</td>
<td>3.12</td>
<td>2.47 c</td>
<td>2.36 c</td>
<td>1.95 c</td>
</tr>
<tr>
<td>RMSE</td>
<td>3.32</td>
<td>2.75 c</td>
<td>3.75</td>
<td>2.90 c</td>
<td>2.83 c</td>
<td>2.40 c</td>
</tr>
<tr>
<td>SMAPE</td>
<td>3.85</td>
<td>3.11 c</td>
<td>4.11</td>
<td>3.32 c</td>
<td>3.16 c</td>
<td>2.62 c</td>
</tr>
<tr>
<td>Spearman rho</td>
<td>0.68</td>
<td>0.73 c</td>
<td>0.81 c</td>
<td>0.71 c</td>
<td>0.77 c</td>
<td>0.80 c</td>
</tr>
<tr>
<td>Pearson R</td>
<td>0.69</td>
<td>0.74 c</td>
<td>0.80 c</td>
<td>0.72 c</td>
<td>0.78 c</td>
<td>0.81 c</td>
</tr>
</tbody>
</table>

aMAE: mean absolute error.
bThe values in italics signify an improvement in the performance in comparison to the previous method.
cThe method beat the trivial baseline.
dRMSE: root mean squared error.
eSMAPE: symmetric mean absolute percentage error.

Toward our first research objective to correct the methodological shortcomings of the previous literature, we developed a spatio-temporal model for nowcasting lifestyle diseases. We observed that the spatio-temporal model performs better than the spatial model for diabetes and obesity but not for exercise. The performance improvement over the spatial method for diabetes in terms of the MAE (0.81-0.72) and RMSE (0.91-0.81) was 11% \((P=0.06)\), whereas the improvement for obesity was 26% in MAE (2.81-2.09) and 22% in RMSE (3.28-2.56; \(P<.001\)). However, only the results for obesity are significant. Both of these improvements in MAE are statistically significant.

To improve upon the spatio-temporal model, we, then, trained a multivariate spatio-temporal model, by using the previous year’s prevalence as a covariate in combination with features from Google Trends. This improves the performance over the spatio-temporal model decreasing the error for diabetes by 10% in MAE (0.72-0.65) and 12% in RMSE (0.91-0.81), obesity by 41% in MAE (2.09-1.24) and 38% in RMSE (2.59-1.59), and exercise by 21% in MAE (3.12-2.47) and 23% in RMSE (3.75-2.90). Of these improvements, diabetes was not significant \((P=0.08)\), but both obesity and exercise were statistically significant \((P<.001\) and \(P=0.01\), respectively).

In the next set of experiments, we shifted our dependent response variable by 1 year to test for a time lag in the impact of search behavior on disease statistics. We called this the lagged multivariate spatio-temporal model. In comparison with the multivariate spatio-temporal model, this model improves performance on diabetes by 5% in MAE (0.65-0.62) and 1% in RMSE (0.81-0.80), on obesity by 20% in MAE (1.24-0.99) and 16% in RMSE (1.59-1.33), and on exercise by 4% in MAE (2.47-2.36) and 2% in RMSE (2.90-2.83). The improvement was statistically significant for diabetes and obesity \((P=0.02\) and \(P<0.01\)), but not for exercise \((P=0.17)\).

Finally, to account for subnational trends, we trained a hierarchical lagged multivariate spatio-temporal model where we included the state ID as a covariate. In comparison with the lagged model, we got a performance improvement on diabetes and exercise, but a decrease in performance on obesity. For diabetes, the MAE improves by 11% \((0.62-0.55)\) and RMSE by 10% \((0.80-0.72)\). For exercise, the MAE improves by 17% \((0.87-0.73)\).
In terms of the overall improvement over the trivial baseline, our best models (ie, hierarchical lagged multivariate spatio-temporal model for diabetes, and exercise, and lagged multivariate spatio-temporal model for obesity) result in 24% improvement in MAE (0.72-0.55) and a 22% improvement in RMSE (0.92-0.72) for diabetes; 18% improvement in MAE (1.20-0.99) and a 14% improvement in RMSE (1.55-1.33) for obesity, and 34% improvement in RMSE (3.3-2.40) for exercise. All of these improvements are found to be statistically significant ($P<.001$ for diabetes, $P=.001$ for obesity, and $P<.001$ for exercise). The SMAPE, Spearman rho, and Pearson R follow similar trends.

**Transfer Learning**

For the experiments for our transfer learning framework, we evaluated (1) cross-country generalizability of the method (training and evaluating models just for Canada) and (2) cross-country generalizability of the model (taking a trained-on-US model and evaluating it for Canada). We summarized the results achieved for each of the proposed methods in Tables 4-6.

Whereas for the US case, most of our methods beat the trivial baseline, this is not the case for either of the 2 transfer settings.

**Table 4. Results for the transfer learning framework across the 2 target variables for Canada for generalizability of the method trained over the years 2008-2012, and tested on the years 2013 and 2014.**

<table>
<thead>
<tr>
<th>Target variable</th>
<th>Trivial baseline</th>
<th>Spatial</th>
<th>Spatio-temporal model</th>
<th>Multivariate spatio-temporal model</th>
<th>Lagged multivariate spatio-temporal model</th>
<th>Hierarchical lagged multivariate spatio-temporal model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diabetes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE$^a$</td>
<td>0.54</td>
<td>0.80</td>
<td>0.83</td>
<td>0.70$^b$</td>
<td>0.66</td>
<td>0.61</td>
</tr>
<tr>
<td>RMSE$^c$</td>
<td>0.66</td>
<td>0.96</td>
<td>1.00</td>
<td>0.86</td>
<td>0.81</td>
<td>0.73</td>
</tr>
<tr>
<td>SMAPE$^d$</td>
<td>7.64</td>
<td>11.57</td>
<td>12.10</td>
<td>10.18</td>
<td>9.64</td>
<td>8.64</td>
</tr>
<tr>
<td>Spearman</td>
<td>0.86</td>
<td>0.68</td>
<td>0.62</td>
<td>0.72</td>
<td>0.76</td>
<td>0.79</td>
</tr>
<tr>
<td>Pearson</td>
<td>0.85</td>
<td>0.64</td>
<td>0.59</td>
<td>0.74</td>
<td>0.76</td>
<td>0.81</td>
</tr>
<tr>
<td><strong>Obesity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>1.31</td>
<td>1.68</td>
<td>1.74</td>
<td>1.57</td>
<td>1.59</td>
<td>1.81</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.66</td>
<td>2.56</td>
<td>2.80</td>
<td>2.02</td>
<td>1.87</td>
<td>2.45</td>
</tr>
<tr>
<td>SMAPE</td>
<td>5.81</td>
<td>7.31</td>
<td>8.05</td>
<td>7.24</td>
<td>6.92</td>
<td>7.88</td>
</tr>
<tr>
<td>Spearman</td>
<td>0.89</td>
<td>0.82</td>
<td>0.85</td>
<td>0.87</td>
<td>0.89</td>
<td>0.85</td>
</tr>
<tr>
<td>Pearson</td>
<td>0.95</td>
<td>0.86</td>
<td>0.86</td>
<td>0.95</td>
<td>0.95</td>
<td>0.91</td>
</tr>
</tbody>
</table>

$^a$MAE: mean absolute error.
$^b$The values in *italics* signify an improvement in the performance in comparison to the previous method.
$^c$RMSE: root mean squared error.
$^d$SMAPE: symmetric mean absolute percentage error.

For the approach of retraining a Canada-specific model, we hypothesized that this is due to data scarcity with fewer data points for a given year (10 vs 50) and fewer years to train on (2008-2012 vs 2005-2016) being available compared with the US case. For some of the experiments (eg, diabetes model trained on 2008-2014 and tested on 2016-2018) where we beat the baseline, the improvements were only marginal. A detailed set of evaluation can be found in Tables 4 and 5.

Although the approach of applying the trained-on-US model to Canada fails to beat the trivial this-year-is-same-as-last-year baseline, we expect the highest utility of such approaches to be reliable when health statistics for the target country are unavailable. For this scenario, our results showed promise by achieving an average Spearman and Pearson correlation of 0.70 for diabetes, and 0.91 and 0.92 for obesity by using a pretrained model of a similar country (which, in our case, is the United States). We believe that these results are encouraging and worth replicating for developing countries.
Table 5. Results for the transfer learning framework across the 2 target variables for Canada for generalizability of the method trained over the years 2008-2014, and tested over the years 2016-2018.

<table>
<thead>
<tr>
<th>Target variable</th>
<th>Trivial Baseline</th>
<th>Spatial</th>
<th>Spatio-temporal model</th>
<th>Multivariate spatio-temporal model</th>
<th>Lagged multivariate spatio-temporal model</th>
<th>Hierarchical lagged multivariate spatio-temporal model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diabetes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE(^a)</td>
<td>0.84</td>
<td>0.82</td>
<td>0.75 (^b,c)</td>
<td>0.71 (^c)</td>
<td>0.68 (^c)</td>
<td>0.74 (^c)</td>
</tr>
<tr>
<td>RMSE(^d)</td>
<td>1.07</td>
<td>1.04 (^c)</td>
<td>0.93 (^c)</td>
<td>0.93(^c)</td>
<td>0.86 (^c)</td>
<td>0.99 (^c)</td>
</tr>
<tr>
<td>SMAPE(^e)</td>
<td>11.16</td>
<td>10.74 (^c)</td>
<td>9.78 (^c)</td>
<td>9.37(^c)</td>
<td>9.00 (^c)</td>
<td>10.05 (^c)</td>
</tr>
<tr>
<td>Spearman</td>
<td>0.69</td>
<td>0.82 (^c)</td>
<td>0.84 (^c)</td>
<td>0.76(^c)</td>
<td>0.78 (^c)</td>
<td>0.78 (^c)</td>
</tr>
<tr>
<td>Pearson</td>
<td>0.7</td>
<td>0.80 (^c)</td>
<td>0.82 (^c)</td>
<td>0.76(^c)</td>
<td>0.77 (^c)</td>
<td>0.78 (^c)</td>
</tr>
<tr>
<td><strong>Obesity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>1.57</td>
<td>7.98</td>
<td>8.72</td>
<td>3.39</td>
<td>2.62</td>
<td>5.69</td>
</tr>
<tr>
<td>RMSE</td>
<td>2.37</td>
<td>8.4</td>
<td>9</td>
<td>3.86</td>
<td>3.38</td>
<td>5.92</td>
</tr>
<tr>
<td>SMAPE</td>
<td>4.99</td>
<td>29.59</td>
<td>33.59</td>
<td>11.73</td>
<td>8.36</td>
<td>20.71</td>
</tr>
<tr>
<td>Spearman</td>
<td>0.93</td>
<td>0.86</td>
<td>0.89</td>
<td>0.92</td>
<td>0.93</td>
<td>0.95 (^c)</td>
</tr>
<tr>
<td>Pearson</td>
<td>0.91</td>
<td>0.88</td>
<td>0.9</td>
<td>0.93 (^c)</td>
<td>0.91</td>
<td>0.95 (^c)</td>
</tr>
</tbody>
</table>

\(^a\)MAE: mean absolute error.

\(^b\)The values in *italics* signify an improvement in the performance in comparison to the previous method.

\(^c\)The method beat the trivial baseline.

\(^d\)RMSE: root mean squared error.

\(^e\)SMAPE: symmetric mean absolute percentage error.
### Table 6. The results for the transfer learning framework across the 2 target variables for Canada for generalizability of the US trained model.

<table>
<thead>
<tr>
<th>Cross-country generalizability of the US-based model</th>
<th>Diabetes</th>
<th>Obesity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trivial baseline</td>
<td>Lagged multivariate model</td>
<td>Trivial baseline</td>
</tr>
<tr>
<td><strong>Train years: 2005-2018 (US); test years: 2008-2014 (Canada)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE(^a)</td>
<td>0.68</td>
<td>1.53</td>
</tr>
<tr>
<td>RMSE(^b)</td>
<td>0.92</td>
<td>1.96</td>
</tr>
<tr>
<td>SMAPE(^c)</td>
<td>9.9</td>
<td>6.91</td>
</tr>
<tr>
<td>Spearman</td>
<td>0.81</td>
<td>0.90</td>
</tr>
<tr>
<td>Pearson</td>
<td>0.76</td>
<td>0.91</td>
</tr>
<tr>
<td><strong>Train years: 2005-2018 (US); test years: 2016-2018 (Canada)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>0.84</td>
<td>1.29</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.07</td>
<td>1.49</td>
</tr>
<tr>
<td>SMAPE</td>
<td>11.16</td>
<td>16.04</td>
</tr>
<tr>
<td>Spearman</td>
<td>0.69</td>
<td>0.59</td>
</tr>
<tr>
<td>Pearson</td>
<td>0.70</td>
<td>0.60</td>
</tr>
<tr>
<td><strong>Train years: 2005-2018 (US); test years: 2013-2014 (Canada)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>0.54</td>
<td>0.91</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.66</td>
<td>1.12</td>
</tr>
<tr>
<td>SMAPE</td>
<td>7.64</td>
<td>13.10</td>
</tr>
<tr>
<td>Spearman</td>
<td>0.86</td>
<td>0.74</td>
</tr>
<tr>
<td>Pearson</td>
<td>0.85</td>
<td>0.74</td>
</tr>
</tbody>
</table>

\(^a\)MAE: mean absolute error.  
\(^b\)RMSE: root mean squared error.  
\(^c\)SMAPE: symmetric mean absolute percentage error.  
\(^d\)The values in italics signify improvement in performance over the trivial baseline.

### Discussion

**Principal Findings and Contributions**

**Value and Validity of Modeling Noncommunicable Diseases**

The slow-moving nature of NCDs compared with the relatively faster moving trends in search behavior makes it a hard problem to perform lifestyle disease surveillance using Google Trends. The background literature reports overly optimistic results in this arena. This is potentially a consequence of what is known as the *positive result bias* [67] in the scientific community, leading to claims that *most* published research findings may be false [68,69]. We show in this work that in addition to the methodological shortcomings, *none* of the previous studies compares its results to the trivial *last year equals this year* baselines, which, surprisingly, is hard to beat. In this study, we empirically test the feasibility of the task by experimenting across different methods for 3 target variables. Our experiments are ordinal in nature as each subsequent experiment is an extension of the previous one. Although most of our latter extensions beat the trivial baseline, modeling NCDs is not a trivial problem. The main challenge of the problem lies in the scarcity of ground truth data, which is typically only available on an annual basis. Even if the data were available on a finer granularity, the inherent nature of NCDs, such as diabetes and obesity, does not allow for discernible monthly or weekly variation. Even the relative year-to-year changes are low which is why the correlation coefficients for the trivial baselines are high, and hard to beat. As a result, we anticipate a low-to-moderate value in modeling the estimation of NCDs, as well as in the validity of Google Trends for nowcasting lifestyle diseases.

The lack of validity of Google Trends in the given context can be partly attributed to changes in Web search behavior across time. As an example, Web search users might long have realized the potential to use Google for navigational queries, instead of having to remember and type exact website URLs. However, the use for informational queries in the health domains is likely to be still growing, also as Google adds new features, trying to answer common health-related questions directly on the search result page. A related but similar reason is that the meaning and perception of terms themselves can change over time. In linguistics, this phenomenon is known as the *semantic shift* [70] describing how the senses of words drift over time. A typical example of that is the word *Gay* which evolved from its meaning of *lighthearted* and *joyous* in the 1900s to *homosexual* in the 1990s [71]. With increasing popularity of social media sites and
Web-based tools, Web-based content is being produced expeditiously, leading to relatively frequent semantic shifts. Accounting for these complex phenomena with the scarcity of data is already a difficult problem. Additional limitations of the Google Trends framework make it an even challenging issue. These limitations include the changes in geolocation assignment applied to Google Trends in 2011, Google Trends’ normalization scheme, and, finally, instability of search indices of a given keyword on different days [31,57].

As for the first limitation, in 2011, Google implemented significant improvements in the geolocation of search queries (a note on the Web interface for Google Trends says: “An improvement to our geographical assignment was applied from 1/1/2011.”) To account for these changes, in the earlier set of experiments for this study (not reported in this manuscript), we limited our training set to data from 2011 onward only. Unfortunately, none of our experimental models beat the trivial baseline. In the current set of experiments, we include the years from before 2011 to boost the performance, assuming that the geolocation assignment at the state level was not affected by the changes. We observe that this, in fact, is true and that more data helps learn better models. On the surface, this is not an interesting finding as machine learning models are inherently data hungry. However, we hypothesize that the boost in performance may also be attributed to learning semantic and usage shifts in data. By including a wider time window, we believe our models may implicitly be selecting features that are shift-independent, and pruning out features that are not. For example, the keyword *slim*, which was part of our obesity-related models, was assigned a weight of zero. Since Google Trends provides related topics for each keyword, entering the keyword *slim* yields topics such as *slim-fit pants* and *Plexus* along with *Xbox-Console* and *PlayStation 3*. This indicates that the keyword *slim* is used in 2 different contexts: obesity and slim console games. There was a potential semantic shift after 2010 when Xbox 360 slim model was released [72], and it is possible that our model was able to capture it given a wider time window, resulting in pruning it out.

A final limitation of Google Trends in the context of this study is the instability of search indices. We observe that repeatedly asking for the same data from Google Trends’ can return different results. To correct for this, like [31], we resolve potential data instability issues by averaging data points collected across 10 consecutive days for the United States, and across 3 consecutive days for Canada.

**Model Selection and Learning**

In our experiments, we observe that a time-lagged multivariate model, which uses both ground truth and search data from the past year to nowcast the current year, improves over our previous, simpler methods. This suggests that the implications of the search behavior are observed in the NCD prevalence of later year rather than the immediate one. A final extension to our models is the use of state-ID as a covariate to model a hierarchical distribution. The inclusion of these state-level offsets significantly improves the results for diabetes and exercise. One interesting observation is that almost all of our models seem to underestimate the rate of NCDs. This is apparent in Figure 2, which shows how the models consistently underestimate the prevalence of obesity. We observe the same behavior across the other target variables. A potential reason is that of users moving away from the keywords used in this study as a consequence of a change in search behavior. This ties back to the discussion on the semantic and search behavior changes of users across time.
Geographical Transfer Learning

This work is one of the very few to test the geographical generalizability of the proposed method. We use Canada as a test case as it is close to the United States, and is one of the very few English-speaking countries to have reliable state-level statistics. On the basis of our evaluation, most of the models trained on Canada do not beat the baseline. This can again be attributed to the scarcity of data as in comparison with the United States, Canada has only 10 provinces and the usable data are only available starting 2007. Despite the failure to beat the baseline, we see opportunities for public health monitoring in countries where the public health monitoring system is less developed and so the otherwise trivial baseline cannot be applied. In particular, it seems feasible to monitor relative across-state or across-year trends, rather than absolute prevalence rates. Extending our approach to countries with low resources comes with certain challenges though as, exactly due to their lack of trustworthy data, it is hard to have an objective evaluation of the system performance.

Proactivity Versus Reactivity

In terms of the health-related behavior, the user search behavior can be weakly classified into 2 categories: proactive and reactive. Proactive search behavior is when the search is derived from curiosity and awareness. This usually defines users who are cautious about their health with an interest in preventing a health condition. Reactive, on the other hand, defines behavior, which is corrective where users are seeking help to treat or manage their health problems. In the case of diabetes and obesity in the United States and Canada, we observe that predictive search terms indicate a highly reactive behavior, with diabetes symptoms, diabetic diet, and exercise carrying higher absolute weights (and, hence, higher significance). This potentially indicates that it is mostly users affected by a condition who show interest. If this interpretation holds, this points toward a need to carry out public health interventions to try to change the information seeking to be more proactive.

Keyword Selection Using Google Correlate

For our study, we tried to limit the risk of overfitting by following a robust keyword selection process both in the preprocessing phase as well as the modeling phase. As a preprocessing step, we used Semantic-Link, Google Trends–related keywords, and Google Correlate as tools to select the best set of features. This is one of the key strengths of our study where we combine semantically connected, cooccurring, and correlated terms to create a diverse keyword list. In the context of NCDs, this is the first study to utilize the strength of Google Correlate in the process of keyword selection. An interesting case study in this context is that of obesity-related keywords, a subset of which is shown in Table 2. One of the top keywords is dresses plus size, which is also included in the L1 regularized model. Although it is a fairly intuitive keyword in hindsight, it would have been challenging to discover it without Google Correlate. Although we do not perform an in-depth analysis of the keywords in this study, we encourage researchers to use pseudo bootstrapping approaches in their keyword selection process to perform richer analysis. In terms of Google Correlate, unfortunately, a note on the Web interface says: “Google Correlate will shut down on December 15th 2019 as a result of low usage,” as a result of which it will not be available for future researchers.
Limitations

Currently, our approach is agnostic to word semantics and we just explore what is predictive of a particular NCD without accounting for anomalies. In this context, recent methods on the use of word embeddings may be useful to curb inconsistent patterns of associations. It would also be useful if we can explicitly capture the semantic or behavior shifts in time, and make it part of the model. This warrants use of sophisticated dynamic network analysis tools and other time-series models.

One more potential limitation of this study is the inability to test our methodology on other countries. Although we promise results for Canada, it would have been preferable to test our methods to other English, and even non-English–speaking countries. This limitation was primarily a consequence of the unavailability of state-level ground truth for many countries.

Finally, one limitation pertaining to our data collection process is that while like [31], we resolve potential data instability issues by averaging data points collected across 10 consecutive days for the United States, we use only 3 data points for Canada. We do this in the interest of time, as the experiments for Canada are more preliminary. Nonetheless, to get a sense of whether variation between days might affect the overall conclusions, we conducted a day-to-day test-retest reliability analysis across 3 days from Google Trends data for Canada, using Spearman and Pearson correlation. We computed the correlation coefficient between each set of data collected on day 1 and day 2, and between data collected on day 2 and day 3. For day 1 and day 2, we found an average Spearman and Pearson correlation of 0.85 and 0.86 for temporal data, and of 0.84 and 0.88 for the spatial data. For day 2 and day 3, we found an average Spearman and Pearson correlation of 0.85 and 0.86 for temporal data, and of 0.84 and 0.89 for the spatial data. Given that (1) the day-to-day correlations are very high, and that (2) we nevertheless average across 3 days, we do not expect our conclusions for Canada to be affected by using data points from only 3 rather than 10 days.

Future Research Directions

Using Google Trends for nowcasting or estimating the spatio-temporal prevalence of NCDs may not always be of significant value due to the scarcity of data, uncertainty of search behavior, and the changes in usage of different keywords across time. However, there are still several fronts that remain unexplored.

In terms of the NCDs, using Google Trends for qualitative research is an overlooked territory. In this context, feature analysis is a promising venue where tracking, investigating, and discovering different keywords could help policy makers or governments make better decisions.

In terms of the qualitative analysis, it might also be useful to employ Google Trends for analyzing NCD-related events. In this context, events could be described as short-term (or single-day) phenomenon. A popular example of that is initiating and monitoring public health campaigns and interventions. For health campaigns, it is useful to conduct both prehoc and posthoc analyses. Prehoc analyses include determining the target audience, and baseline search behaviors of people. On the other hand, posthoc analyses characterize changes in the search behavior triggered by the target event. Examples of related work in the context of public health awareness campaigns can be found in [73-76].

Another promising future direction includes the use of task-specific modeling techniques where the domain knowledge about the task at hand could be used to craft better machine learning models. In our study, we use the state-ID as a proxy to model hierarchical distribution with different country-level and state-level behaviors. However, our models are still rudimentary and one could potentially employ more sophisticated models, such as hierarchical linear models [77], or neural regression trees [78], to model different hierarchies. In our study, we model the hierarchy based on the state-ID. The state, in this case, is treated as a cluster selected a priori to the modeling based on the domain knowledge. One could also try to find optimal clusters (such as group of similar states) or partitioning of the data simultaneously while modeling the problem itself. This can be achieved by using techniques such as nearest neighbors [79] or other tree-based approaches such as those shown in [78,80]. An added advantage of the hierarchical models is their increased interpretability resulting in some qualitative insights. Such models also allow us to optimize feature selection on subnational levels while modeling a national distribution, improving the overall robustness. Clustering approaches could also lead to directed public health interventions by providing cluster-specific insights. Governmental public health interventions would be much more effective if they target the right audience, and in a right and directed manner, taking into account the local search behavior.

In summary, we believe that despite limited promise for quantitative NCD surveillance, Google Trends still holds value in relation to NCDs, particularly for qualitative analyses or for monitoring the effect of public health campaigns. Finally, in terms of other fast-moving trends, any useful spatio-temporal national-level surveillance using Google Trends necessitates the use of appropriate denormalization such as the one shown in this work.

Conclusion

In this paper, we first review the methods presented in the background literature. We present a comprehensive table where we compare the literature across different metrics. One of the surprising findings of our study is the absence of evaluation against trivial baselines in all of the reviewed papers. We furthermore, highlight the methodological shortcomings of the most relevant research papers. In the second part of the paper, we use a corrective approach to improve upon the background work. Specifically, we explore the feasibility of using Google Trends for nowcasting the prevalence of lifestyle diseases in the context of diabetes, obesity, and exercise. To undo the effect of Google Trends’ normalization, we propose a novel spatio-temporal denormalization scheme. That combined with the trivial baseline as a covariate beat the previously set baseline methods in the background literature for most of the target variables. We further improve upon that model by shifting the time window by 1 year, and then including a state-ID as a
covariate. Our best models beat the trivial baseline with a significant improvement in performance. We, however, realize that this requires both abundant data, as well as creative modeling strategies. Furthermore, we extend upon our formative work to show generalizability of our methodology and trained models in the international setting, setting a cornerstone for using such transfer learning-based approaches in low-resource countries. Finally, we propose various possible future paths researchers can take to conduct both quantitative and qualitative analyses using Google Trends.
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Abstract

Background: The literature indicates that Web-based health information seeking is mostly used for seeking information on well-established diseases. However, only a few studies report health information seeking in the absence of a doctor’s visit and in the context of acute symptoms.

Objective: This survey aimed to estimate the prevalence of Web-based health information seeking for acute symptoms and the impact of such information on symptom management and health service utilization.

Methods: This was a cross-sectional study of a convenience sample of 287 Lebanese adults (with a response rate of 18.5% [54/291]) conducted between December 2016 and June 2017. The survey was answered by participants online or through phone-based interviews.

Results: A total of 64.3% of the participants (178/277) reported checking the internet for health information when they had an acute symptom. The rate of those who sought to use Web-based health information first when experiencing acute symptom(s) in the past 12 months was 19.2% (25/130). In addition, 50% (9/18) visited the doctor because of the obtained information, and the rest self-medicated or sought a pharmacist’s advice; the majority (18/24, 75%) improved within 3-4 days.

Conclusions: Higher education level and trust in Web-based medical information were two major predictors of Web-based health information seeking for acute symptoms. Seeking Web-based health information first for acute symptoms is common and may lead to self-management by avoiding a visit to the physician. Physicians should encourage their patients to discuss Web-based health information and guide them toward trusted online websites.

(J Med Internet Res 2020;22(1):e15148) doi:10.2196/15148
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Introduction

Background

Since the launch of the World Wide Web in 1990, the number of internet users has increased remarkably (49.6% worldwide [1] and 75.9% in Lebanon [2]) as did the number of Web-based health information seekers [3]. Most internet users visit online websites to find information about physical rather than mental illnesses [4-6] and those mainly related to a diagnosis of a new health problem, an ongoing medical condition, or a prescribed medication [5]. Moreover, most users seek Web-based health information before or after a doctor’s visit [5] to improve their involvement in decision making or supplement information provided by their physicians [7]. They are motivated by the desire for reassurance or a second opinion to challenge other information and to improve their understanding of a condition [8].

Web-based health information seeking is common, and the consumers considered it beneficial. The internet has empowered patients with chronic conditions such as diabetes and cancer [9] and helped patients in making decisions about bariatric surgeries [10] and oncologic management [11]. From the perspective of
Web-based health information seekers, the health information they sought was useful [4], had a positive impact on their health [12], and improved their medical information [12] and self-care [7].

**Study Objectives**

Most of the literature indicated that Web-based health information seeking is mostly used for well-established diseases. However, only few studies reported health information seeking in the absence of a doctor’s visit [5,7,13,14] and specifically in the context of acute symptoms (symptoms with an abrupt onset and usually a short course, eg, fever, back pain, headache, diarrhea, flu, and urinary frequency). Seeking information on the internet for acute complaints may lead to self-diagnosis and self-medication, which may result in a delay in treatment and incorrect choice of therapies [15,16]. This is more challenging in the context of Web-based health information, as the quality of the information of the websites is not standardized [17]. Therefore, it is worth studying the role of Web-based health information seeking in self-diagnosis of acute symptoms and the consequences of consulting Web-based health information. This survey aimed to estimate the prevalence of Web-based health information seekers for acute symptoms and the impact of such information on symptom management and health service utilization.

**Methods**

**Approval**

This cross-sectional survey–based study was conducted between December 2015 and June 2016 to identify the proportion of the public who sought to use the internet for information about acute symptoms. Ethical approval was granted by the institution review board of the American University of Beirut.

**Participants and Sample Size**

The target population was adults from the general public (aged ≥18 years) residing in Lebanon. The convenience sampling method was selected, and the recruitment method included Google Ads or phone-based interviews. Convenience sampling is widely used in social behavioral studies. As our target population comprised people who used Web-based health information, we elected to use an online recruitment method rather than traditional methods such as posters or inviting people from some geographic areas. In fact, there is growing interest in the literature on the use of Google Ads or Facebook ads to recruit people [18-20].

The sample size was calculated with the formula (Figure 1) used in prevalence studies [21,22]. In the absence of the literature reporting this prevalence, we expected the proportion of adults who use the internet for acute symptoms to be similar to that of adults who use the internet for health information, in general. Therefore, we set the expected population proportion as 80% with 95% CIs and the level of precision of estimate within 5%. The sample size required was 246 people.

**Recruitment**

A total of 233 participants were first recruited via Google Ads and were asked to complete a Web-based survey. After 3 months, we were not able to recruit enough sample size, so we changed the recruitment to phone-based interviews. The native language of the country is Arabic; however, the country is well known for its trilingual system (Arabic, English, and French). English is taught as a second language in private and public schools and is the language of communication in most universities [23]. For Google Ads, the survey was conducted in English; those who answered the Google Ads were more likely to know English because they were surfing the internet. For the phone-based interview recruitment, the questionnaire was translated into Arabic, the native language of the country, as we may have called people at their households. Using the RAND function in Microsoft Excel, a random list of phone numbers was generated; phone calls were made during fixed times of each day (day and night). Following this, an additional 54 participants were recruited. Figure 2 describes the process of recruiting participants.
Survey Questions
The survey included information about participants’ demographics, general internet use, and health information seeking. To measure the proportion of participants who sought the internet for information about an acute event, we used the following question: How often do you search the internet for information about an acute health event? (An acute illness is defined as a disease with an abrupt onset and usually a short course, e.g., headache, fever, flu, pain, diarrhea, urinary frequency, and back pain). Participants were then asked if they had an acute symptom in the past 12 months, whether they sought Web-based health information regarding their acute symptom and their further actions (visit a doctor, pharmacy, or self-medicate), and what were the final illness outcomes (improved or got worse).

Statistical Analysis
A descriptive analysis was used to describe the demographics, access to Web-based health information, and outcomes. Means were used for continuous variables, and percentages were used for categorical variables. A bivariate analysis using the Chi-square test was used to investigate the relationship between Web-based health information seeking in the acute setting and patients’ actions when they have an acute symptom. The participants’ actions were also correlated with the demographics by using the Chi-square test, except for age, where the correlation was studied using the t test/one-way analysis of variance. The statistical significance was set at $P<.05$.

Results
Demographics
A total of 287 eligible participants completed the survey. The demographics of the participants are illustrated in Table 1. The mean age of the participants was 46.1 years; 16.7% (N=48) of them were older than 65 years and 6.8% were younger than 20 years. Almost two-thirds of the participants were married (n=139) and had university-level education (n=165), and 77% (n=193) of them had medical coverage. Around two-thirds of the participants did not have a chronic medical illness (n=196) and considered their health to be good (n=122) or very good (n=61).
Table 1. Demographics of the participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>46.1 (19.2)</td>
</tr>
<tr>
<td><strong>Gender (N=242), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>118 (48.8)</td>
</tr>
<tr>
<td>Female</td>
<td>124 (51.2)</td>
</tr>
<tr>
<td><strong>Marital status (N=242), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>82 (33.9)</td>
</tr>
<tr>
<td>Married</td>
<td>139 (57.4)</td>
</tr>
<tr>
<td>Divorced</td>
<td>9 (3.7)</td>
</tr>
<tr>
<td>Widowed</td>
<td>10 (4.1)</td>
</tr>
<tr>
<td>Separated</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td><strong>Educational status (N=240), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>165 (57.5)</td>
</tr>
<tr>
<td>Technical training</td>
<td>29 (10.1)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>29 (10.1)</td>
</tr>
<tr>
<td>Primary school</td>
<td>13 (4.5)</td>
</tr>
<tr>
<td>None</td>
<td>4 (1.4)</td>
</tr>
<tr>
<td><strong>Monthly income (US $; N=222), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;500</td>
<td>43 (15.0)</td>
</tr>
<tr>
<td>500-1300</td>
<td>81 (28.2)</td>
</tr>
<tr>
<td>1300-3300</td>
<td>66 (23.0)</td>
</tr>
<tr>
<td>&gt;3300</td>
<td>32 (11.1)</td>
</tr>
<tr>
<td><strong>Medical coverage (N=252), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>National Social Security Fund</td>
<td>78 (27.2)</td>
</tr>
<tr>
<td>Private insurance</td>
<td>101 (35.2)</td>
</tr>
<tr>
<td>Co-operative</td>
<td>10 (3.5)</td>
</tr>
<tr>
<td>None</td>
<td>59 (20.6)</td>
</tr>
<tr>
<td>Others</td>
<td>4 (1.4)</td>
</tr>
<tr>
<td><strong>Chronic medical condition</strong> (N=287), n (%)</td>
<td>91 (31.7)</td>
</tr>
<tr>
<td><strong>Self-perceived health status (N=252), n (%)</strong></td>
<td>61 (21.3)</td>
</tr>
<tr>
<td>Very good</td>
<td>61 (21.3)</td>
</tr>
<tr>
<td>Good</td>
<td>122 (42.5)</td>
</tr>
<tr>
<td>Moderate</td>
<td>52 (18.1)</td>
</tr>
<tr>
<td>Poor</td>
<td>14 (4.9)</td>
</tr>
<tr>
<td>Very poor</td>
<td>3 (1.0)</td>
</tr>
<tr>
<td>Have a physician whom they consult on regular basis (N=287), n (%)</td>
<td>148 (51.6)</td>
</tr>
<tr>
<td><strong>Frequency of doctors’ visit in the past 1 year (N=255), n (%)</strong></td>
<td>49 (17.1)</td>
</tr>
<tr>
<td>Never</td>
<td>49 (17.1)</td>
</tr>
<tr>
<td>1-2 times</td>
<td>123 (42.9)</td>
</tr>
<tr>
<td>3 times</td>
<td>32 (11.1)</td>
</tr>
<tr>
<td>≥4 times</td>
<td>51 (17.8)</td>
</tr>
</tbody>
</table>
Internet Use for Health Information in General and for an Acute Health Event

Participants were provided with the definition of an acute illness: A disease with an abrupt onset and usually a short course, for example, headache, fever, flu, pain, diarrhea, urinary frequency, and back pain. Almost all the participants (235/249, 94.3%) reported general internet use at least twice weekly, whereas one-third of the participants (86/277, 31.0%) reported at least twice weekly internet use for an acute health event specifically (Table 2). One-third of the participants (97/249, 38.9%) rarely or never used the internet for health information, and only 10.3% of them (28/270) rarely or never trusted the health information obtained (Table 2).

Participants who used the internet for an acute illness were likely to be more educated (P=.01), have a doctor they regularly consult (P=.009), use the internet for health information (P≤.001), trust the Web-based health information found (P<.001), and have a middle monthly income (P=.044). It is also important to note that there was no significant relationship between searching the internet for an acute illness and gender, having a chronic medical condition, perceived health status, frequency of visits to the doctor, or general internet use.
Table 2. Internet use for health information in general and for an acute health event.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General internet use</strong></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>203 (70.7)</td>
</tr>
<tr>
<td>≥ 2 times/week</td>
<td>30 (10.5)</td>
</tr>
<tr>
<td>Once weekly</td>
<td>6 (2.1)</td>
</tr>
<tr>
<td>≥ 2 times/month</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Once monthly</td>
<td>13 (4.5)</td>
</tr>
<tr>
<td>Rarely</td>
<td>6 (2.1)</td>
</tr>
<tr>
<td>Never</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Health website use</strong></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>39 (13.6)</td>
</tr>
<tr>
<td>≥ 2 times/week</td>
<td>44 (15.3)</td>
</tr>
<tr>
<td>Once weekly</td>
<td>31 (10.8)</td>
</tr>
<tr>
<td>≥ 2 times/month</td>
<td>23 (8.0)</td>
</tr>
<tr>
<td>Once monthly</td>
<td>13 (4.5)</td>
</tr>
<tr>
<td>Rarely</td>
<td>68 (23.7)</td>
</tr>
<tr>
<td>Never</td>
<td>28 (9.8)</td>
</tr>
<tr>
<td><strong>Internet search for acute health event</strong></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>50 (17.4)</td>
</tr>
<tr>
<td>≥ 2 times/week</td>
<td>47 (17.3)</td>
</tr>
<tr>
<td>Once weekly</td>
<td>22 (7.7)</td>
</tr>
<tr>
<td>≥ 2 times/month</td>
<td>41 (14.3)</td>
</tr>
<tr>
<td>Once monthly</td>
<td>13 (4.5)</td>
</tr>
<tr>
<td>Rarely</td>
<td>79 (27.5)</td>
</tr>
<tr>
<td>Never</td>
<td>19 (6.6)</td>
</tr>
<tr>
<td><strong>Trust in Web-based health information obtained</strong></td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>32 (11.1)</td>
</tr>
<tr>
<td>Very often</td>
<td>66 (23.0)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>122 (42.5)</td>
</tr>
<tr>
<td>Rarely</td>
<td>19 (6.6)</td>
</tr>
<tr>
<td>Never</td>
<td>9 (3.1)</td>
</tr>
<tr>
<td>Not applicable</td>
<td>18 (6.3)</td>
</tr>
</tbody>
</table>

*a* An acute health event was defined as an acute illness with an abrupt onset and usually a short course (e.g., headache, fever, sore throat, ear pain, cold/flu, diarrhea, urinary symptoms, and acute back pain).

**Description of the Participants Who Had an Acute Symptom in the Past 12 Months**

A total of 130 participants (87/130, 45.3%) had an acute symptom in the past 12 months. Their first action was mostly consulting with a physician (52/130, 40.0%) followed by self-medication (45/130, 34.6%), searching the internet for health information (25/130, 19.2%), and seeking a pharmacist’s advice (8/130, 6.2%). Two-thirds of them (85/130, 65.3%) improved in the first 3–4 days after the onset of an acute symptom irrespective of their first action. The most common symptoms were headache, back pain, and diarrhea. Participants who had frequent doctor’s visits, a doctor with whom they consult regularly, or a chronic medical illness were more likely to first seek either Web-based health information or a doctor’s help rather than self-medicate or seek a pharmacist’s advice (Table 3).

Among participants who searched the internet first (n=25), almost half (9/18) consulted a doctor because of the obtained Web-based information; the other half either self-medicated or sought a pharmacist’s advice. Most of them (18/24, 75%) improved in the first 3–4 days.
Among those who self-medicated after searching the internet (n=6), only one participant’s condition did not improve. Similarly, among those who sought care from a doctor after searching the internet (n=8), two participants’ condition did not improve and one participant’s condition worsened. Although many participants (22/25, 88%) found the Web-based information helpful to understand their acute symptoms, two-thirds (15/25, 60%) became anxious, and approximately 72% (18/25) discussed the obtained information with their doctor.

Finally, data analyses were conducted to compare the various demographics and actions of participants among those recruited through Google Ads versus through phone-based interviews. It was shown that participants were similar in both groups, with the exception that those recruited via Google Ads reported higher trust in Web-based health information and were more educated than those recruited via phone-based interviews.

Table 3. Bivariate analyses of the first action of the participants with an acute symptom and the various variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>First action after an acute symptom</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sought Web-based health information</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sought a doctor’s care</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Self-medicated</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sought a pharmacist’s advice</td>
<td></td>
</tr>
<tr>
<td>Doctors’ visits in the past 12 months (N=121), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1 (4.8)</td>
<td>1 (2.0)</td>
</tr>
<tr>
<td>1-2</td>
<td>8 (38.1)</td>
<td>15 (30.0)</td>
</tr>
<tr>
<td>3</td>
<td>3 (14.3)</td>
<td>10 (20.0)</td>
</tr>
<tr>
<td>≥4</td>
<td>9 (42.9)</td>
<td>24 (48.0)</td>
</tr>
<tr>
<td>Presence of a chronic medical condition (N=121), n (%)</td>
<td></td>
<td>0.05</td>
</tr>
<tr>
<td>Yes</td>
<td>10 (47.6)</td>
<td>23 (46.0)</td>
</tr>
<tr>
<td>No</td>
<td>11 (52.4)</td>
<td>27 (54.0)</td>
</tr>
<tr>
<td>Presence of a physician who they consult on a regular basis (N=122), n (%)</td>
<td></td>
<td>0.008</td>
</tr>
<tr>
<td>Yes</td>
<td>16 (76.2)</td>
<td>37 (72.5)</td>
</tr>
<tr>
<td>No</td>
<td>5 (23.8)</td>
<td>14 (27.5)</td>
</tr>
<tr>
<td>Status of perceived health, n (%)</td>
<td></td>
<td>0.20</td>
</tr>
<tr>
<td>Very good</td>
<td>5 (23.8)</td>
<td>8 (16.0)</td>
</tr>
<tr>
<td>Good</td>
<td>10 (47.6)</td>
<td>17 (34.0)</td>
</tr>
<tr>
<td>Moderate</td>
<td>5 (23.8)</td>
<td>17 (34.0)</td>
</tr>
<tr>
<td>Poor</td>
<td>1 (4.8)</td>
<td>7 (14.0)</td>
</tr>
<tr>
<td>Very poor</td>
<td>0 (0)</td>
<td>1 (2.0)</td>
</tr>
</tbody>
</table>

aChi-square test.

Discussion

Principal Findings

Web-based health information seeking is well studied in the context of chronic medical conditions; however, only a few studies analyzed Web-based health information seekers for an acute symptom and the impact of such information on one’s health. This study aimed to add to the literature by examining the prevalence of Web-based health information seeking in the context of an acute illness through a survey. This survey found that many participants (173/277, 62.5%) used the internet for an acute health symptom. Specifically, almost one-fifth (25/130) of those who had an acute symptom in the past 12 months sought Web-based health information first; among those people, two-thirds (9/25, 36.0%) eventually sought care from a doctor based on the information obtained. The majority improved, and the few of them who did not improve or worsened were among those who visited the doctor. The decision to first check Web-based health information was more prevalent among participants who had a doctor whom they consulted regularly, had frequent doctor’s visits in the past 12 months, and had a chronic medical condition.

This study has shown that almost two-thirds (173/277, 62.5%) of the participants used the internet for an acute symptom. This is consistent with the rates of internet usage for general health-related information [3,12,24-26]. Moreover, in comparison with prior studies, Web-based health information seekers are younger [12,25,27,28], highly educated [25,27,28], and consider themselves healthy [27,28]. However, in this study, those who searched the internet for acute symptoms were found to have a middle-level income and not a high income, as seen for general Web-based health information seeking in previous studies [3,25,27,28]. This could be explained by the fact that many participants used Web-based information to self-manage their symptoms. Self-diagnosis and self-medication have been well associated with the socioeconomic status of patients [29-31]. Seeking health information for acute symptoms may
have different motives than seeking general health information for chronic or established diseases.

A good number of participants in this survey (25/130, 19.2%) sought Web-based health information first when they had an acute symptom, which is similar to what was found in a study that analyzed the search queries to a patient education orthopedic website: 17% of the patients visited the website for symptoms as compared with 32% for a condition and 22% for a certain treatment [7]. Similarly, 31% of college students sought to use the internet for self-diagnosis [13]. The harms of self-diagnosis through Web-based health information are not well studied. A study among patients with colorectal cancer reported that 25% of the sample consulted the internet before visiting health care providers [14]. Among those who checked information on the internet, 8.2% (n=5) reported that the information influenced their thinking, as it indicated that their condition was not cancer or did not require medical attention. Most of the participants in this study improved after looking up health information on the internet related to their acute symptoms; this might be related to the natural course of most acute symptoms. However, those who did not improve or worsened were among those who visited the doctor after they obtained the information. It is possible that the information obtained was enough for them to decide if they can wait for a natural resolution of the symptoms or there is a need to visit a doctor. In general, the majority of Web-based health information seekers report that this kind of information was helpful and improved their health status or their medical information [4,12,32].

The bivariate analysis found that the decision to search the internet or visit a doctor first was associated with having a doctor with whom they consulted regularly and with a high frequency of doctor’s visits. It seems that participants who did not establish care within the medical system are more likely to self-medicate or visit the pharmacist. Despite that, some participants would seek information on the internet first, and almost half of them who did end up visiting the doctor. Although physicians remain the most trusted source of medical information [25,33], the literature is mixed about the effect of Web-based information on patients’ confidence in their physicians [34-36]. Discordance between the information obtained from the internet and that from the physician may compromise the trust in the physician [37]. Nevertheless, physicians should encourage their patients to discuss health information obtained from the internet and should guide them toward trusted online websites [38] to help them play an active role in symptom or disease management and control their anxiety.

**Limitations**

The generalizability of the data is limited, as the study was conducted among Lebanese adults and had a low response rate. However, the data are a revelation of the magnitude of participants seeking Web-based health information for acute symptoms. Furthermore, two different recruitment methodologies were used sequentially, which lead to more educated participants reporting higher trust in Web-based health information in the Google Ads than in the phone-based interviews. Moreover, there was probably some recall bias, mainly in answering the question addressing health information seeking for the last acute event during the past 12 months.

This survey showed that Web-based health information seeking for acute symptoms is common. However, physicians remain an important source of trustable medical information. Despite seeking Web-based health information first, almost half of the participants eventually visited a doctor and discussed the information that they sought online.
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Abstract

Background: As the US health care system is embracing data-driven care, personal health information (PHI) has become a valuable resource for various health care stakeholders. In particularly, health consumers are expected to autonomously manage and share PHI with their health care partners. To date, there have been mixed views on the factors influencing individuals’ health data–sharing behaviors.

Objective: This study aimed to identify a key factor to better understand health information sharing behavior from a health consumer’s perspective. We focused on daily settings, wherein health data–sharing behavior becomes a part of individuals’ daily information management activities. Considering the similarity between health and finance information management, we explicitly examined whether health consumers’ daily habit of similar data sharing from the financial domain affects their PHI-sharing behaviors in various scenarios.

Methods: A Web-based survey was administered to US health consumers who have access to and experience in using the internet. We collected individual health consumers’ intention to share PHI under varying contexts, habit of financial information management (operationalized as internet banking [IB] use in this paper), and the demographic information from the cross-sectional Web-based survey. To isolate the effect of daily IB on PHI-sharing behaviors in everyday contexts, propensity score matching was used to estimate the average treatment effect (ATE) and average treatment effect on the treated (ATET) regarding IB use. We balanced the treatment and control groups using caliper matching based on the observed confounding variables (ie, gender, income, health status, and access to primary care provider), all of which resulted in a minimal level of bias between unmatched and matched samples (bias <5%).

Results: A total of 339 responses were obtained from a cross-sectional Web-based survey. The ATET results showed that in terms of sharing contents, those who used IB daily were more likely to share general information (P=.01), current information (P=.003), and entire data (P=.04). Regarding occasions for sharing occasions, IB users were prone to share their information in all cases (P=.02). With regard to sharing recipients, daily IB users were more willing to share their personal health data with stakeholders who were not directly involved in their care, such as health administrators (P=.05). These results were qualitatively similar to the ATE results.

Conclusions: This study examined whether daily management of similar information (ie, personal financial information) changes health consumers’ PHI-sharing behavior under varying sharing conditions. We demonstrated that daily financial information management can encourage health information sharing to a much broader extent, in several instances, and with many stakeholders. We call for more attention to this unobserved daily habit driven by the use of various nonhealth technologies, all of which can implicitly affect patterns and the extent of individuals’ PHI-sharing behaviors.

(J Med Internet Res 2020;22(1):e15585) doi:10.2196/15585
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Introduction

As the US health care system is embracing data-driven care, personal health information (PHI) needs to be shared and managed across clinical settings by health consumers [1]. Under this circumstance, PHI, defined as “individually identifiable information relating to the past, present, or future health status of an individual [2],” has become a valuable resource for various health care stakeholders. Recently, the Office of the National Coordinator for Health Information Technology and the Centers for Medicare and Medicaid Services have focused on allowing consumers free and easy access to their health data and enabling them to share PHI even with large technology companies or their selective care counterparts [3]. As health consumers have more choice in care and treatment and electronic access to their structured and unstructured health information [4,5], health consumers are expected to decide the PHI that needs to be shared with their chosen partners and the manner in which it should be shared [6,7]. In other words, individual health consumers should be capable of managing and sharing their PHI across various care contexts.

Health consumers manage not only health information but also nonhealth information on a daily basis. As individuals perform day-to-day functioning in the areas of finance, communication, transportation, socialization, and entertainment [8,9], such activities generate data and require decision-making on accessing, storing, and sharing these data daily. Among these areas, financial information is known to be similar to health information because it is private, personal information that is needed to be shared with strangers (eg, financial advisor), as mandated by government and local policies, and is influenced by individual consumers’ knowledge [10,11], along with its industry-wide movement in consumer-centered services that enables personal financial data to be shared across incumbent banks and nonbanks (ie, Fintech firms) [12]. Thus, individual financial consumers have more power and control over their own data and are expected to make informed decisions. Given that individual consumers can be both health and financial consumers simultaneously, the same individuals’ financial behavior can be a proxy for understanding health information sharing, all of which can provide a useful vantage point for understanding health information–sharing behavior.

Against this backdrop, little attention has been paid to explore health consumers’ health data sharing in the context of daily living. We propose that health consumers are likely to be attracted from similar experiences and may have formed a habit with repeated exposure to the similar tasks while executing health and nonhealth tasks [13]. Taken together, the aim of this paper was to examine health consumers’ existing habits regarding financial information management of the willingness to share health data in various scenarios. More specifically, we focus on three characteristics of health information–sharing behavior with respect to the extent of sharing contents, constituents, and instances [14,15]. By explicitly exploring cross-domain habitual activities in data management, this paper contributes to the ongoing discussion of the expected role of health consumers under the data-driven care system.

Methods

Survey Procedure

We recruited participants who were or had the potential to manage and share their own health data electronically. As we particularly focused on individuals who can manage health and financial tasks by the use of relevant technologies, we needed a study sample in which we can capture their daily activities of various data management beyond health care settings. To this end, we contracted with a market research company that had access to the paid panel of health consumers across 50 states in the United States for administering a cross-sectional Web-based survey in 2017. Each participant was incentivized by the completion and quality of their response, which was mainly managed by the market research firm. Our Web-based survey incorporated multiple items that measure health information–sharing behaviors, including health consumers’ intention to share their health information, information sharing contexts, demographic information, and daily technology use such as internet banking (IB) use. An institutional review board approval was obtained before survey distribution. As a result, a total of 339 responses were used for further analysis.

Survey Instruments

All survey items were sourced from the existing literature, as presented in Table 1. First, for capturing health information–sharing intention with respect to sharing contents, sharing situations, and sharing constituents, we adopted our survey items from the study by Whiddett et al [14] and Anderson and Agarwal [15]. More specifically, sharing contents contained 4 items about the types of information likely to be shared, ranging from general information to all information (including sensitive disease information). Sharing situations included four items about the instances in which health consumers are willing to transfer their health information, such as all instances or selective or emergency cases. Finally, sharing constituents involved 10 items about whom an individual is willing to share their information with such as physicians, health administrators, and insurance payers. To determine dimensionality of the items for the sharing constituents, we ran exploratory factor analysis (EFA) with varimax rotation using SPSS (IBM Corporation, Armonk, New York). Our EFA identified two factors in sharing constituents based on their direct involvement in the care: One dimension is general constituents who do not directly engage in the care (eg, community physicians, government, and health insurance companies), whereas another dimension captures care-related counterparts (eg, physicians, nurses, and pharmacists). The items for health data sharing were anchored on a 5-point Likert scale (1: strongly disagree and 5: strongly agree). Second, we measured use frequency of daily technology such as computer, internet, email, and IB (ie, “How frequently
Finally, demographic information was captured for gender, marital status, income, education, occupation, race, ethnicity, health condition (chronic disease), and having a primary doctor within the domicile [16].

Table 1. Survey items.

<table>
<thead>
<tr>
<th>Types</th>
<th>Survey items(^a,b)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sharing contents</td>
<td>• General information</td>
<td>[14,15]</td>
</tr>
<tr>
<td></td>
<td>• Current health information</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Past health information</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• All health information</td>
<td></td>
</tr>
<tr>
<td>Sharing instances</td>
<td>• In all cases and instances</td>
<td>[14,15]</td>
</tr>
<tr>
<td></td>
<td>• For the purposes of care delivery within the clinical setting</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• For the purposes of other than provision of care (eg, research or marketing)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• In case of medical emergency conditions</td>
<td></td>
</tr>
<tr>
<td>Sharing constituents</td>
<td>• Other physicians (who are not involved in your care) at hospitals</td>
<td>[14,15]</td>
</tr>
<tr>
<td>General constituents</td>
<td>• Other community physicians not involved in your care</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Health administrators (eg, managers), government agencies</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Health care researchers</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Health insurance companies</td>
<td></td>
</tr>
<tr>
<td>Care-related constituents</td>
<td>• Physicians (who are involved in your care) at hospitals</td>
<td>[14,15]</td>
</tr>
<tr>
<td></td>
<td>• Other community physicians involved in your care (treating physicians)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Nurses</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Pharmacists</td>
<td></td>
</tr>
<tr>
<td>Habitual use of internet banking</td>
<td>• Frequency of internet banking use(^c)</td>
<td>[17]</td>
</tr>
</tbody>
</table>

\(^a\) We adopted all items from the study by Whiddett et al [14,15].

\(^b\) Information-sharing items are measured on a 5-point Likert scale anchoring on 1 (strongly disagree) to 5 (strongly agree).

\(^c\) Frequency of daily technology use is measured on daily, weekly, and monthly scales adopted from the survey of International Finance Corporation [17].

**Statistical Analysis**

The objective of the study was to examine whether frequent use of IB affects when, what, and with whom health consumers are willing to share their own personal health data. However, in observational studies similar to this study, it is often a challenge to isolate the treatment effect because confounding factors can influence both treatment and outcome [18]. To rule out such a confounding effect, prior studies have used various statistical estimation methods such as regression and panel methods, matching estimators, instrumental variables, and regression discontinuity designs [19-21]. Among these methods, we were particularly interested in propensity score matching (PSM), as it has been widely used when randomized clinical trials are infeasible in health care research [20,21]. PSM matches the observed and possible outcomes per each object based on a propensity score—a conditional probability that each observation receives treatment based on a set of observed covariates [22,23]. After matching, average treatment effects (ATEs) can be calculated by averaging out such a difference between the observed and potential outcomes [24]. This method depends on balancing observable covariates in treatment and control groups to isolate and estimate the treatment effect in the presence of confounding effects [25].

In our data, health consumers’ use of IB and health data sharing can be confounded by known factors, that is, demographic characteristics and health status. Following a step-by-step suggestion from the study by Becker and Ichino [26], we conducted PSM (refer to the study by Becker and Ichino [26] for a more detailed explanation), including choice of confounding variables, balancing propensity score and covariates between treatment and control groups, and calculating ATE within the evaluating criteria of bias (the difference between estimated treatment and true effect) and precision of estimated treatment effects. As a first step, it is necessary to choose the correct sets of variables that affect both treatment and outcome variables to better isolate treatment effects. Next, based on the choice of confounding variables, one needs to validate whether there is an overlap in propensity scores between treatment and control groups, which is necessary for drawing an inference by comparing these two groups. After balancing propensity scores in the groups, one needs to check the distribution of covariates within the blocks of propensity score to determine if the treatment and control groups within the block have a similar covariate distribution except for the variation of treatment variable. On the basis of this, the final step is to estimate ATE of focus—either ATE among paired samples within blocks of a propensity score or average treatment effect on the treated...
(ATET) for the treated observations only [27]. Although there is no clear guideline for calculating sample size for PSM, matching one or two untreated subjects to each treated subject is recommended when using PSM [28].

Results

Characteristics of Survey Participants

As shown in Table 2, most of the respondents were working professionals (236/339, 69.6%), female (225/339, 66.4%), and white (269/339, 79.4%). A total of 33.3% (113/339) have chronic conditions, and interestingly, almost all participants believe they are computer literate (337/339, 99.4%). Table 2 presents the demographic characteristics of our survey respondents across three user groups—IB users with daily, weekly, or monthly use frequencies. A majority of respondents use IB weekly (170/339, 50.1%), and participants aged 25-44 years were active users of IB across three user groups (approximately 203/339, 59.9%). We did not find any statistical group difference among demographic characteristics by t test ($P<.05$).

Although our data were obtained from a cross-sectional Web-based survey from US health consumers, we further evaluated the representativeness of our sample compared with established benchmark. The Board of Governors of the Federal Reserve System has conducted a Web-based survey on financial consumers’ use of mobile banking in selective years [29]. As we examine the effect of IB use on PHI-sharing behavior, we compared the national profiles of IB consumers from the Federal Reserve Board in 2015 with our sample. We found that age distribution was particularly similar to our sample, as a majority of respondents were aged 25-65 years and a majority of users of mobile banking were aged 25-44 years (Multimedia Appendix 1). Furthermore, we checked age group differences among health consumers with IB frequency using a t test and found no significant group differences ($P<.05$).
<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>All IB users (N=339), n (%)</th>
<th>Daily IB users (n=96), n (%)</th>
<th>Weekly IB users (n=170), n (%)</th>
<th>Monthly IB users (n=73), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>114 (33.6)</td>
<td>34 (35)</td>
<td>54 (31.8)</td>
<td>26 (36)</td>
</tr>
<tr>
<td>Female</td>
<td>225 (66.4)</td>
<td>62 (65)</td>
<td>116 (68.2)</td>
<td>47 (64)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>188 (55.5)</td>
<td>51 (53)</td>
<td>103 (60.6)</td>
<td>34 (47)</td>
</tr>
<tr>
<td>Divorced</td>
<td>26 (7.7)</td>
<td>6 (6)</td>
<td>12 (7.1)</td>
<td>8 (11)</td>
</tr>
<tr>
<td>Separated</td>
<td>7 (2.1)</td>
<td>0 (0)</td>
<td>4 (2.4)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Never married</td>
<td>118 (34.8)</td>
<td>39 (41)</td>
<td>51 (30.0)</td>
<td>28 (39)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>53 (15.6)</td>
<td>15 (16)</td>
<td>21 (12.4)</td>
<td>17 (23)</td>
</tr>
<tr>
<td>25-34</td>
<td>128 (37.8)</td>
<td>39 (41)</td>
<td>67 (39.4)</td>
<td>22 (30)</td>
</tr>
<tr>
<td>35-44</td>
<td>78 (23.0)</td>
<td>23 (24)</td>
<td>42 (24.7)</td>
<td>13 (18)</td>
</tr>
<tr>
<td>45-54</td>
<td>43 (12.7)</td>
<td>13 (14)</td>
<td>24 (14.1)</td>
<td>6 (8)</td>
</tr>
<tr>
<td>55-64</td>
<td>27 (8.0)</td>
<td>5 (5)</td>
<td>11 (6.5)</td>
<td>11 (15)</td>
</tr>
<tr>
<td>≥65</td>
<td>10 (3.0)</td>
<td>1 (1)</td>
<td>5 (3.0)</td>
<td>4 (6)</td>
</tr>
<tr>
<td><strong>Income status (US $$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>51 (15.0)</td>
<td>13 (14)</td>
<td>23 (13.5)</td>
<td>15 (21)</td>
</tr>
<tr>
<td>20,000-39,999</td>
<td>76 (22.4)</td>
<td>20 (21)</td>
<td>30 (17.7)</td>
<td>26 (36)</td>
</tr>
<tr>
<td>40,000-59,999</td>
<td>59 (17.4)</td>
<td>22 (23)</td>
<td>28 (16.5)</td>
<td>9 (12)</td>
</tr>
<tr>
<td>60,000-79,999</td>
<td>53 (15.6)</td>
<td>14 (15)</td>
<td>31 (18.2)</td>
<td>8 (11)</td>
</tr>
<tr>
<td>80,000-99,999</td>
<td>44 (13.0)</td>
<td>7 (7)</td>
<td>31 (18.2)</td>
<td>6 (8)</td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>56 (16.5)</td>
<td>20 (21)</td>
<td>27 (15.9)</td>
<td>9 (12)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>9 (2.7)</td>
<td>4 (4)</td>
<td>4 (2.4)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>70 (20.7)</td>
<td>19 (20)</td>
<td>29 (17.1)</td>
<td>22 (30)</td>
</tr>
<tr>
<td>Some college</td>
<td>93 (27.4)</td>
<td>28 (29)</td>
<td>46 (27.1)</td>
<td>19 (26)</td>
</tr>
<tr>
<td>2-year degree</td>
<td>35 (10.3)</td>
<td>11 (12)</td>
<td>14 (8.2)</td>
<td>10 (14)</td>
</tr>
<tr>
<td>4-year degree</td>
<td>85 (25.1)</td>
<td>21 (22)</td>
<td>54 (31.8)</td>
<td>10 (14)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>40 (11.8)</td>
<td>10 (10)</td>
<td>21 (12.4)</td>
<td>9 (12)</td>
</tr>
<tr>
<td>PhD</td>
<td>7 (2.1)</td>
<td>3 (3)</td>
<td>2 (1.2)</td>
<td>2 (3)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed full time</td>
<td>196 (57.8)</td>
<td>65 (68)</td>
<td>102 (60.0)</td>
<td>29 (40)</td>
</tr>
<tr>
<td>Employed part time</td>
<td>40 (1.8)</td>
<td>9 (9)</td>
<td>21 (12.4)</td>
<td>10 (14)</td>
</tr>
<tr>
<td>Unemployed looking for work</td>
<td>29 (8.6)</td>
<td>7 (7)</td>
<td>11 (6.5)</td>
<td>11 (15)</td>
</tr>
<tr>
<td>Unemployed not looking for work</td>
<td>34 (10.0)</td>
<td>10 (10)</td>
<td>15 (8.8)</td>
<td>9 (12)</td>
</tr>
<tr>
<td>Retired</td>
<td>19 (5.6)</td>
<td>1 (1)</td>
<td>9 (5.3)</td>
<td>9 (12)</td>
</tr>
<tr>
<td>Disabled</td>
<td>21 (6.2)</td>
<td>4 (4)</td>
<td>12 (7.1)</td>
<td>5 (7)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>269 (79.4)</td>
<td>77 (80)</td>
<td>137 (80.6)</td>
<td>55 (75)</td>
</tr>
<tr>
<td>Black</td>
<td>35 (10.3)</td>
<td>6 (6)</td>
<td>15 (8.8)</td>
<td>14 (19)</td>
</tr>
<tr>
<td>Demographic variables</td>
<td>All IB\textsuperscript{a} users (N=339), n (%</td>
<td>Daily IB users (n=96), n (%)</td>
<td>Weekly IB users (n=170), n (%)</td>
<td>Monthly IB users (n=73), n (%)</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------------------------------------------</td>
<td>-------------------------------</td>
<td>----------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Asian</td>
<td>23 (6.8)</td>
<td>9 (9)</td>
<td>12 (7.1)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (3.5)</td>
<td>4 (4)</td>
<td>6 (3.5)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>38 (11.2)</td>
<td>10 (10)</td>
<td>21 (12.4)</td>
<td>7 (10)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>301 (88.8)</td>
<td>86 (90)</td>
<td>149 (87.7)</td>
<td>66 (90)</td>
</tr>
<tr>
<td>Chronic conditions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>113 (33.3)</td>
<td>24 (25)</td>
<td>60 (35.3)</td>
<td>29 (40)</td>
</tr>
<tr>
<td>No</td>
<td>226 (66.7)</td>
<td>72 (75)</td>
<td>110 (64.7)</td>
<td>44 (60)</td>
</tr>
<tr>
<td>Primary care access (distance)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within 5 miles</td>
<td>150 (44.3)</td>
<td>44 (46)</td>
<td>77 (45.3)</td>
<td>29 (40)</td>
</tr>
<tr>
<td>Within 10 miles</td>
<td>129 (38.1)</td>
<td>32 (33)</td>
<td>66 (38.8)</td>
<td>31 (43)</td>
</tr>
<tr>
<td>Within 30 miles</td>
<td>44 (13.0)</td>
<td>15 (16)</td>
<td>20 (11.8)</td>
<td>9 (12)</td>
</tr>
<tr>
<td>Not available</td>
<td>16 (4.7)</td>
<td>5 (5)</td>
<td>7 (4.2)</td>
<td>4 (6)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}IB: internet banking.
\textsuperscript{b}n=236 for all IB users.

**Propensity Score Matching Results**

We conducted PSM analysis using Stata version 14.2 software (College Station, Texas). In our analysis, we chose income, race, health status, and having a primary care doctor within close proximity as our confounding variables, among others, which are likely to influence both IB use and health information sharing behavior. Subsequently, the propensity score was calculated for each block using a logit model. Figure 1 presents the distribution of propensity scores between the treated and untreated groups within blocks, termed as common support (propensity score overlaps in the matched pairs for each block), with appropriate overlap across blocks of propensity scores [30].

Table 3 illustrates covariate balancing among the variables before and after matching. It indicates that standard bias (percentage of bias) was less than 5% after caliper matching, and it is reasonable to move forward with the next step of analysis. To match a treated individual with nontreated individuals using similar propensity score, we used caliper matching (0.2×standard deviation of logit of propensity score with 1:2 neighbor matching with replacement) [26]. Figure 2 demonstrates a similar distribution of information-sharing behavior (sharing content) at baseline before and after caliper matching. Thus, we proceeded with ATE and ATET.

**Figure 1.** Distribution of propensity score between treated and untreated groups.
Table 3. Covariate balance before and after propensity score matching.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Unmatched sample</th>
<th>Matched sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean, Treated</td>
<td>Mean, Untreated</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.65</td>
<td>0.67</td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20,000-39,999</td>
<td>0.22</td>
<td>0.23</td>
</tr>
<tr>
<td>40,000-59,999</td>
<td>0.21</td>
<td>0.15</td>
</tr>
<tr>
<td>60,000-79,999</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>80,000-99,999</td>
<td>0.08</td>
<td>0.15</td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>0.22</td>
<td>0.15</td>
</tr>
<tr>
<td>Chronic condition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>0.72</td>
<td>0.63</td>
</tr>
<tr>
<td>Primary care access (distance)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within 5 miles</td>
<td>0.42</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Figure 2. Density plots in health information sharing behavior. Treated sample comprised daily users of internet banking, and the rest of the users were included in the untreated group.

Average Treatment Effects of Daily Internet Banking Use

Finally, we estimated ATE and ATET as displayed in Tables 4 and 5, respectively. Here, ATE describes the ATE of IB use on health information sharing by comparing the treated (daily use of IB) and untreated groups (nondaily use of IB) in the matched pair sample. ATET indicates the estimated average effect of daily use of IB on health information sharing among daily IB users. We defined a treatment effect of IB as the use of IB on a daily basis, as we viewed daily use of IB as health consumers’ daily habit. Prior literature noted that habit is an automatic
response to be formed by more frequent use and exposure of a focal event, technologies, and tasks [31]. Thus, we can consider daily use of IB as an existing habit of managing private personal information compared with weekly or monthly use of IB in our data. As such, we proceed to examine the treatment effect of daily use of IB on health information sharing under various circumstances.

In Table 4, there are differential behaviors in sharing contents, situations, and constituents between the treated and untreated groups. Daily IB users were more willing to share general and current health information (P=.009 and P=.004, respectively) for all situations (P=.06). For sharing constituents, these individuals were prone to share their information with non-care-related personnel, such as health administrators at a hospital (P=.05). Table 5 presents the average effect of daily IB use on health information sharing among daily IB users. We found that the treated individuals were likely to share all PHI with sensitive contents (P=.04) for all situations (P=.02). Moreover, they shared more PHI with non-care-related health administrators within the hospital (P=.05). Overall, results from ATE and ATET were qualitatively similar.

Table 4. Average treatment effect of daily internet banking use for matched pair sample.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Coefficient</th>
<th>SE</th>
<th>Z score</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sharing contents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General information</td>
<td>0.324</td>
<td>0.124</td>
<td>2.61</td>
<td>.009</td>
<td>0.081 to 0.567</td>
</tr>
<tr>
<td>Current information</td>
<td>0.364</td>
<td>0.125</td>
<td>2.91</td>
<td>.004</td>
<td>0.119 to 0.61</td>
</tr>
<tr>
<td>Past information</td>
<td>0.17</td>
<td>0.127</td>
<td>1.34</td>
<td>.18</td>
<td>−0.08 to 0.42</td>
</tr>
<tr>
<td>Full information</td>
<td>0.215</td>
<td>0.153</td>
<td>1.4</td>
<td>.16</td>
<td>−0.085 to 0.514</td>
</tr>
<tr>
<td><strong>Sharing instances</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All cases and situations</td>
<td>0.281</td>
<td>0.151</td>
<td>1.87</td>
<td>.06</td>
<td>−0.014 to 0.577</td>
</tr>
<tr>
<td>Care purposes</td>
<td>0.131</td>
<td>0.111</td>
<td>1.18</td>
<td>.24</td>
<td>−0.086 to 0.349</td>
</tr>
<tr>
<td>Noncare purposes</td>
<td>0.086</td>
<td>0.178</td>
<td>0.48</td>
<td>.63</td>
<td>−0.263 to 0.435</td>
</tr>
<tr>
<td>Medical emergency</td>
<td>0.133</td>
<td>0.095</td>
<td>1.39</td>
<td>.16</td>
<td>−0.054 to 0.32</td>
</tr>
<tr>
<td><strong>Sharing constituents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>For direct care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Your physician</td>
<td>0.084</td>
<td>0.114</td>
<td>0.74</td>
<td>.46</td>
<td>−0.139 to 0.307</td>
</tr>
<tr>
<td>Involving community physician</td>
<td>−0.064</td>
<td>0.122</td>
<td>−0.53</td>
<td>.60</td>
<td>−0.304 to 0.175</td>
</tr>
<tr>
<td>Nurses</td>
<td>0.119</td>
<td>0.139</td>
<td>0.85</td>
<td>.39</td>
<td>−0.154 to 0.393</td>
</tr>
<tr>
<td>Pharmacists</td>
<td>−0.023</td>
<td>0.174</td>
<td>−0.13</td>
<td>.89</td>
<td>−0.364 to 0.317</td>
</tr>
<tr>
<td>For indirect care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noninvolving physician at hospital</td>
<td>0.278</td>
<td>0.191</td>
<td>1.45</td>
<td>.15</td>
<td>−0.097 to 0.653</td>
</tr>
<tr>
<td>Noninvolving community physician</td>
<td>0.234</td>
<td>0.187</td>
<td>1.25</td>
<td>.21</td>
<td>−0.132 to 0.601</td>
</tr>
<tr>
<td>Health administrators (eg, managers)</td>
<td>0.347</td>
<td>0.174</td>
<td>1.99</td>
<td>.05</td>
<td>0.005 to 0.688</td>
</tr>
<tr>
<td>Government</td>
<td>0.23</td>
<td>0.189</td>
<td>1.22</td>
<td>.22</td>
<td>−0.14 to 0.601</td>
</tr>
<tr>
<td>Health care researchers</td>
<td>0.179</td>
<td>0.185</td>
<td>0.96</td>
<td>.34</td>
<td>−0.185 to 0.542</td>
</tr>
<tr>
<td>Insurance</td>
<td>0.169</td>
<td>0.179</td>
<td>0.94</td>
<td>.35</td>
<td>−0.183 to 0.521</td>
</tr>
</tbody>
</table>
Table 5. Average treatment effects on the treated of daily internet banking use.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Coefficient</th>
<th>SE</th>
<th>Z score</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sharing contents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General information</td>
<td>0.346</td>
<td>0.140</td>
<td>2.470</td>
<td>.01</td>
<td>0.071 to 0.621</td>
</tr>
<tr>
<td>Current information</td>
<td>0.399</td>
<td>0.134</td>
<td>2.960</td>
<td>.003</td>
<td>0.135 to 0.662</td>
</tr>
<tr>
<td>Past information</td>
<td>0.208</td>
<td>0.145</td>
<td>1.430</td>
<td>.15</td>
<td>−0.076 to 0.492</td>
</tr>
<tr>
<td>Full information</td>
<td>0.334</td>
<td>0.160</td>
<td>2.090</td>
<td>.04</td>
<td>0.021 to 0.647</td>
</tr>
<tr>
<td><strong>Sharing instances</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All cases and situations</td>
<td>0.319</td>
<td>0.139</td>
<td>2.300</td>
<td>.02</td>
<td>0.047 to 0.591</td>
</tr>
<tr>
<td>Care purposes</td>
<td>0.192</td>
<td>0.217</td>
<td>1.640</td>
<td>.10</td>
<td>−0.037 to 0.421</td>
</tr>
<tr>
<td>Noncare purposes</td>
<td>0.156</td>
<td>0.200</td>
<td>0.780</td>
<td>.44</td>
<td>−0.236 to 0.547</td>
</tr>
<tr>
<td>Medical emergency</td>
<td>0.179</td>
<td>0.104</td>
<td>1.710</td>
<td>.09</td>
<td>−0.026 to 0.383</td>
</tr>
<tr>
<td><strong>Sharing constituents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>For direct care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Your physician</td>
<td>0.058</td>
<td>0.136</td>
<td>0.430</td>
<td>.67</td>
<td>−0.208 to 0.324</td>
</tr>
<tr>
<td>Involving community physician</td>
<td>−0.119</td>
<td>0.139</td>
<td>−0.860</td>
<td>.39</td>
<td>−0.392 to 0.153</td>
</tr>
<tr>
<td>Nurses</td>
<td>0.184</td>
<td>0.139</td>
<td>1.320</td>
<td>.19</td>
<td>−0.089 to 0.457</td>
</tr>
<tr>
<td>Pharmacists</td>
<td>0.021</td>
<td>0.155</td>
<td>0.240</td>
<td>.89</td>
<td>−0.283 to 0.326</td>
</tr>
<tr>
<td>For indirect care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noninvolving physician at hospital</td>
<td>0.331</td>
<td>0.199</td>
<td>1.660</td>
<td>.10</td>
<td>−0.060 to 0.722</td>
</tr>
<tr>
<td>Noninvolving community physician</td>
<td>0.201</td>
<td>0.199</td>
<td>1.010</td>
<td>.31</td>
<td>−0.188 to 0.590</td>
</tr>
<tr>
<td>Health administrators (eg, managers)</td>
<td>0.350</td>
<td>0.177</td>
<td>1.980</td>
<td>.05</td>
<td>0.003 to 0.698</td>
</tr>
<tr>
<td>Government</td>
<td>0.232</td>
<td>0.168</td>
<td>1.380</td>
<td>.17</td>
<td>−0.097 to 0.561</td>
</tr>
<tr>
<td>Health care researchers</td>
<td>0.146</td>
<td>0.177</td>
<td>0.820</td>
<td>.41</td>
<td>−0.202 to 0.493</td>
</tr>
<tr>
<td>Insurance</td>
<td>0.249</td>
<td>0.152</td>
<td>1.640</td>
<td>.10</td>
<td>−0.049 to 0.548</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Despite growing expectation of individuals’ responsibility for sharing PHI for data-driven care, there have been mixed results regarding factors influencing health consumers’ sharing intention under various circumstances. Given that management of financial information resembles that of health information, this study called for more attention on individuals’ daily use of financial information management as a proxy for health information sharing and hypothesized that the more frequently individuals managed their financial information, the more likely they were willing to share PHI under various sharing conditions. Our PSM results revealed that daily IB users were more willing to share the large extent of health information for all instances, even with personnel who were not directly involved in their care process. This is one of the first studies that explores the role of a daily habit of financial information management to predict individuals’ intention in sharing their health information.

Limitations

Although we presented important findings on the role of daily habit of IB use, our results should be interpreted with caution because of their limitations. First, our study is conducted via a cross-sectional Web-based survey. Although our research question was aligned with our study design, tracking health consumers’ information management behavior over time can provide an in-depth view and further identify contextual factors in the daily living context. The cross-section time series information on health consumers’ information management in daily living would be beneficial in the future to capture granular level of measures and to control unobserved heterogeneity among individuals. Second, we conceptualized our treatment effect as habitual use of financial data management and operationalized it by the daily use of IB. Although our unidimensional, binary measure of IB use was appropriate for PSM methodology, future research can incorporate multi-item measures to capture multidimensional aspects of financial data management for health consumers in the richer research models. Finally, we acknowledge that majority of survey respondents in our study have no immediate health issues (237/339, 69.9%); therefore, the results of this study may not be generalized to patients who have various health conditions and statuses. As we assumed that the same individuals can be both health and financial consumers, the findings of this study can be a baseline information to compare individuals’ behaviors in medical situations in subsequent research.
Comparison With Prior Work

Role of the Existing Habit in Daily Living

In this paper, we first examined the daily habit that has not been of focus in health care research. More specifically, this paper juxtaposed the similarity between health and financial data and identified financial data habit as a key factor in understanding health data sharing from the same individuals. Our approach assumed that the same individuals are customers for both health and financial services; therefore, such individual-level behaviors can be closely related. Theoretically, it is known that when people cope with a new event, their reaction might be predictable simply because there are likely to base their reaction on past experience or their knowledge of similar situations [32,33]. Defined as an automatic reaction toward certain stimuli or inputs based on past experience or learning [34,35], habit has been a key research variable to predict a certain behavior in education, health care, and information systems disciplines [10,36]. In the information search context, people seek information from easily available internet sources or acquaintances (eg, friends and family), and they typically return to such habits for future information-seeking behavior [33]. In technology use context, prior learning and habits from technology can influence adoption and use of a new technology [37,38]. Another example noted that health consumers’ health status and Web-based community membership (ie, PatientsLikeMe) makes them feel comfortable sharing their sensitive health information with people who are not directly related to their care [39]. Thus, an individual’s habitual behavior in one life area can affect the same individual’s behavior in another life setting.

Although prior health care literature highlighted the importance of individuals’ habit to understand health behaviors, habit has been mainly defined within the context of health care. For example, health consumers’ exposure to personal health records technology influenced individuals’ share of PHI with care providers and non–care-related providers [35,40]. Given the complexity of PHI and heterogeneous information sharing behaviors, there is a growing interest in understanding health consumers’ differential information sharing. Previous seminal papers have documented that sharing of the most sensitive PHI varies widely under various conditions, with sharing counterparts—care-involved personnel (eg, family and caregivers) or a broad audience (government or non–care-related providers) [41-43]. Although prior studies point out to their existing predisposition on data security [44], familiarity with technology use [35,43] or Web-based community membership [40] as plausible reasons for such heterogeneous responses, these factors have been searched and identified in clinical settings. By recontextualizing health data sharing into everyday living contexts, we explicitly examined whether decisions on health information sharing are influenced by daily, nonhealth-related habit of individual consumers.

Lesson Learned From the Similarity Between Health and Financial Data

This paper also showed that frequent exposure to IB is positively related to health data-sharing behavior. This finding is in line with and extends prior health research in two ways. First, although the effect of internet use has been widely discussed to understand health information sharing behavior, the influence of habitual internet use is lesser known [40]. At a granular level, we identified that daily users of IB are more prone to share more data for all cases and with non–care-related stakeholders. Second, this study identified opportunities to identify new phenomena from financial activities of individual health consumers. In the financial sector, individual consumers have more power and control over their own data and are expected to make informed decisions in various situations under the nationwide trends of consumer-driven service. A recent survey shows that 60% of consumers are willing to share personal data (eg, location data and lifestyle information) with financial service providers in exchange for customized promotion and better services, and young tech-savvy customers are willing to share more data [45]. Yet, such data sharing is based on each consumer’s autonomous decision about sharing across traditional banks and nonbanks (ie, Fintechs) [46]. Viewing health information sharing as a part of multidimensional information managing tasks in everyday living, this study clearly demonstrated that a cross-domain habit of information management is positively associated with health information sharing, which has largely been underexplored in health care research [47].

Future Research

For future research, it will be worthwhile to revisit this research model in clinical setting and explore the effect of habit on health data sharing in the clinical setting for those who have chronic conditions or medical urgency. Health data sharing is a complex and variable phenomenon, and more interdisciplinary research is indispensable. As health consumers are attaining more ownership to manage and share their own health information via websites, wearables, and mobile apps, it is important to determine whether they are capable of dealing with this volume of data [48] and whether they make informed decisions to share personal data with multiple stakeholders. Various types of structured and unstructured health information may be stored at an individual’s home or workplace or at a hospital. Given that such data need to be freed by the hands of health consumers and distributed for the optimal health care decision and outcomes [49], future research can further explore various information type and their willingness to share such data under different sharing scenarios.

Practical Implications

This research has practical implications. First, health technology vendors may design health information management tools modeled after financial information management tools [50]. As health care and finance are both characterized by the important role of system usability for customer satisfaction, involving more consumers in the rapid process of innovation and understanding consumer behaviors and fast-moving information technology trends [51], system design can support health consumers’ willingness to share their own data and further liberate their data for consumer-centered care [52]. To better manage health information for self-health management [53], individual health consumers need to collectively as well as selectively manage either type of health information and use it for their own medical conditions and contexts. Health
technology can support such sharing behavior by providing repository of health data that is similar to a consolidated bank account and allowing them to selectively share or store it [51]. Second, health consumers need to be educated on how to manage various types of health information, including access, process, and exchange of public and private health information. As health information is domain-specific and either personal [15] or widely available on the internet [54], individual health consumers should understand the difference between public and private health information and shareability of such information accordingly. As shown in our results, even with the experience of managing sensitive financial data daily, health consumers may not be ready to share PHI with other stakeholders who are not directly involved in their care. This has timely implications on the direction and content of health consumer education about sharing constituents [55].

Conclusions
The objective of this study was to examine the effect of daily use of financial technology on health information sharing. Considering the similarity between health and financial technology and the characteristics of such information, this study proposes that the unobserved habit of managing sensitive information daily can further affect managing and sharing another type of sensitive information—PHI. Results from PSM reveal that frequent users of financial technology are more prone to share their entire health information in all instances, even with non–care-related stakeholders. Subsequent research can explore more granular types of habits in various life domains to better understand health consumers’ readiness to manage self-health information for realizing consumer-centered care in the future.
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Abstract

Background: Patients’ withholding information from doctors can undermine medical treatment, create barriers for appropriate diagnoses, and increase systemic cost in health care systems. To date, there is limited literature detailing the association between trends of patients withholding information behavior (WIB) and the patient-physician relationship (PPR).

Objective: The aim of this study was to explore the prevalence trend of WIB after 2011 and examine the effects of PPR on WIB and its time trend.

Methods: A total of 5 iterations of data from the Health Information National Trends Survey (years: 2011-2018; n=11,954) were used to explore curvilinear trends of WIB among the US population. Multiple logistic regression models were used to examine curvilinear time trends of WIB, effects of PPR on WIB, and moderation effects of PPR on the WIB time trend.

Results: The WIB prevalence has an increasing trend before 2014, which has the highest rate of 13.57%, and then it decreases after 2014 to 8.65%. The trend of WIB is curvilinear as the quadratic term in logistic regression model was statistically significant (P=.04; beta=-.022; SE=0.011; odds ratio [OR] 0.978, 95% CI 0.957-0.999). PPR is reversely associated with WIB (P<.001; beta=-.462; SE=0.097; OR 0.630, 95% CI 0.518-0.766) and has a significant moderation effect on time trends (P=.02; beta=-.06; SE=0.025; OR 0.941, 95% CI 0.896-0.989). In general, poor quality of PPR not only significantly increased the WIB probability but also postponed the change of point for WIB curvilinear trend.

Conclusions: Findings suggest that the time trend of WIB between 2011 and 2018 is curvilinear and moderated by the quality of the PPR. Given these results, providers may reduce WIB by improving PPR. More research is needed to confirm these findings.

(J Med Internet Res 2020;22(1):e16713) doi:10.2196/16713
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Introduction

Background

Medical literature recognizes that quality communicative interactions between patients and their doctors are important to the success of medical treatment [1]. Many medical conditions can be accurately diagnosed by providers in an efficient manner if patients’ medical history is fully divulged [2] and clinicians express some empathy during medical visits [3]. As such, limited disclosure of critical health information between patients and doctors serves as a barrier to the success of a prescribed medical regimen. Despite this intuitive knowledge, existing evidence suggests that patients purposefully withhold relevant medical information from clinicians [4].
The reasons for patients withholding information are multifold. Several studies have examined factors that influence withholding information behavior (WIB), including demographics [5], social economics [6], and health [7]. Additional reasons include embarrassment of maladaptive health behavior and aversion to sensitive medical topics that patients are reluctant to share comprehensive details about their health status [4]. Recent medical data breaches are another possible reason why patients may not share all information and materials related to their medical history. In particular, prior studies highlight that individuals are more likely to withhold information when there are increased concerns about security [8]. Between the years 2009 and 2018, there were 2546 reported health care data breaches, which affected the health care records of 189,945,874 patients [9]. Given the increase in prevalence of medical data breaches across the United States as well as the potential influence of patients’ perceptions on medical data security via a willingness to share their medical history, an understanding of patients’ withholding patterns is warranted. To date, the scholarly findings are limited on the topic of patients’ WIB and its prevalence time trend in recent years. Evidence by Patel et al suggests that the proportion of US patients who exhibited medical WIB were 7%, 8%, and 5% for the years 2012, 2013, and 2014, respectively, indicating that the time trend (ie, slope) of WIB prevalence may not be linear or moving in a specific direction [10]. However, Patel et al’s [10] findings appear limited because of the study’s relatively small sample size and period, and the United States has witnessed a fair number of health care data breaches since publication. From our searches, we have found no additional studies that either support or conflict with these findings. Updated findings examining WIB that include more periods may provide better insights for policy-making state and national health officials.

Up to now, there is a paucity of literature on how patient-physician relationships (PPRs) influence patients’ WIB. PPR, which is measured by time spent, understanding, involvement, and helpfulness [11,12], is thought to be positively related with the intention to share protected health information (PHI) [7]. In a qualitative study among a small group of female Latina patients, 26 out of 28 study participants reported that their willingness to disclose health information depends on a PPR including spending enough time with patients, involving patients in decisions, and paying attention to patients’ feelings and emotions [13]. In a phenomenology (ie, the sciences of how people experience phenomena) study, factors such as being involved, listening attentively, and leaving time for patients influenced participants to disclose their use of traditional and complementary medicine to their doctors [14]. However, to the best of our knowledge, no study has empirically examined how PPRs influence patients’ withholding behavior and its longitudinal trend in a nationwide representative sample of the US population. An examination of the effects of PPR on WIB time trends may provide valuable insights for policy makers as well as providers to inform them on potential needs to adjust communicative practices with prospective patients.

Objectives
Given the previously mentioned knowledge gaps about WIB in the United States, we investigate the longitudinal prevalence of WIB and the moderating effects of PPR on WIB trends adjusting for variables well studied in previous research. Using 2011 to 2018 responses from the Health Information National Trends Survey (HINTS), we sought to investigate the following areas:

Q1: Is there a stable pattern of WIB among patients over time?
Q2: Does increased self-reported satisfaction of a patient’s relationship with their provider meaningfully lower the odds that a patient would withhold important medical information during treatment?
Q3: Does the PPR influence the national trajectory of WIB over time?

We believe that findings from this study could contribute to shifting the paradigm in medical counseling research in several aspects. First, technological advancements and setbacks in the medical field have a dynamic and arguably instantaneous relationship with population health behavior [15]. Therefore, studies examining WIB and associated factors may be more informative if investigated over time. Moreover, increased knowledge of the influence that the PPR has on WIB may help health officials to allocate resources for behavioral and counseling-related patient-provider interventions to promote population health outcomes in the United States.

Methods

Sample
Findings from this study were derived using the following 5 waves of responses from HINTS: 2011 (HINTS 4 cycle 1), 2012 (HINTS 4 cycle 2), 2014 (HINTS 4 cycle 4), 2017 (HINTS 5 cycle 1), and 2018 (HINTS 5 cycle 2). HINTS is an ongoing serial cross-sectional survey conducted by the National Cancer Institute to document attitudes and perceptions about health information access and use among noninstitutionalized US adults. The primary inclusion criteria for HINTS waves were based on the availability of survey questions focused on WIB. Participants self-reporting no visits to a nonemergency provider during the past 12 months were also excluded from analyses as these individuals would not have the opportunity to demonstrate WIB. A total sample of 11,954 respondents with complete records across 5 survey years, which represents about half US population each year, was used for descriptive analyses and logistic regression models.

Dependent Variable
Our outcome of interest (WIB) was obtained from the HINTS survey item: “Have you ever kept information from your health care provider because you were concerned about the privacy or security of your medical records? (Yes/No)” (Question D3, HINTS 5 cycle 2).

Patient-Physician Relationship
The PPR was operationalized using responses from the following 7 items in our study: (1) “How often did they give you the chance to ask all the health-related questions you had?,” (2) “How often did they give the attention you needed to your feelings and emotions?,” (3) “How often did they involve you in decisions about your health care as much as you wanted?,”
“How often did they make sure you understood the things you needed to do to take care of your health?” (5) “How often did they explain things in a way you could understand?” (6) “How often did they spend enough time with you?” and (7) “How often did they help you deal with feelings of uncertainty about your health or health care?” Participant’s responses to PPR questions were measured using a Likert-type scale scored as follows: 1=always, 2=usually, 3=sometimes, and 4=never. In a previous study, these 7 items were used to define PPRs with a Cronbach alpha of .94 and composite reliability of 0.9 in confirmatory factor analysis [8]. In order to improve interpretability, we first reverse coded the 7 items (1=never, 2=sometimes, 3=usually, 4=always). To make logistic regression intercept meaningful, we substracted the reverse coded 7 items by 1 so that these 7 items had the minimum score of 0 (0=never, 1=sometimes, 2=usually, 3=always). A factor-based score reflecting PPR was generated by the mean of 7 recoded items’ scores and used as an independent variable in the logistic regression models [16]. To help readers internalize the context of our findings, the PPR was ordinally categorized into tertiles as “poor” (tertile 1: 0-2.14), “fair” (tertile 2: 2.15-2.85), and “good” (tertile 3: 2.86-3) in descriptive analyses. The PPR remained as a continuous variable in models adjusted for key covariates to optimize the statistical power in the study’s findings.

Other Variables

The time when surveys were conducted (2011, 2012, 2014, 2017, and 2018) was used to investigate the time trend aspect. Demographic variables include gender (male/female), age group (18-24, 25-44, 45-64, and 65+ years), census division (New England, Middle Atlantic, East North Central, West North Central, South Atlantic, East South Central, West South Central, Mountain, and Pacific), born in the United States (yes/no), urbanity (urban and rural), occupation (employed, unemployed, retired, disabled, and other), race or ethnicity (Hispanic, non-Hispanic white, non-Hispanic black, non-Hispanic other, and non-Hispanic Asian), and education (less than high school, 12 years or completed high school, some college, and college graduate or higher). Participants’ health status items include self-reported general health (excellent, very good, good, fair, and poor), ever had cancer (have you ever been diagnosed as having cancer?: yes/no), and depression and anxiety index calculated and categorized using Patient Health Questionnaire-4 [17]. A perceived provider using electronic health (eHealth) records system was assessed as “Do any of your doctors/HCP maintain your medical records in a computerized system? (yes/no).” Trust of a doctor is evaluated by the item “In general, how much would you trust information from a doctor?” (a lot, some, a little, and not at all). The frequency of visiting a nonemergency provider was assessed during the past 12 months (1 time, 2 times, 3 times, 4 times, 5-9 times, 10 or more times).

Statistical Analyses

The study’s analytic goal is to examine the associations of our independent variables of interest (including PPR and its interaction term with time) with WIB across 5 time points. To achieve this goal, we utilized 2 logistic regression models structured as follows:

Model 1 is shown in equation 1 of Figure 1, where year is a continuous variable for time points and PPR represents PPR for respondent \(i\). The quadratic term year \(i^2\) represents the curvilinear effect of year on logit (WIB). Model 2 is shown in equation 2 of Figure 1, where \(X\) is a vector of \(k\) control variables include gender, education, census division, urbanity, age group, occupation, whether born in the United States, general health, provider maintains electronic medical record, depression, trust in doctors, ever had cancer, and frequency to visit providers. The error term \(\varepsilon\) is assumed to be independent of all independent variables and had a mean of zero.
The slope of time trend for logit of WIB is defined as the change of log-odds or logit per year and operationalized as shown in equation 3 of Figure 1, where PPR is treated as a constant. A change of point for the time trend is defined as the time when the slope is 0 and calculated as shown in equation 4 of Figure 1.

Odds ratio (OR) is defined as the exponential of the coefficient $\beta$ ($e^\beta$). Multicollinearity was inspected by calculating variance inflation factors (VIFs) for all variables. Findings resulted in VIFs lower than 5 among all independent and covariate variables, suggesting that multicollinearity is not at a concerning level [18]. The area under the receiver operating characteristics curve (C-statistics) was used to assess model performance and suggest sufficient model fit.

Chi-square tests were conducted to examine bivariate associations between outcome and demographic measures. All analyses were conducted using SAS version 9.4 (SAS Institute Inc). All descriptive analyses and logistic regression models were weighted to reflect a nationally representative estimate using the Statistical Analysis System procedures Proc Surveyfreq and Proc Surveylogistic, respectively. A 2-tailed $P<.05$ was considered statistically significant in this study.

Results

Table 1 shows sample characteristics among study participants, which are stratified by their WIB status. Weighted proportions were calculated through the Jackknife estimation method to generalize findings to the population. Between 2011 and 2014, the proportioned differences between respondents with and without WIB increased from 2.29% to 4.61% and then dropped to −5.38% in 2018, indicating a potential nonlinear time trend of WIB. There are no significant differences between WIB and none-WIB groups when examining the gender and education sample distributions. Compared with respondents who did not withhold information from their providers, respondents who had WIB were more likely to be aged 25 to 44 years (difference: 13.82%) and employed (difference: 10.79%).

The weighted prevalence of WIB in the United States was assessed from 2011 to 2018. As Figure 2 shows, the WIB prevalence has an increasing trend before 2014, which has the highest rate of 13.6% and then decreased after 2014 to 8.6% (Multimedia Appendix 1). When examining the proportions of different levels of PPR across 5 time points, results show that PPR improves after 2011 as shown in Figure 3 by the increasing proportions of respondents with “good” PPR (tertile 3) and decreasing proportions of respondents with “poor” PPR (tertile 1). To explore the moderation effects of PPR on time trends for WIB (Figure 4), we plotted the weighted prevalence of WIB across time points by 3 categorized PPR levels. Results suggest that PPR affects the curvilinear time trend of WIB in 2 ways: on the one hand, the worse PPR is associated with an escalated prevalence of WIB in the year 2011; on the other hand, worse PPR also inverts the sign of the starting slope of curves, which is consistent with prior studies.
Table 1. Sample characteristics of the nationally representative sample across 5 iterations.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Withhold information, n (%): yes</th>
<th>Withhold information, n (%): no</th>
<th>Difference (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>339 (21.5)</td>
<td>2357 (19.2)</td>
<td>2.29</td>
<td>.003</td>
</tr>
<tr>
<td>2012</td>
<td>293 (21.7)</td>
<td>2018 (19.1)</td>
<td>2.62</td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>332 (23.2)</td>
<td>2039 (18.6)</td>
<td>4.61</td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td>187 (17.3)</td>
<td>2002 (21.4)</td>
<td>−4.14</td>
<td></td>
</tr>
<tr>
<td>2018</td>
<td>199 (16.3)</td>
<td>2188 (21.7)</td>
<td>−5.38</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>Male</td>
<td>500 (48.9)</td>
<td>4121 (45.8)</td>
<td>3.16</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>850 (51.1)</td>
<td>6483 (54.2)</td>
<td>−3.16</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td>.46</td>
</tr>
<tr>
<td>Less than high school</td>
<td>79 (7.9)</td>
<td>691 (8.4)</td>
<td>−0.48</td>
<td></td>
</tr>
<tr>
<td>12 years or completed high school</td>
<td>182 (17.8)</td>
<td>1936 (19.5)</td>
<td>−1.67</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>451 (38.8)</td>
<td>3155 (35.5)</td>
<td>3.27</td>
<td></td>
</tr>
<tr>
<td>College graduate or higher</td>
<td>638 (35.5)</td>
<td>4822 (36.7)</td>
<td>−1.12</td>
<td></td>
</tr>
<tr>
<td><strong>Age group</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-24</td>
<td>36 (4.8)</td>
<td>294 (10.8)</td>
<td>−5.97</td>
<td></td>
</tr>
<tr>
<td>25-44</td>
<td>462 (46.1)</td>
<td>2521 (32.3)</td>
<td>13.82</td>
<td></td>
</tr>
<tr>
<td>45-64</td>
<td>652 (41.0)</td>
<td>4506 (38.4)</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>65+</td>
<td>200 (8.1)</td>
<td>3283 (18.5)</td>
<td>−10.45</td>
<td></td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employed</td>
<td>838 (68.3)</td>
<td>5476 (57.5)</td>
<td>10.79</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>91 (7.0)</td>
<td>444 (5.5)</td>
<td>1.53</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>190 (7.8)</td>
<td>3163 (18.5)</td>
<td>−10.74</td>
<td></td>
</tr>
<tr>
<td>Disabled</td>
<td>121 (7.1)</td>
<td>670 (5.4)</td>
<td>1.76</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>110 (9.7)</td>
<td>851 (13.1)</td>
<td>−3.34</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>P values are calculated from chi-square tests to show association between characteristics variables and WIB.
Figure 2. Unadjusted prevalence trend of withholding information behavior between 2011 and 2018 based on the Health Information National Trends Survey.

Figure 3. Unadjusted proportions of patient-physician relationship tertiles based on the Health Information National Trends Survey between 2011 and 2018. PPR: patient-physician relationship.
Figure 4. Unadjusted prevalence trends of withholding information behavior grouped by levels of patient-physician relationship and based on responses from the Health Information National Trends Survey between 2011 and 2018. WIB: withholding information behavior.

For the multivariable logistic regression model, results displayed in Table 2 show the model coefficients and statistical significance for linear time trend, quadratic time trend, PPR, and interaction between linear time trend and PPR (model 1 as baseline model). A second logistic regression model (model 2) including covariates such as gender, age, and group education was used to examine whether coefficients were attenuated with the inclusion of confounding variables. The interaction term between quadratic time trend and PPR was not statistically significant and, therefore, removed from the model for simplicity of interpretation. Compared with the baseline model, model with covariates did not change the sign or strength of coefficient estimates, except PPR simple effect was about half of that in the baseline model (beta=−.286 in model 2 vs beta=−.462 in model 1). Accordingly, the odds for every 1 unit of PPR improvement as operationalized in our study is approximately a 24.9% decrease in withholding patterns (OR 0.751, 95% CI 0.598-0.943) in model 2 and 37% decrease (OR 0.63, 95% CI 0.518-0.766) in model 1 in the year 2011. For model 1, when holding PPR constant at 3 (the best PPR), the initial linear time trend slope was 0.052 (OR 1.053) and not significant (P=.48, not shown in the table). Due to the significant quadratic term (P=.04), the slope decreased by 0.044 per year, resulting in a decreasing trend after year 2012. However, when PPR was worse, for example, PPR=0, the linear time trend slope was significantly higher (beta=.233; SE=0.101; OR 1.263, 95% CI 1.030-1.547) and the change of point occurred later (about 5.3 years after 2011 when PPR=0). Figure 5 demonstrated visualization of the time trend for WIB probability, which was predicted by the logistic regression model 1, against the times surveyed at different PPR levels (0, 1, 2, and 3). PPR significantly modified time trend of WIB through increasing the initial slope in 2011 and, therefore, postponed the time for change of points.
Table 2. Coefficients of multiple logistic regression models with and without covariates.

<table>
<thead>
<tr>
<th>Model and term</th>
<th>Coefficient estimates (beta)</th>
<th>SE</th>
<th>P value</th>
<th>Odds ratio and 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1: without covariates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>$-0.950^a$</td>
<td>0.226</td>
<td>&lt;.001</td>
<td>0.387 (0.246-0.609)$^b$</td>
</tr>
<tr>
<td>Year</td>
<td>0.233</td>
<td>0.101</td>
<td>.03</td>
<td>1.263 (1.030-1.547)</td>
</tr>
<tr>
<td>Year$^2$</td>
<td>$-0.022$</td>
<td>0.011</td>
<td>.04</td>
<td>0.978 (0.957-0.999)</td>
</tr>
<tr>
<td>PPR$^c$</td>
<td>$-0.462$</td>
<td>0.097</td>
<td>&lt;.001</td>
<td>0.630 (0.518-0.766)</td>
</tr>
<tr>
<td>Year$\times$PPR</td>
<td>$-0.060$</td>
<td>0.025</td>
<td>.02</td>
<td>0.941 (0.896-0.989)</td>
</tr>
<tr>
<td><strong>Model 2: with covariates$^d$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>$-1.763$</td>
<td>0.58</td>
<td>.004</td>
<td>0.172 (0.053-0.551)</td>
</tr>
<tr>
<td>Year</td>
<td>0.253</td>
<td>0.104</td>
<td>.02</td>
<td>1.288 (1.044-1.588)</td>
</tr>
<tr>
<td>Year$^2$</td>
<td>$-0.024$</td>
<td>0.011</td>
<td>.04</td>
<td>0.977 (0.955-0.999)</td>
</tr>
<tr>
<td>PPR</td>
<td>$-0.286$</td>
<td>0.113</td>
<td>.01</td>
<td>0.751 (0.598-0.943)</td>
</tr>
<tr>
<td>Year$\times$PPR</td>
<td>$-0.068$</td>
<td>0.026</td>
<td>.01</td>
<td>0.934 (0.887-0.984)</td>
</tr>
</tbody>
</table>

$^a$The estimate for the intercept is the baseline log-odds when year is in 2011 and PPR is 0.

$^b$The odds ratio and 95% CI for intercept are the baseline odds and 95% CI when the year is in 2011 and patient-physician relationship is 0.

$^c$PPR: patient-physician relationship.

$^d$Covariates include gender, education, race, urbanity, age group, occupation, census division, born in the United States, general health status, provider maintains electronic medical record, depression, trust doctors, ever had cancer, and frequency to visit providers.

Figure 5. Predicted probability of withholding information behaviors at various patient-physician relationship values. PPR: patient-physician relationship.
Discussion

Principal Findings

Our results suggest complex relationships between PPR and time trends of patients’ WIB in the United States. To the best of our knowledge, this study is the first to report the trend of WIB with close to a decade worth of responses (2011-2018). A previous report indicated that the proportion of individuals who withheld information from their providers were slightly decreased from 2012 to 2014, but the change was not statistically significant [10]. Our results revealed that the self-reported prevalence of withholding information first increased during 2011 to 2014 and then dropped to the lowest level in 2018. Although this study is not powered or designed to identify causal factors for the temporary increasing WIB between 2012 and 2014, one has considered whether the timing between this increase with the rise of health care data breaches between 2012 and 2015 [9] is beyond coincidence. Our data showed that PPR has improved steadily since 2011. As indicated by our logistic models, PPR is negatively associated with patients’ WIB, which supports our hypothesis that improved PPR lowers odds of patients exhibiting WIB patterns. Therefore, improved PPR may have led to the decreasing trend of WIB after 2014. However, we cannot rule out other unmeasured factors that contribute to the decreasing trend of WIB. Moreover, findings from this study highlight that the curvilinear time trend in WIB was moderated significantly by PPR, where our third focus was shown by the significant interaction term between year and PPR. In the population who reported the best PPR (PPR=3), the WIB prevalence starts to drop continuously as early as in 2012. When PPR was worse, the time for this change of point to occur was postponed to later years. Thus, improving PPR appears to have positive effects on reducing patients’ WIB both within and across time points surveyed.

It is not surprising that PPR is associated with patients’ WIBs. In Abdelhamid et al’s study [7], the PPR was found to be positively associated with the intention to share PHI electronically, which is consistent with our findings that better relationships lead to lower rates of WIB. In a qualitative study from a small sample of Malaysian, doctor’s interpersonal and communication skills were reported by all participants to affect their decisions to disclose medicine use information [14]. Another qualitative study among a Latino group found that low-quality relationships diminished participants’ willingness to disclose their health information [13]. In addition, existing findings suggest that (1) patients’ satisfaction with involvement in health care decisions and (2) perception of their doctors’ interest in their general health status also positively influence their decisions to share their eHealth findings [19]. Our study is consistent with these findings on the effects of PPR on patients’ disclosure behaviors and extends them to a nationally representative sample across multiple years. Due to the lack of literature in time trends analysis of WIB, our results for the first time reported the moderation effects of PPR on time trends, providing valuable information and insights for policy makers.

Although other factors such as demographics, socioeconomic status, and trust in doctors were not the focus of our study, we observed interesting findings that might be of interest to researchers in this area of study (Multimedia Appendix 2). For example, depression status is significantly associated with WIB in our study, which is consistent with previous observational research [5,20]. Other studies also reported that more depressive symptoms lead to decreased odds of patients disclosing medical information with their doctors [21,22]. Employment status as a dichotomous measure (ie, unemployed vs employed) was not found to be associated with WIB in previous research [5,20]. However, when including more subtypes of employment status, findings suggest that retired individuals were less likely to have WIB compared with individuals reporting as currently employed. This relationship among retired Americans is consistent with our results that older adults have lower odds of WIB than that of middle-aged population. A previous study showed that the top reasons for patients’ failures to disclose information are related to trust in clinicians and stigmatization of health behavior [4]. The literature recognizes trust as a factor for improving patients willingness to participate in research and share information [23-27]. The association between WIB and factors such as trust in doctors, PPR, and depression status revealed that these factors may be critical contributors to WIB. Therefore, efforts are warranted for improving relationships between patients and providers and reducing self-stigmatization of patients who have mental diseases to reduce the likelihood of patients’ WIB. We did not find any statistically significant interaction effects between PPR and these factors on WIB or the interaction between year and these factors. If consistent in future studies, these findings suggest that providers working with patients at risk for mental health conditions may need to be extra mindful of communicative interactions to reduce odds of WIB patterns.

Limitations and Strength

Similar to other observational studies, this study also has limitations because of the nature of sampling design. First, our analyses were cross-sectional in nature, though we included multiple years of surveys in the trend analysis. The association between predictors and WIBs was not supported by causal inference; therefore, findings should be interpreted carefully and considered as evidence supporting the allocation of resources to examine WIB using a randomized controlled trial research design. Second, HINTS were based on self-reported responses, which are subject to social desirability bias and measurement errors [28]. However, this limitation may be remedied by the stratified random sampling and weighting techniques common in nationally representative complex sampling surveys. Third, our study may be limited by not including various covariates unavailable in the HINTS study. Conversely, a strength of this study is that findings were produced from multiple years of HINTS data to track WIB at a national level. This advantage allowed us to assess moderation effects of PPR on WIB trends, which cannot be detected with limited years of HINTS data [5]. Another strength of our study is that we examined the curvilinear time effects, which allow for a more accurate presentation of WIB over multiple years. Previous research appears overly reliant on statistical methods that assume a linear relationship between continuous predictors and logit of outcome in a logistic regression, which obscures
the curvilinear patterns of predictors and renders their models less representative for actual data [29]. In addition, our analyses on “change of points” integrates measures of interest using polynomial terms, which is suggested to unveil useful information for policy makers and practitioners [30].

Conclusions
We found that there is a curvilinear time trend for the prevalence of patients’ WIB. In addition, we found that the PPR is significantly associated with whether patients withhold information from their providers. Moreover, our analyses supported that PPRs moderate the time trends of withholding behavior, and the low quality of relationships between patients and providers postpones the change of point for the decreasing trend. As previously mentioned, the findings from this study in and of itself are not sufficient to motivate changes in national policy. Nevertheless, we believe our findings are interesting enough to warrant further investigation, and if reproducible, the study reinforces the support for interventions bolstering the PPR. Therefore, if findings remain similar in future studies, events and other factors that lower chances of patients fully divulging critical health information can be reduced through improved PPRs. To advance research in this area of study, we believe it to be prudent for future research to replicate this study design with WIB and PPR responses among patients collected on a more granular timescale (eg, “day” and “week”), with inclusion of specific medical breaches to examine moderating effects of medical breaches. The withholding of one’s health behavior during medical visits has serious implications on population health. As such, ways to reduce this behavior are of great importance to society.
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Abstract

**Background:** More than 18 million Americans are currently suffering from alcohol use disorder (AUD): a compulsive behavior of alcohol use as a result of a chronic, relapsing brain disease. With alcohol-related injuries being one of the leading causes of preventable deaths, there is a dire need to find ways to assist those suffering from alcohol dependence. There still exists a gap in knowledge as to the potential of telemedicine in improving health outcomes for those patients suffering from AUD.

**Objective:** The purpose of this systematic review was to evaluate the measures of effectiveness, efficiency, and quality that result from the utilization of telemedicine in the management of alcohol abuse, addiction, and rehabilitation.

**Methods:** This review was conducted utilizing the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines. The articles used in this analysis were gathered using keywords inclusive of both telemedicine and alcohol abuse, which were then searched in the Cumulative Index to Nursing and Allied Health Literature, Cochrane, and MEDLINE (PubMed) databases. A total of 22 articles were chosen for analysis.

**Results:** The results indicated that telemedicine reduced alcohol consumption. Other common outcomes included reduced depression (4/35, 11%), increased patient satisfaction (3/35, 9%), increase in accessibility (3/35, 9%), increased quality of life (2/35, 6%), and decreased cost (1/35, 3%). Interventions included mobile health (11/22, 50%), electronic health (6/22, 27%), telephone (3/33, 14%), and 2-way video (2/22, 9%). Studies were conducted in 3 regions: the United States (13/22, 59%), the European Union (8/22, 36%), and Australia (1/22, 5%).

**Conclusions:** Telemedicine was found to be an effective tool in reducing alcohol consumption and increasing patients’ accessibility to health care services or health providers. The group of articles for analysis suggested that telemedicine may be effective in reducing health care costs and improving the patient’s quality of life. Although telemedicine shows promise as an effective way to manage alcohol-related disorders, it should be further investigated before implementation.

(J Med Internet Res 2020;22(1):e13252) doi:10.2196/13252

**KEYWORDS**
telemedicine; telehealth; mHealth; alcohol abuse; rehabilitation; alcohol use disorder
Introduction

Background

More than 18 million Americans are currently suffering from alcohol use disorder (AUD) [1]. The National Institute on Alcohol Abuse and Alcoholism defines AUD as a chronic relapsing brain disease in which a person or individual displays compulsive alcohol use, loss of control in regards to alcohol intake, and a negative emotional state when not using [2]. An individual’s consistent engagement in the use of alcohol may prove harmful not only to the individual’s health but to the health of others as well.

A growing concern in the health care field is the alarming number of preventable deaths that result from alcohol-related injuries. It is estimated that excessive alcohol use is responsible for approximately 88,000 deaths and approximately 2.5 million potential life years lost annually in the United States and in the European Union; approximately 1 in 4 deaths of males aged 15 to 39 years are because of alcohol [3,4]. Owing to the substantial health and economic barriers that result from alcohol dependence, there exists a dire need for an alternative and innovative solution for managing alcohol abuse, addiction, and rehabilitation.

Telemedicine, specifically videoconferencing, is identified as a successful tool in reducing the effects of adults suffering from AUD, but videoconferencing is only one small aspect of telemedicine that can offer assistance to this condition [5]. Telemedicine, as defined by the World Health Organization is:

The delivery of health care services, where distance is a critical factor, by all health care professionals using information and communication technologies for the exchange of valid information for diagnosis, treatment and prevention of disease and injuries, research and evaluation, and for the continuing education of health care providers, all in the interests of advancing the health of individuals and their communities [6].

The use of telemedicine in treating alcohol dependence helps increase the patient’s access to providers as well as increasing social support outside of the health care setting [5]. Both factors have demonstrated effectiveness in managing addiction and/or preventing relapse. Telemedicine has the ability to reduce obstacles such as geographical locations and time while still continuing to deliver the same (or better) quality health care [5]. Despite these findings, there still is a gap in knowledge as to the potential of telemedicine-based treatments in improving health outcomes in AUD patients.

A review was conducted on this topic in 2012 [7]. It provided an extensive review of literature (n=50); studies were conducted in 7 countries; interventions reported were telephone and voice response, videoconferencing, text messaging, web, email, and chat; and outcomes reported were participation, substance use, satisfaction, and resource utilization. However, technology has evolved a great deal in telecommunications since 2012, and some researchers suggest reviews should be repeated after 2 years [8]. Another review was conducted more recently in Australia [9]. It only analyzed 19 articles and focused purely on mobile apps as an intervention in 1 country [9].

Objective

The purpose of this systematic review was to analyze and evaluate current literature in regard to the measures of effectiveness, efficiency, and quality that result from the use of telemedicine in managing alcohol abuse, addiction, and rehabilitation in patients. Effectiveness was measured through outcomes. Efficiency was measured through cost. Quality was measured in terms of safety, timeliness, access, patient satisfaction, or quality of life.

Methods

Protocol and Registration

The research process was structured following the Kruse Protocol for Writing Systematic Reviews [10] and the Assessment for Multiple Systematic Reviews (AMSTAR) [11]. Findings were reported in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) [12]. The PRISMA checklist for this review is listed in Multimedia Appendix 1. The authors started the process with the identification of a specific set of key terms intended to produce a list of inclusive articles from a variety of domains that were directly related to the topic of discussion. Both telemedicine and alcohol abuse were searched on MEDLINE (PubMed) using the US National Library of Medicine’s Medical Subject Headings (MeSH). A total of 5 subheadings were identified under the search of telemedicine, and 13 subheadings were identified for alcohol abuse. For the purposes of this systematic review, these 18 subheadings were selected as the final set of key terms to be used for searches within the research databases. To ensure we captured at least 10 years of research, searches were conducted on December 31, 2018, and the time period of inclusion was December 1, 2009 to December 31, 2018.

The subheadings were separated utilizing Boolean operators to ensure the search produced articles that are inclusive of both alcohol abuse and telemedicine or terms related to those topics. See Multimedia Appendix 2 for the exact Boolean phrase used in all databases.

Eligibility Criteria, Information Sources, and Search

A total of 3 research databases were chosen: Cumulative Index to Nursing and Allied Health Literature (CINAHL), PubMed (MEDLINE), and Cochrane. These databases were chosen because of their wide availability, following the Kruse Protocol for writing a systematic review, and because they are recommended by the National Institutes of Health [13].

Articles were eligible for analysis if they were published in the last 10 years and included information on the use of telemedicine for the treatment of AUD. We preferred the articles also included data on outcomes, but that was not an eligibility criterion.

Using the key terms from MeSH, the initial search in the CINAHL yielded a total of 42 articles, the PubMed database yielded 150 articles, and Cochrane yielded 12. The search process and criteria are visually represented in Figure 1. To limit the search to recent and relevant articles, filters were applied to both CINAHL, PubMed, and Cochrane database...
searches. In CINAHL, MEDLINE was excluded to help eliminate duplicates. Filters were applied to both meet our acceptance criteria of the last 10 years and to ensure articles were available (full text, English, no reviews). A total of 94 articles remained for the next step in the process.

**Figure 1.** Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram. CINAHL: Cumulative Index of Nursing and Allied Health Literature.

### Study Selection and Data Collection Process

The next step of the systematic review process consisted of a screening of abstracts by the authors. The 94 abstracts were divided between 5 authors to be carefully screened according to the objective statement. Each abstract was screened by at least two authors, and a final consensus meeting was held to finalize the selection of articles to be included in the systematic review. During this process, a total of 65 articles were excluded for not being germane, leaving a total of 29 articles.

The 29 articles were read in their entirety by at least two reviewers and excluded if articles were not related to the objective statement, were study protocols, or were systematic reviews. Similar to the screening process, articles were divided among the 6 reviewers for analysis commensurate with our objective statement. Workload was divided among 6 authors following the Kruse Protocol [10]: JW, LL, AS, and SO each analyzed 10 articles, KL analyzed 5 articles, and CSK analyzed all 29 articles. This process left a total of 22 articles for inclusion in the group for analysis. Figure 1 illustrates the screening and selection process.

#### Level of Agreement

A kappa statistic was calculated to assess the level of agreement between the authors. The calculated kappa score was 0.85 indicating strong agreement on which articles should be included in the group for analysis [14-16]. The closer this score is to 1, the stronger the agreement.

### Data Items, Summary Measures, Synthesis of Results, Bias, and Additional Analysis

During the analysis phase, data items were extracted such as participants, intervention, comparison method, outcomes, as well as measures of effectiveness, efficiency, and quality. Each article was analyzed by at least two reviewers, and independent observations were made. A consensus meeting was held to discuss observations and distill observations to themes. On the basis of the combined set of observations and identified themes, a second read of articles was conducted and another consensus meeting held to ensure an exhaustive data collection. Themes were analyzed for trends. Affinity matrices were created to describe frequencies of data. The frequency of occurrence was recorded for all articles. Multiple articles mentioned multiple themes. Observations of potential bias were recorded.

### Results

#### Study Selection, Study Characteristics, Results of Studies, and Synthesis of Results

Multimedia Appendix 3 lists a detailed summary of the analysis of the 22 articles in the review.

All articles in the analysis discuss telemedicine for the treatment of AUD [17-38].

#### Additional Analysis

After performing a punctilious data extraction process, the authors were able to identify several potential outcomes that were used to measure the effectiveness of telemedicine in the management of alcohol use, addiction, and rehabilitation: reduction in alcohol consumption, increase in patient...
satisfaction, reduction in symptoms of depression, increased accessibility, and decreased cost. The authors selected a total of 7 outcomes as evaluation criteria for article analysis in a total of 35 occurrences (number of times the theme was addressed). Articles can include multiple themes. An affinity matrix of these themes is listed in Table 1.

Out of the outcomes identified, a total of 16 out of 35 (46%) occurrences mentioned that there was a statistically significant reduction in the participants’ alcohol consumption [17,18,20-30,32,35,38]. A total of 6 of 35 (17%) showed an increase in cognition [19,20,31,33,36]. A total of 4 of 35 (11%) showed a decrease in depressive symptoms [17,21,26,27]; and 2 themes were each mentioned 3 of 35 (9%) occurrences: increased patient satisfaction [18,22,25] and increased accessibility [17,20,24]. The latter included easily accessible tools for the participants to use that were not associated with the negative stigma of being treated for alcohol abuse. In all, 2 of 35 (6%) occurrences were increased quality of life [20,26], and 1 of 35 (3%) was cost-effectiveness of the intervention [37].

A total of 4 technological interventions were identified (summarized in Table 2). The intervention most often identified in the literature was a mobile app or SMS, which are text messages. This intervention was identified in 11 of the 22 articles (50%) [18,19,23-25,29,31,36]. The next most identified intervention was Web-based (electronic health, eHealth), which occurred in 6 of 22 articles (27%) [17,20,26,37]. One intervention occurred in 3 of the 22 articles (14%): phone-based (voice) [22,35,38]. Finally, 2-way video occurred in 2 of 22 articles (9%) [21,30].

Researchers from 6 different countries generated articles (summarized in Table 3). Researchers in the United States generated more than half the articles, producing 13 of 22 articles (59%) [19-23,28-32,35,38]. Researchers from European countries produced 8 articles including Sweden [24,26], Portugal [33,34], the United Kingdom [18], Spain [25], Germany [17], and the Netherlands [37]. Research from Australia occurred once in the literature [27].

Telemedicine showed positive medical outcomes (effectiveness) in 77% (17/22) of the articles analyzed and resulted in no statistical significance in improvement in the remaining 23% (5/22). There were no observations where telemedicine resulted in a decrease in medical outcome or effectiveness.

### Table 1. Themes observed in the literature (N=35).

<table>
<thead>
<tr>
<th>Themes</th>
<th>Studies (references)</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduced alcohol consumption</td>
<td>[17,18,20-30,32,35,38]</td>
<td>16 (46)</td>
</tr>
<tr>
<td>Increased cognition</td>
<td>[19,20,31,33,36]</td>
<td>6 (17)</td>
</tr>
<tr>
<td>Reduced depression</td>
<td>[17,21,26,27]</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Increased patient satisfaction</td>
<td>[18,22,25]</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Increased accessibility</td>
<td>[17,20,24]</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Increased quality of life</td>
<td>[20,26]</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Decreased cost</td>
<td>[37]</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

### Table 2. Interventions observed in the literature (N=22).

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Studies (references)</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile health</td>
<td>[18,19,23-25,29,31,36]</td>
<td>11 (50)</td>
</tr>
<tr>
<td>Electronic health</td>
<td>[17,20,26,37]</td>
<td>6 (27)</td>
</tr>
<tr>
<td>Telephone</td>
<td>[22,35,38]</td>
<td>3 (14)</td>
</tr>
<tr>
<td>2-way video</td>
<td>[21,30]</td>
<td>2 (9)</td>
</tr>
</tbody>
</table>

### Table 3. Summary of country of origin of research (N=22).

<table>
<thead>
<tr>
<th>Country</th>
<th>Studies (references)</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The United States</td>
<td>[19-23,28-32,35,38]</td>
<td>13 (59)</td>
</tr>
<tr>
<td>European Union</td>
<td>[17,18,24-26,33,37]</td>
<td>8 (36)</td>
</tr>
<tr>
<td>Australia</td>
<td>[27]</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>

## Discussion

### Summary of Evidence

The key intent in this systematic review was to identify measures of effectiveness, efficiency, and quality of telemedicine in managing conditions of AUD or some sort of substance dependence. A total of 7 measures of effectiveness and 4 categories of technological intervention from 8 countries were identified in 22 articles. The intervention of technology was associated with positive medical outcomes in 17 of the 22 articles [17-21,23-27,29-33,35,36]. In the other 5 articles, it
equaled the outcome of the control group [22,28,34,37,38]. Most importantly, technological interventions enabled patients to meet their goals with a tool that could be used independent of the health care facility, without the negative stigma associated with alcohol and drug abuse or addition and depressive or posttraumatic stress disorder symptoms.

Subjects, including patients, clients, students, or employees, reported high levels of satisfaction with the technological interventions for several reasons. The technology solutions enabled a variety of positive aspects of care: self-management of subjects’ symptoms or conditions, the technology solutions were self-paced, the technology solutions were both synchronous and asynchronous with providers, and technology solutions were based on subjects’ preferences. Individuals did not have to travel to the provider or counselor, reducing costs, and addressing concerns over a stigma of being treated for AUD [26]. Subjects accessed solutions via mobile health and eHealth around the clock, 24×7, rather than spending valuable time making and traveling to and from onsite appointments. The telehealth solutions enabled real-time management of temptations and other problems through interactive and often customizable feedback to help patients change their behavior.

Beyond the scope of this study and yet an important consideration, providers incurred costs for the technological interventions reviewed in this study, including initial development, capital securement, supportive programming, administration, personnel, and time and resources for ongoing delivery and aftercare. However, organizations’ ability to treat and provide valuable resources to recipients of care outside the brick and mortar far exceeded the cost of the intervention. Organizations were able to expand practice without expanding square footage, and eHealth solutions continued to provide care outside the boundaries of 8 am to 5 pm, a traditional treatment day. An organization with the treatment of alcohol and alcohol abuse or addiction and depressive symptoms should strongly consider a technological intervention because it would enable the organization to meet this strategic goal without another product line, additional provider staff, or clinic space.

The implementation of telemedicine as an alcohol management treatment option has demonstrated great promise in reducing alcohol consumption and positively affecting other factors associated with alcohol use and improved patient outcomes. Alcohol management is the treatment of alcohol abuse through moderation. It addresses the highly complex and personal issue that alcoholism can create [39]. Alcohol management helps an individual drink in moderation when abstinence programs are ineffective.

The 22 articles analyzed included participants from several countries. The authors identified a total of 7 characteristics for the organization to meet this strategic goal without another product line, additional provider staff, or clinic space. Most of the articles mentioned a decrease in alcohol use in measuring telemedicine’s effectiveness in AUD patients. Of interesting note, the countries publishing articles on AUD are developed countries. It is unlikely that developing countries do not experience difficulties with AUD. Instead, it is more likely that these countries are not devoting resources to research the topic.

### Strategic Leadership and Cultural Implications

Our systematic review illuminated the need for strategic leadership in planning care environments to include innovative, effective, and efficient solutions such as telemedicine. Leaders and experts in the field of health care emphasize the necessity of delivering value-based care according to trends as identified by over 2000 health care leaders in a 2017 survey [40]. Chief executives of hospitals and other care organizations anticipate that consumers will increasingly expect autonomous, user-friendly, and empathetic care, and consumers’ expectations will coincide with the necessity of organizations to deliver value, equity, safety, transformation, affordability, innovation, and efficiency [40]. A consistency of subjects experiencing enhanced autonomy and satisfaction occurred in this systematic review, supporting predicted trends in consumers’ expectations [17,18,20-22,25-27].

One of the increasingly frequent realities, the need for cybersecurity, will create a culture of increased trust with consumers and will also serve to address one of the cited barriers to traditional care in this study, threat of social exposure and lack of confidentiality around participation in electronic telehealth around a socially sensitive condition, alcohol misuse, abuse, and hazardous lifestyles [26,40]. Increased leadership strategy around creating discipline in behaviors, practices, and process improvement with the intent to protect private data will serve to strengthen the organizational culture and hygiene.

Strategic leaders considering future trends also set a vision of redesigned, decentralized, nontraditional, and remote health care facilities to better meet the needs of consumers, better protect patients and staff, and better prepare for sustainability with greater unpredictability of reimbursement and regulations [40].

Organizational leaders also have the responsibility to incorporate telehealth interventions to not only better reach individuals afflicted by AUDs but also to reduce the societal health burden. To this point, the World Health Organization in its Sustainable Development Goal Agenda of 2030 cites the harmful use of alcohol as a leading risk factor for worldwide health and includes expectations of organizations to assess and implement cost-efficient and multimedia approaches to impact the global issue [41].
Limitations of the Study

The limited number of articles selected in the group for analysis provided was a limitation. With smaller samples, it is possible that the results found within each study cannot be broadly applied to the population. In addition, self-reporting was heavily relied on within these studies and ultimately could have led to self-report bias when patients reported back to the researchers.

Strengths of Our Review

A strength to be considered is the process used to select the final 22 articles for the review. Utilizing the US National Library of Medicine’s MeSH enabled an exhaustive search of the literature. Adopting the technique from AMSTAR to use multiple, independent reviewers for both screening abstracts and analyzing articles reduces selection bias [11]. Furthermore, a composite kappa score of 0.85 reflected strong agreement among the authors on their choice of articles based on the objective statement [16]. The kappa score is a measure of agreement between observers [14]. The score establishes confidence in the articles chosen and their relation to the objective statement as there were no articles included in the review that were not agreed upon by 2 or more of the authors. There was also agreement among the authors of the articles chosen that further research is needed to identify those interventions with the strongest level of effectiveness.

Conclusions

Overall, there are many potential applications for telemedicine in improving patient outcomes and strategy in the delivery of care across diverse environments. Telemedicine has the ability to expand the scope of health care by allowing patients the ability to connect to health care providers without the barriers of proximity, without the negative stigma associated with alcohol or drug addiction or mental health, and without the expense of driving to the clinic for an in-person visit.

Telemedicine can allow patients greater access to their provider in times of need. One of the key necessities for successful alcoholism recovery is behavioral therapy and counseling for the patient [39]. The concept used is that the increased communication between the patient and provider will aid the patient in overcoming the barriers associated with alcohol recovery and in turn reduce the number of alcohol-related deaths. With further investigation and research, the use of telemedicine in managing AUDs may be strategically achievable soon.
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Abstract

Background: There is a need for shorter-length assessments that capture patient questionnaire data while attaining high data quality without an undue response burden on patients. Computerized adaptive testing (CAT) and classification and regression tree (CART) methods have the potential to meet these needs and can offer attractive options to shorten questionnaire lengths.

Objective: The objective of this study was to test whether CAT or CART was best suited to reduce the number of questionnaire items in multiple domains (eg, anxiety, depression, quality of life, and social support) used for a needs assessment procedure (NAP) within the field of cardiac rehabilitation (CR) without the loss of data quality.

Methods: NAP data of 2837 CR patients from a multicenter Cardiac Rehabilitation Decision Support System (CARDSS) Web-based program was used. Patients used a Web-based portal, MyCARDSS, to provide their data. CAT and CART were assessed based on their performances in shortening the NAP procedure and in terms of sensitivity and specificity.

Results: With CAT and CART, an overall reduction of 36% and 72% of NAP questionnaire length, respectively, was achieved, with a mean sensitivity and specificity of 0.765 and 0.817 for CAT, 0.777 and 0.877 for classification trees, and 0.743 and 0.40 for regression trees, respectively.

Conclusions: Both CAT and CART can be used to shorten the questionnaires of the NAP used within the field of CR. CART, however, showed the best performance, with a twice as large overall decrease in the number of questionnaire items of the NAP compared to CAT and the highest sensitivity and specificity. To our knowledge, our study is the first to assess the differences in performance between CAT and CART for shortening questionnaire lengths. Future research should consider administering varied assessments of patients over time to monitor their progress in multiple domains. For CR professionals, CART integrated with MyCARDSS would provide a feedback loop that informs the rehabilitation progress of their patients by providing real-time patient measurements.

(J Med Internet Res 2020;22(1):e12509) doi:10.2196/12509
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**Introduction**

**Background**

Given the prominent role of the internet in many patients’ lives nowadays, patient portals are increasingly deployed to involve patients in their care process. These portals, for example, allow fewer time-consuming consultations between patients and health care professionals by integrating batteries of questionnaires needed for diagnosis or as part of a patient’s needs assessment. A precondition of this type of use of patient portals is the high quality of data to be exchanged. This is especially required when the patient portal is linked to a computerized decision support system (CDSS), used by health care providers for advice on therapy planning during the decision-making process. Extensive assessment procedures, however, may result in increased response burden on the patient, possibly resulting in low quality of response data [1-4].

There is a need for assessment procedures of shorter lengths that capture patient questionnaire data while attaining high data quality without undue response burden on patients. Computerized adaptive testing (CAT) methods, using Item Response Theory (IRT), have the potential to meet these needs and offer an attractive option to shorten questionnaires. A CAT algorithm uses information from questions already answered, to select the most appropriate question to be administered next. Therefore, a patient is offered only the fewest possible items. Chien et al [1] verified the effectiveness and efficacy of saving time and reducing the burden on patients through CAT applied on the Activities of Daily Living Scale. They found that mobile nursing services placed at the bedside of patients could, through a CAT module, reduce the burden on patients and save time more than the traditional paper-and-pencil testing approach.

Similarly, CAT-based administration of surveys of patient perception substantially reduced patient burden without compromising the precision of measuring patients’ perceptions of hospitalization [2]. Another promising method is classification and regression tree (CART) analysis, originating from clinical decision rules research, which is mostly used to classify patients into clinically important categories [5,6]. It can be used to shorten questionnaires by selecting predictor variables (questionnaire items) that allow different questions to be identified for patients with different levels of complaints of a disease. As an illustration, Lu et al [7] successfully applied CART methods in the development of brief screening tools based on questions from existing psychiatric diagnostic instruments. Potential advantages of both CAT and CART for clinical practice are efficient testing and a reduction in the test burden in patients and, consequently, less measurement error during testing. However, as far as we know, CAT and CART performances in terms of their yield in shortening questionnaire lengths and sensitivity and specificity levels have not been compared.

In this study, we examined if CAT or CART analysis could be used to shorten the questionnaires included in the needs assessment procedure (NAP) of cardiac rehabilitation (CR) patients. CR is a therapy to support patients with cardiac issues in recovering from a cardiac incident in order to improve their physical and physiological condition [8]. To offer a patient a tailored rehabilitation plan, every patient has to complete an NAP including 80-130 questionnaire items of which answer data are sent to a CDSS. We aimed to test which method, CAT or CART, was best suited to reduce the number of questionnaire items in multiple domains (eg, anxiety, depression, quality of life, and social support) used for the NAP, without the loss of data quality.

**Cardiac Rehabilitation in the Netherlands: Case Study**

We used the data collected in the Dutch multicenter CARDSS program [8]. Within this program, CR clinics use a CARDSS electronic patient record (EPR) with computerized decision support (CDS) based on the most recent version of the Dutch CR guidelines [9]. The CDS provides CR professionals with advice on a patient-tailored rehabilitation program based on an NAP. The Dutch guideline requires gathering of 80-130 data items regarding a patient’s quality of life, work resumption, psychological and social functioning, and lifestyle. The patient-tailored rehabilitation program can comprise four possible group-based therapies: disease-specific education, exercise training, lifestyle modification, and relaxation and stress management training, supplemented by individual counseling (eg, by a psychologist, dietician, or social worker) and, if needed, different forms of individual therapies. During the NAP, a CR professional can immediately discuss the CDS advice with the patient to set the final patient-tailored rehabilitation plan. To improve the efficiency of the NAP data gathering process, we developed an electronic portal for patients, called MyCARDSS, that patients can use to enter their data, either at home or at the CR clinic. Some patients fill in the NAP in MyCARDSS just before their consultation at the CR clinic, as they need the help of a nurse or do not have an internet connection at home [10]. MyCARDSS is linked to the EPR system.

Data of 2837 CR patients of this multicenter CARDSS Web-based program was included in this study. The CARDSS Web-based dataset comprised patient identification data and CR needs assessment data. We used the database of CARDSS Web-based program to obtain the scores on the individual questions of the patients’ NAP data and the following demographic patient information: age, gender, diagnosis, and cardiac intervention.

**Questionnaires Data**

We included data from seven questionnaires used in the NAP for CR, which allow the classification of patients based on the outcome: no (low), mild (moderate), and serious (serious or high) symptoms. The following questionnaires are used in the multicenter CARDSS Web-based program:

**The Dutch version of the Quality of Life after Myocardial Infarction (QLMI)** is a 27-item questionnaire, scored on a 7-point Likert scale, to measure health-related quality of life for patients after myocardial infarction. It comprises 10 physical dimension items (QLMI-P), subscores ranging from 1 to 7, where subscale scores between 1.0 and 3.3 classify a patient as having a low and score of 4.0 as having a high exercise capacity; 7 social dimension items (QLMI-S), subscores ranging from 1 to 7.
7, where subscale scores between 1.0 and 4.4 indicate a high, between 4.5 and 5.9 indicate a moderate, and >6.0 indicate a low risk on social dysfunctioning; and 10 emotional dimension items (QLMI-E) [11]. The QLMI-E is not used in the NAP for CR.

The Hospital Anxiety and Depression Scale (HADS) is a 14-item questionnaire, scored on a 4-point Likert scale (0-3), to detect the presence of anxiety and depression. It comprises seven anxiety items (HADS-A) and seven depression items (HADS-D). A total score is not calculated. For both subscales, scores range from 0 to 21. For both HADS-A and HADS-D, subscale scores between 0 and 4 points indicate a low, between 5 and 7 points indicate a moderate, and >8 points indicate a serious risk on anxiety [12].

The Patient Health Questionnaire—9 (PHQ-9) is a 9-item questionnaire on a 4-point Likert scale to detect the presence and severity of mental health disorders with scores ranging from 0 to 27: Scores between 0 and 4 points indicate a low, between 5 and 9 points indicate a moderate, and >10 points indicate a serious risk on depression [13].

The Generalized Anxiety Disorder-7 (GAD-7) is a 7-item questionnaire on a 4-point Likert scale to detect the presence of generalized anxiety disorders. Scores range from 0 to 21: Scores between 0 and 4 points indicate a low, between 5 and 9 points indicate a moderate, and >10 points indicate a serious risk on anxiety [14].

The Multidimensional Perceived Social Support Scale (MPSSS) is a 12-item questionnaire, scored on a 7-point Likert scale, to measure social support and specific availability and satisfaction with support from family, friends, or a special person. Scores range from 12 to 84: Scores between 12 and 64 points indicate a low, between 65 and 78 points indicate a moderate, and >79 points indicate a high level of social support [15].

The Dutch guidelines state that all patients have to fill in the QLMI-P/QLMI-S questionnaire, but CR clinics can choose between a combination of HADS-A/HADS-D or GAD-7/PHQ-9 to assess anxiety and depression levels in their patients. This means that an individual patient fills in the QLMI-P/QLMI-S and HADS-A/HADS-D or QLMI-P/QLMI-S and GAD-7/PHQ-9 questionnaires. Administration of the MPSSS is not mandatory; this questionnaire is used by merely one clinic in the CARDSS Web-based program to assess social support provided to a patient.

Methods

Classification and Regression Tree

We first used CART as a method to reduce the number of items of each questionnaire included in the NAP. CART represents a hierarchical model structured as trees for predicting continuous (regression trees) and categorical (classification trees) variables [16,17].

CART models predict a response variable (ie, outcome) based on the values of ≥1 predictors (ie, items within the questionnaire or demographic data) using a technique called recursive partitioning groups [18]. This algorithm looks for subgroups in the dataset in which the response variable is relatively homogeneous. These subgroups become the leaves of the tree [16,18]. At each node in the tree, the recursive partitioning algorithm identifies a predictor variable and a split by which cases may be subclassified. This predictor variable and split combination are chosen to have the greatest predictive power among all predictor split combinations at the tree node. Once the cases at the node have been partitioned by the split, the algorithm is applied to both resulting subclassifications. The bottom node of the tree reports a classification for the patient. In most cases, the constructed model is asymmetric, which means that it depends on previous answers on items administered to a patient. For qualitative outcome variables, the resulting tree is a classification tree, and for quantitative outcome variables, it is a regression tree. To shorten the NAP overall, all individual questions of each questionnaire were entered into a CART analysis to develop a CART per questionnaire. The CART analysis selects independent items that differentiate the outcome variable but allows different combinations of the predictor variables in different subgroups, creating flexible questionnaires [16,18]. CART allows the set of questionnaire items presented to a patient to be adapted to the responses already provided by him or her; going left at a node may result in a very different set of questionnaire items being presented as compared with going right. Thus, CART has the potential to shorten the length of the NAP. To determine if CART can shorten the NAP, we determined the mean, maximum, and minimum length of each CART per questionnaire included in the NAP.

We also tested if demographic or clinical variables—patient age, gender, cardiac diagnosis, and intervention—as predictors influenced the length of the CART.

Computer Adaptive Testing

The second method we used to shorten the number of questionnaire items of each questionnaire included in the NAP is CAT. The net result of a CAT is a small, optimal number of items to be administered to the patient without loss of measurement precision. CAT is based on IRT. IRT models are statistical models of the relationship between a person’s score on the construct being measured and the probability of choosing each response on each item measuring that construct. IRT models can be used to evaluate how informative an item is for a specific range of scores and estimate a person’s IRT score [19]. An IRT model expresses a probability (vertical axis) of the selection of each item response category as a function of the score (horizontal axis) on the underlying latent trait (the measured construct, ie, anxiety or depression in this study). To estimate the latent trait, a great number of different IRT models can be used [19]. For questions with ordered response categories, the Graded Response Model (GRM) has been proposed [19]. As the included NAP questionnaires have ordered response options, we fitted a GRM to our data to measure the item parameters of all questionnaire items. A CAT begins with an initial global question; all patients answer the same first item. On the basis of the response to the first item, the score, CI, and latent trait are estimated using maximum likelihood information [19]. The algorithm selects further items based on the highest possible information for the current latent trait score. The latent trait is estimated after each item administration based on the
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accumulated information combined with the information on the new response [19]. The adaptive testing stops when a stopping rule is met. In this study, CAT stops as soon as a patient can be classified in a low, moderate, or high class with a CI of 95%. A patient had to have answered at least one item before the stopping rule was checked. With this stopping rule, the complete test cycle has a variable length, depending on the patient’s individual responses and the point at which the stopping rule is applied. We did not set a minimum for item administration. Thus, theoretically, the algorithm could stop after the administration of only two or three items, given that the item is informative enough to classify a patient in the low, moderate, or high class. To determine if CAT can shorten the NAP, we determined the mean, maximum, and minimum length of each CAT per questionnaire included in the NAP.

**Performance Testing**

To determine the performance for both CAT and CART, the sensitivity and specificity were computed. For the regression trees, the root mean squared error (RMSE) and the normalized RMSE (NRMSE) were additionally measured. The RMSE is a measure of the differences (ie, the prediction errors) between values predicted by a regression/classification tree and those actually observed [18]. The RMSE serves to aggregate the prediction errors into a single measure of predictive power. The lower the RMSE or NRMSE, the better the model predicts. Using the same data for calibration and evaluation of the model results in overly optimistic estimates of performance. Cross-validation is a method for validation of a procedure for model building that avoids the requirement for a new or independent validation set [20]. We, therefore, randomly split the data into two sets: a training set (2127/2837, 74.97%) for calibration of the models and a validation set (710/2837, 25.02%) for evaluating the performance of the CAT and CART. Besides, 10-fold cross-validation was divided into 10 subsets, each subset, in turn, being used to test the performance of the CAT/CART created with the other 9 subsets.

**Software**

All analyses were performed in R (R Foundation of Statistical Computing, Vienna, Austria), a programming language for statistical computing. Different packages were used to perform the analyses. R packages for simulating Item Response Theory based on Computerized Adaptive Tests and Latent Trait Modes packages were used for the CAT simulation. R packages for Classification and Regression Training and Recursive Partitioning And Regression Trees were used for CART. The training and test datasets were created with the caret package [21,22].

**Results**

**Patient Characteristics**

Demographic and clinical characteristics of the patients from the clinics participating in the CARDSS Web-based program are shown in Table 1.

**Table 1.** Demographic and clinical characteristics of 2837 cardiac rehabilitation patients.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1984 (69.99)</td>
</tr>
<tr>
<td>Female</td>
<td>826 (29.11)</td>
</tr>
<tr>
<td>Missing</td>
<td>27 (0.95)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>65.8 (10.9)</td>
</tr>
<tr>
<td>Women</td>
<td>68.6 (11.3)</td>
</tr>
<tr>
<td>Mean</td>
<td>66.6 (11.1)</td>
</tr>
<tr>
<td>Diagnosis and intervention, n (%)</td>
<td></td>
</tr>
<tr>
<td>ACS (myocardial infarction or unstable angina pectoris) with intervention (CABG, PCI, CABGVALVE, or VALVESUR)</td>
<td>831 (29.29)</td>
</tr>
<tr>
<td>Chronic diagnosis (heart failure or stable angina pectoris)</td>
<td>648 (22.84)</td>
</tr>
<tr>
<td>Elective PCI (PCI without ACS)</td>
<td>604 (21.29)</td>
</tr>
<tr>
<td>Elective CABG (CABG, CABGVALVE, or VALVESUR without ACS)</td>
<td>404 (14.24)</td>
</tr>
<tr>
<td>ACS without intervention</td>
<td>350 (12.33)</td>
</tr>
</tbody>
</table>

ACS: acute coronary syndrome.
CABG: coronary artery bypass grafting.
PCI: percutaneous coronary intervention.
CABGVALVE: coronary artery bypass grafting in combination with heart valve surgery.
VALVESUR: heart valve surgery.
Of the 2837 patients who participated in the program, 69.99% (1984/2837) were male and 29.29% (831/2837) had an acute coronary syndrome; men were younger (mean age 65.8, SD 10.9 years) than women (mean age 68.6, SD 11.3 years).

**Inclusion and Exclusion of Questionnaires**

Table 2 provides an overview of the total number of questionnaires fully filled out, missing questionnaires, and insufficiently filled out questionnaires. As explained previously, the Dutch guidelines state that CR clinics can choose between a combination of HADS-A/HADS-D or GAD-7/PHQ-9 to assess anxiety and depression levels in their patients. Administration of the MPSSS is not mandatory; this questionnaire is used by merely one clinic in the CARDSS Web-based program. Patient data on questionnaires were excluded from the CAT and CART analysis if (1) a questionnaire was not filled out by the patient (missing) or (2) a provided questionnaire was insufficiently filled out by a patient to calculate a total score (≥1 item responses missing).

**Table 2.** Number of patients who filled out, did not fill out, or insufficiently filled out the questionnaires (N=2837).

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Fully filled out, n (%)</th>
<th>Missing, n (%)</th>
<th>Insufficiently filled out, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of Life after Myocardial Infarction - Physical dimension</td>
<td>2633 (92.81)</td>
<td>189 (6.66)</td>
<td>15 (0.52)</td>
</tr>
<tr>
<td>Quality of Life after Myocardial Infarction - Social dimension</td>
<td>2633 (92.81)</td>
<td>189 (6.66)</td>
<td>15 (0.52)</td>
</tr>
<tr>
<td>Patient Health Questionnaire - 9</td>
<td>1156 (40.75)</td>
<td>213 (7.50)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>Generalized Anxiety Disorder - 7</td>
<td>1223 (43.11)</td>
<td>244 (8.60)</td>
<td>1 (0.04)</td>
</tr>
<tr>
<td>Hospital Anxiety and Depression Scale - Anxiety</td>
<td>1266 (44.62)</td>
<td>152 (5.35)</td>
<td>2 (0.07)</td>
</tr>
<tr>
<td>Hospital Anxiety and Depression Scale - Depression</td>
<td>1264 (44.55)</td>
<td>149 (5.25)</td>
<td>4 (0.14)</td>
</tr>
<tr>
<td>Multidimensional Perceived Social Support Scale</td>
<td>716 (25.23)</td>
<td>57 (2.00)</td>
<td>5 (0.17)</td>
</tr>
</tbody>
</table>

**Classification and Regression Tree**

CART models were built for every questionnaire in the NAP using the training set, resulting in a total of 28 CART models: (1) seven classification trees without the additional clinical/demographic data (ie, age, gender, cardiac diagnosis, and intervention) as features, (2) seven classification trees with the additional clinical/demographic data as features, (3) seven regression trees without the additional clinical/demographic data as features, and (4) seven regression trees with the additional clinical/demographic data as features.

The seven classification and seven regression trees with data on the clinical/demographic variables—age, gender, diagnosis, and intervention—showed no inclusion of these variables in the classification or regression trees.

The developed classification trees comprise four to six levels, with five to eight terminal nodes. The developed regression trees comprise four levels, with five terminal nodes.

**Performances of Computerized Adaptive Testing and Classification and Regression Tree**

To evaluate the performances of CAT and CART, patient data in the validation dataset were used. Figure 1 shows the maximum, minimum, and mean number of items administered by CART and CAT. Figure 2 displays the percentage decrease per questionnaire for CART and CAT. Table 3 lists the performances of both CAT and CART in terms of sensitivity and specificity per questionnaire. These performance measures are provided for each of the categories—low, moderate, and high—except for the QLMI-P with only low and high classes.
Figure 1. Maximum, minimum, and mean number of items administered in each CAT (computerized adaptive testing) and classification and regression tree. GAD-7: Generalized Anxiety Disorder - 7; HADS-A: Hospital Anxiety and Depression Scale - Anxiety; HADS-D: Hospital Anxiety and Depression Scale - Depression; MPSSS: Multidimensional Perceived Social Support Scale; PHQ-9: Patient Health Questionnaire - 9; QLMI-P: Quality of Life after Myocardial Infarction - Physical dimension; and QLMI-S: Quality of Life after Myocardial Infarction - Social dimension.

Figure 2. Percentage decrease per questionnaire for computerized adaptive testing and classification and regression tree. QLMI-P: Quality of Life after Myocardial Infarction - Physical dimension; QLMI-S: Quality of Life after Myocardial Infarction - Social dimension; PHQ-9: Patient Health Questionnaire - 9; GAD-7: Generalized Anxiety Disorder - 7; HADS-A: Hospital Anxiety and Depression Scale - Anxiety; HADS-D: Hospital Anxiety and Depression Scale - Depression; MPSSS: Multidimensional Perceived Social Support Scale.
Table 3. Sensitivity and specificity of computerized adaptive testing, classification trees, and regression trees by questionnaire (sensitivity and specificity of a class are computed as the class versus the other classes, ie, low versus moderate and high/serious, moderate versus low and high/serious, and high/serious versus low and moderate). High scores on Patient Health Questionnaire - 9, Generalized Anxiety Disorder - 7, Hospital Anxiety and Depression Scales but conversely low scores on Multidimensional Perceived Social Support Scale and Quality of Life after Myocardial Infarction - Physical and Social dimensions instrument indicate that patients report surveyed symptoms.

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th></th>
<th></th>
<th>Root mean squared error</th>
<th>Normalized root mean squared error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
<td>Moderate</td>
<td>High</td>
<td>Low</td>
<td>Moderate</td>
<td>High</td>
</tr>
<tr>
<td><strong>Computerized adaptive testing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QLMI-P</td>
<td>0.609&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>1&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>QLMI-S&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1</td>
<td>0.008</td>
<td>0.201</td>
<td>0.339</td>
<td>0.691</td>
<td>1</td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.773</td>
<td>0.000</td>
<td>0.988&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.887</td>
<td>0.997</td>
<td>0.058&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.935</td>
<td>0.222</td>
<td>1&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.766</td>
<td>0.996</td>
<td>0.852&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>HADS-A&lt;sup&gt;h&lt;/sup&gt;</td>
<td>0.765</td>
<td>0.333</td>
<td>0.884&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.961</td>
<td>0.887</td>
<td>0.810&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>HADS-D&lt;sup&gt;i&lt;/sup&gt;</td>
<td>0.234</td>
<td>0</td>
<td>1&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1</td>
<td>1</td>
<td>0.126&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>MPSSS&lt;sup&gt;j&lt;/sup&gt;</td>
<td>1</td>
<td>0</td>
<td>0.515</td>
<td>0.256</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Classification trees</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QLMI-P</td>
<td>0.954&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>0.763&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>QLMI-S</td>
<td>0.734</td>
<td>0.735</td>
<td>0.807</td>
<td>0.947</td>
<td>0.786</td>
<td>0.892</td>
</tr>
<tr>
<td>PHQ-9</td>
<td>0.907</td>
<td>0.554</td>
<td>0.549&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.852</td>
<td>0.843</td>
<td>0.922&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>GAD-7</td>
<td>0.931</td>
<td>0.681</td>
<td>0.800&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.869</td>
<td>0.921</td>
<td>0.964&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>HADS-A</td>
<td>0.941</td>
<td>0.417</td>
<td>0.970&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.969</td>
<td>0.970</td>
<td>0.879&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>HADS-D</td>
<td>0.979</td>
<td>0.275</td>
<td>0.936&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.938</td>
<td>0.960</td>
<td>0.793&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>MPSSS</td>
<td>0.644</td>
<td>0.836</td>
<td>0.758</td>
<td>0.970</td>
<td>0.712</td>
<td>0.938</td>
</tr>
<tr>
<td><strong>Regression trees</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QLMI-P</td>
<td>0.946&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>0.640&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>QLMI-S</td>
<td>0.849</td>
<td>0.648</td>
<td>0.755</td>
<td>0.919</td>
<td>0.787</td>
<td>0.871</td>
</tr>
<tr>
<td>PHQ-9</td>
<td>0.861</td>
<td>0.551</td>
<td>0.832&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.833</td>
<td>0.857</td>
<td>0.945&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>GAD-7</td>
<td>0.957</td>
<td>0.408</td>
<td>0.694&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.645</td>
<td>0.933</td>
<td>0.977&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>HADS-A</td>
<td>0.750</td>
<td>0.667</td>
<td>0.922&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.966</td>
<td>0.907</td>
<td>0.966&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>HADS-D</td>
<td>0.640</td>
<td>0.190</td>
<td>0.985&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.996</td>
<td>0.917</td>
<td>0.667&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>MPSSS</td>
<td>0.489</td>
<td>0.647</td>
<td>0.923</td>
<td>0.977</td>
<td>0.755</td>
<td>0.805</td>
</tr>
</tbody>
</table>

<sup>a</sup>QLMI-P: Quality of Life after Myocardial Infarction - Physical dimension.
<sup>b</sup>The quality of Life after Myocardial Infarction - Physical dimension has only a low and high class, so the sensitivity and specificity are computed as low versus high.
<sup>c</sup>Not applicable.
<sup>d</sup>QLMI-S: Quality of Life after Myocardial Infarction - Social dimension.
<sup>e</sup>PHQ-9: Patient Health Questionnaire - 9.
<sup>f</sup>Actual class is serious.
<sup>g</sup>GAD-7: Generalized Anxiety Disorder - 7.
<sup>h</sup>HADS-A: Hospital Anxiety and Depression Scale - Anxiety.
<sup>i</sup>HADS-D: Hospital Anxiety and Depression Scale - Depression.
<sup>j</sup>MPSSS: Multidimensional Perceived Social Support Scale.
Classification and Regression Tree

The minimum and maximum number of questionnaire items to be selected for the different questionnaires, based on the training set, are shown in Figure 1. For the classification trees, an average of 2.4 items per questionnaire should be administered (minimum=2 and maximum=3) to classify a patient (Figure 1), with a questionnaire reduction between 60.9% (HADS-D) and 77.6% (QLMI-P), compared with the original questionnaire (Figure 2). For the regression trees, an average of 2.4 items per questionnaire should be administered (minimum=1 and maximum=5) to classify a patient (Figure 1), with a questionnaire reduction between 56.8% (HADS-D) and 77.4% (QLMI-P), compared with the original questionnaire (Figure 2).

For all questionnaires except the HADS-A, the minimum number of questionnaire items (two items) in the classification trees equals those of the regression trees. The maximum number of questionnaire items is higher in the classification (four or five items) than in the regression (three items for all questionnaires) trees, except for the MPSSS (two items) and QLMI-P (three items). The mean number of items and the mean percentage decrease over all questionnaires in the classification trees equal those of the regression trees (2.38). A mean 72% reduction over all questionnaires in the NAP can be realized by CART.

Per questionnaire, the sensitivity and specificity levels of CARTs, classification, and regression trees are displayed in Table 3. The mean sensitivity and specificity of CART over all questionnaires and classes are 0.777 and 0.877, respectively. The mean sensitivity and specificity of regression trees over all questionnaires and classes are 0.743 and 0.840, respectively. The NRMSE of the regression trees ranges from 0.145 (GAD-7) to 0.247 (QLMI-P).

Computerized Adaptive Testing

The minimum and maximum number of questionnaire items used by CAT to be selected for the different questionnaires, based on the training set, are shown in Figure 1. With CAT, an average of 5.3 items (minimum=1 and maximum=original length) were needed per questionnaire to classify a patient (our goal was not to classify but to shorten the questionnaire), with a questionnaire reduction between 9.0% (GAD-7) and 45.8% (HADS-D), compared with the original questionnaire (Figure 2). CAT shows a smaller percentage decrease in questionnaire items per questionnaire and a smaller overall decrease, compared with CART (Figure 2). A mean 36% reduction over all questionnaires in the NAP can be realized by CAT. The sensitivity and specificity levels of CATs per questionnaire are displayed in Table 3. The mean sensitivity and specificity of CAT over all questionnaires and classes are 0.765 and 0.817, respectively.

Computerized Adaptive Testing and Classification and Regression Tree: Questionnaire Comparison

The differences in percentage decrease in questionnaire items per questionnaire between CAT and CART are highest for the PHQ-9 (56.7%), GAD-7 (56.5%), and HADS-A (54.6%). HADS-D (13.0%) and MPSSS (14.9%) show the lowest differences in percentage decrease per questionnaire (Figure 2).

Discussion

Principal Findings

This study shows that both CAT and CART can be used to shorten the questionnaires of the NAP used within the field of CR. CART, however, showed the best performance with an overall about twice as large decrease in questionnaire items of the NAP and the highest sensitivity and specificity. Demographic/clinical variables—patient age, gender, cardiac diagnosis, and intervention—as predictors did not influence the length of the CARTs, meaning that these variables do not determine the classification of patients in the trees.

Relation to Other Studies

CAT has nearly four decades of research behind it but has only been applied more recently to health care. CAT has been used to shorten or develop questionnaires for assessment of fatigue [23], depression [24-26], suicide ideation [4], other mental health disorders [27,28], physical [29] and upper extremity functioning [30], health status in patients with knee osteoarthritis [31], activities of daily living in outpatients with stroke [32], and exposure of nurses to workplace bullying [33,34] and in patient-reported outcome measurement studies [24,29]. Overall, its application has proven to be successful in shortening questionnaires, while patient measurements remained valid and reliable. Some studies even demonstrated that by applying CAT, existing instruments for patient-reported outcomes could be improved. These new instruments reduced the questionnaire burden on patients while increasing measurement precision [29], possibly leading to reduced sample size requirements.

Similarly, half a century has passed since the publication of the first CART algorithms, but again, their application in health care is of a far more recent date.

CART has, for the most part, been used to classify (new) patients into clinically important (risk) categories, such as diabetic nephropathy [35] and colorectal adenocarcinoma [36]. CART has also been applied to define factors associated with delayed treatment of acute myocardial infarction [37] and quality of life [38].

As far as we know, CART has not been used, at least not in the health care domain, with the aim to shorten questionnaires. To our knowledge, our study is the first to assess the differences in performance between CAT and CART for shortening questionnaire lengths. Overall, CART outperformed CAT, with a larger reduction in the length of the questionnaire for the NAP procedure and in sensitivity and specificity.

Further, we did not observe an influence of the predictors such as age, gender, diagnosis, and intervention in the construction of CARTs. CART would have probably captured interactions across many NAP questionnaire scores and these clinical/demographic variables. Our findings are in concordance with the findings of the study by Miscio et al [39] wherein the inclusion of clinical/demographic data such as age and gender...
did not have an effect on the construction of CARTs for patient measurement tools.

**Meaning of This Study**

Ideally, an NAP procedure for CR including several questionnaires should be highly sensitive and specific, so that few patients with depression/anxiety/social complaints are missed and few without depression/anxiety/social complaints are identified as having complaints. In this context, CART is, overall, more sensitive and specific than CAT, while it shortens the NAP procedure more than CAT. CART analysis has the statistical advantage of being a nonparametric method, with no assumptions about the functional form of the data. CART might further be a good alternative to CAT, as this method not only has the ability to efficiently shorten questionnaires by segmenting patient groups into meaningful subgroups, but it also presents knowledge on these subgroups in a graphical way. These graphs provide a good understanding of how this segmentation was attained. CART, as an algorithmic rather than statistical method, further offers good insight into interactions between variables that are not revealed by linear quantitative research. But CART does not provide distributions, likelihood ratios, or CIs to quantify or support the validity of the findings. For the CATs, we, for example, made use of CIs; we stopped a CAT as soon as a patient could be classified in a low, moderate, or high class with a CI of 95%. For evaluating the performance of both the CAT and CART, we made use of cross-validation by splitting the dataset in a training set for calibration of the models and a validation set. We further applied 10-fold cross-validation on the training and validation sets to validate the generality of the CAT and CARTs.

**Recommendations for Care Practice and Future Research**

We demonstrated that an NAP with shortened questionnaires can be used for screening cardiac patients on rehabilitation needs without compromising its measurement accuracy. Both CAT and CART can be used for this purpose, but a CART approach with many questionnaires is rare. Obtaining the information during the joint administration of the shortened questionnaires would take about one-third of the time that it would take with the traditional fixed-length questionnaires, that is, 30 min instead of 90 min per patient. We also plan to extend the MyCARDSS portal with adaptive tests that will be administered to our CR patients over time, at their home or just before their consultation at the clinic. The results of these assessments will be interfaced with the CARDSS EPR, which is easily accessible by the CR professionals from any device. For CR professionals, CART integrated with MyCARDSS and CARDSS would then provide a feedback loop that informs the rehabilitation progress of their patients by providing these real-time patient measurements. An example for future research is to monitor our CR patients' physical and mental health progress by these varied assessments. Although dimension reduction strategies have been employed for numerous data problems, they are scantily discussed in the context of analyzing survey data. Another example for future research, thus, is to examine the performance of other methods such as dimensionality reduction techniques, for example, principal component analyses (PCA) for reducing questionnaire lengths. Dimension reduction techniques can be an effective approach for reducing dimensionality in more complex survey data sources than the data source used in this study. Methods such as CART, CAT, and PCA could, for example, be applied on federal and other publicly available datasets to further improve the validity and generalizability of the findings of this case study and conduct more efficient and cost-effective surveys in the future.

**Strengths and Limitations**

A strength of this study pertains to its large sample size; 2837 patients from various CR clinics completed the various NAP questionnaires, confirming the external validity of the findings. The number of fully filled out questionnaires per type of questionnaire varied from 716 to 2633, with MPSSS being used in one CR clinic and having the lowest response rate. The original version of the MPSS, furthermore, has a low number of questionnaire items in comparison with QLMI, for example. This might have impacted the CAT and CART analysis. It, hence, remains uncertain whether the results, particularly those of MPSS, can be generalized to other CR clinics. An even larger sample size could have led to a more precise estimation of NAP questionnaire lengths needed to determine patients’ specific CR needs.

Another strength of this study is the application, exploration, and comparison of the two techniques for shortening questionnaires. The use of CART analysis as one of these techniques has been suboptimal at the least; we did not find any study using CART aiming at reducing questionnaire lengths. Finally, the Dutch guideline for CR prescribes that CR clinics can choose between a combination of HADS-A/HADS-D or GAD-7/PHQ-9 to assess anxiety and depression levels in patients. We do not know if these combinations of questionnaires are equally valid in measuring the constructs of anxiety and depression. With CART, a combination of HADS-A/HADS-D would result in a reduction in questionnaire lengths of six and five items, respectively, whereas the combined GAD-7/PHQ-9 would lead to a reduction of seven and five items, respectively.

Finally, we did not examine if the questionnaires of the NAP produced similar results when patients filled them in on the Web through MyCARDSS at their home or in the CR clinic.

**Conclusions**

CART and CAT both have shown to be accurate methods for reducing the length of the NAP used in the field of CR. Of both methods, CART overall showed the largest decrease in the number of questionnaire items and the best performance in terms of sensitivity and specificity. This study is the first to apply and compare the performances of CAT and CART for shortening questionnaires, and it demonstrated that the use of CART analysis would be a step forward in the development of a shorter NAP questionnaire for CR patients and possibly other questionnaires.

Instead of using long, fixed-length questionnaires on paper or on the Web for the NAP, a much smaller set of questionnaire items will suffice to identify patients’ varying needs for CR,
without the loss of information and data quality and an excessive burden on the patient.
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Abstract

Background: Parameterization of pediatric growth charts allows precise quantitation of growth metrics that would be difficult or impossible with traditional paper charts. However, limited availability of growth chart calculators for use by clinicians and clinical researchers currently restricts broader application.

Objective: The aim of this study was to assess the deployment of electronic calculators for growth charts using the lambda-mu-sigma (LMS) parameterization method, with examples of their utilization for patient care delivery, clinical research, and quality improvement projects.

Methods: The publicly accessible PediTools website of clinical calculators was developed to allow LMS-based calculations on anthropometric measurements of individual patients. Similar calculations were applied in a retrospective study of a population of patients from 7 Massachusetts neonatal intensive care units (NICUs) to compare interhospital growth outcomes (change in weight Z-score from birth to discharge \(\Delta Z \text{ weight}\)) and their association with gestational age at birth. At 1 hospital, a bundle of quality improvement interventions targeting improved growth was implemented, and the outcomes were assessed prospectively via monitoring of \(\Delta Z \text{ weight}\) pre- and postintervention.

Results: The PediTools website was launched in January 2012, and as of June 2019, it received over 500,000 page views per month, with users from over 21 countries. A retrospective analysis of 7975 patients at 7 Massachusetts neonatal intensive care units (NICUs) born between 2006 and 2011, at 23 to 34 completed weeks gestation identified an overall \(\Delta Z \text{ weight}\) from birth to discharge of \(-0.81\) \((P<.001)\). However, the degree of \(\Delta Z \text{ weight}\) differed significantly by hospital, ranging from \(-0.56\) to \(-1.05\) \((P<.001)\). Also identified was the association between inferior growth outcomes and lower gestational age at birth, as well as that the degree of association between \(\Delta Z \text{ weight}\) and gestation at birth also differed by hospital. At 1 hospital, implementing a bundle of interventions targeting improved growth resulted in a significant and sustained reduction in loss of weight Z-score from birth to discharge.

Conclusions: LMS-based anthropometric measurement calculation tools on a public website have been widely utilized. Application in a retrospective clinical study on a large dataset demonstrated inferior growth at lower gestational age and interhospital variation in growth outcomes. Change in weight Z-score has potential utility as an outcome measure for monitoring clinical quality improvement. We also announce the release of open-source computer code written in R to allow other clinicians and clinical researchers to easily perform similar analyses.

(J Med Internet Res 2020;22(1):e16204) doi:10.2196/16204
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**Introduction**

**Background**

Failure to thrive secondary to inadequate nutrition in the pediatric population may result in lifelong negative impact on physical and mental health outcomes [1,2]. This is especially critical for infants and children with known risk factors, such as preterm birth, acute and chronic illnesses, and social risk factors [3-7].

Anthropometric measurements commonly used in pediatric populations to assess nutritional status include weight, length, stature, head circumference, and midarm circumference. Using appropriate growth chart references, a single measurement alone indicates growth status for age at a single time point and may provide indications for closer monitoring. With multiple measurements, growth velocity over time can be evaluated and deviation from normal growth pattern may be suggestive of suboptimal nutrition or chronic illnesses, including metabolic disorders or congenital syndromes, although suboptimal monitoring itself may impact efficacy [8].

Before more widespread availability of electronic health records, paper growth charts were commonly used, but they had limitations, including infrequent updating, restricted accessibility for multiple care providers, and the inability to exactly determine percentiles numerically between the limited discrete percentile lines displayed on the printed charts.

The development of the lambda-mu-sigma (LMS) method for describing growth charts allows a quantitative description of growth charts based on tables of parameters [9]. In these tables, parameters for anthropometric measurements of interest relate a measurement at a given age to a precisely calculated Z-score (number of SDs from the mean) and percentile. Similarly, the expected anthropometric measurement at a particular Z-score and age can also be calculated. The availability of the LMS method and parameters for an increasing number of growth charts provides an opportunity to both improve clinical care of individual patients and allow large-scale analysis of datasets, which would be difficult or impossible if using paper growth charts.

Postnatal growth failure is common in preterm infants and is known to be associated with long-term neurodevelopmental impairment [10-18]. Extending the calculation of anthropometric measurement Z-scores from individual patients to a large population of patients might yield insight into how populations of preterm infants grow during their birth hospitalization. Similarly, we hypothesized that assessing the efficacy of quality improvement initiatives targeting improved growth might benefit from an unambiguous quantitative metric based on anthropometric Z-scores.

**Objectives**

In this paper, we describe the deployment of the publicly accessible PediTools website, which implements a suite of calculators supporting LMS-based growth charts. We hypothesized that a simple metric to assess growth outcomes—the change in weight Z-score from birth to discharge (ΔZ weight)—might yield insight into growth outcome variations. We retrospectively compared outcomes at 7 Massachusetts neonatal intensive care units (NICUs) and further utilized this metric to assess the efficacy of a nutrition-based quality improvement project at one of the NICUs. In addition, we also announce the release of open-source software, which will allow others to perform large-scale LMS-based calculations more easily.

**Methods**

**Lambda-Mu-Sigma Method of Describing Growth**

**References**

The LMS method allows a parametric definition of growth references and generation of smoothed centile curves accounting for skewness of the distribution of an anthropometric measurement [9]. The parameters lambda (L, skewness normalization via power in the Box-Cox transformation), mu (M, mean), and sigma (S, coefficient of variation) describe the distribution of the measurement (eg, weight, length, or head circumference) at a given age, and the set of LMS parameters across multiple ages parameterizes the entire growth chart. This allows convenient calculation of exact Z scores (SDs from the mean) and generation of any centile curve.

**Obtaining Lambda-Mu-Sigma Parameters**

LMS parameters for growth charts were obtained either from the original publications, Web-based electronic supplements to the publications, and internet archives or by licensing agreement with the publication authors (references and sources listed in Table 1).
Table 1. Anthropometric growth calculators implemented on PediTools and sources of lambda-mu-sigma parameters.

<table>
<thead>
<tr>
<th>Chart</th>
<th>Age range</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fenton 2003 preterm [19,20]</td>
<td>22-50 weeks gestation</td>
<td>Weight, head circumference, and length</td>
</tr>
<tr>
<td>Fenton 2013 preterm [21]</td>
<td>22-50 weeks gestation</td>
<td>Weight, head circumference, and length</td>
</tr>
<tr>
<td>CDCa infant [22,23]</td>
<td>0-36 months</td>
<td>Weight, head circumference, and length</td>
</tr>
<tr>
<td>CDC pediatric [22,23]</td>
<td>24-240 months</td>
<td>Weight, height, and BMI</td>
</tr>
<tr>
<td>WHOb infant [24]</td>
<td>0-24 months</td>
<td>Weight, head circumference, and length</td>
</tr>
<tr>
<td>Olsen preterm [25]</td>
<td>23-41 weeks gestation</td>
<td>Weight, head circumference, and length</td>
</tr>
<tr>
<td>WHO [26]</td>
<td>3-60 months</td>
<td>Arm circumference and triceps and subscapular skinfolds</td>
</tr>
<tr>
<td>CDC [27]</td>
<td>2-20 years</td>
<td>triceps and subscapular skinfolds</td>
</tr>
<tr>
<td>Olsen preterm BMI [28]</td>
<td>24-41 weeks gestation</td>
<td>BMI</td>
</tr>
<tr>
<td>Down syndrome infant [29,30]</td>
<td>0-36 months</td>
<td>Weight, length, and head circumference</td>
</tr>
<tr>
<td>Down syndrome pediatric [29,30]</td>
<td>2-20 years</td>
<td>Weight, height, head circumference, and BMI</td>
</tr>
<tr>
<td>CDC arm circumference [31]</td>
<td>2-222 months</td>
<td>Arm circumference</td>
</tr>
<tr>
<td>Mramba arm circumference [32]</td>
<td>60-228 months</td>
<td>Arm circumference</td>
</tr>
</tbody>
</table>

*aCDC: Centers for Disease Control and Prevention.

bWHO: World Health Organization.

**Interpolation of Lambda-Mu-Sigma Values**
For each growth chart described via the LMS method, the L, M, and S curves are smoothed over ages, which permits interpolation of appropriate LMS values for intermediate values among the available discrete ages. In the PediTools calculators, simple linear interpolation was performed to obtain LMS values for intermediate ages. Different charts provide different degrees of age granularity. The Centers for Disease Control and Prevention (CDC) infant charts provide LMS parameters for ages in 1-month intervals, centered at the half-month point for the entire month [22], whereas the Fenton 2003 preterm charts provide parameters for completed weeks of gestation, centered midweek, for example, 30 weeks of completed gestation is centered around 30 3/7 weeks [19,20]. In contrast, the LMS values obtained for the Fenton 2013 preterm charts have values defined for each day of gestation; therefore, interpolation is not required [21].

**Calculations via the Lambda-Mu-Sigma Method**
Calculations of a Z score from LMS parameters and a given anthropometric measurement or an anthropometric measurement at a given Z score and LMS parameters at a particular age were performed as previously described (Figure 1) [9,22]. In the PediTools Web-based calculators, the percentile corresponding to a Z score was calculated by a numerical estimation of the cumulative density function of the standard normal distribution (equation 26.2.17 in the reference by Abramowitz et al) [33]. For the peditools R package, the same functionality is provided in the standard R function pnorm().

**Figure 1.** Equations for LMS-based growth metric calculations for Z score (a and b) and for an anthropometric measurement X (c and d).

\[ a) \quad Z = \frac{(X/M)^{L-1}}{LS} \quad \text{for } L \neq 0 \]

\[ b) \quad Z = \frac{\ln(X/M)}{S} \quad \text{for } L = 0 \]

\[ c) \quad X = M(1 + LSZ)^{\frac{1}{L}} \quad \text{for } L \neq 0 \]

\[ d) \quad X = Me^{SZ} \quad \text{for } L = 0 \]
PediTools Website

The PediTools Web calculators [34] were developed in PHP, a general-purpose scripting language well suited to Web development [35]. The website was generated using RapidWeaver version 7.5.7 (Realmac Software) [36]. Web hosting is currently provided by Bluehost Inc [37], under a shared hosting environment. Access statistics are tracked via Google Analytics. The PediTools Web server is configured to require the use of Secure Sockets Layer to encrypt traffic to and from the Web server. No data entered as inputs for the medical calculators are saved or analyzed.

For the PediTools Electronic Growth Chart, a Microsoft Excel spreadsheet template was designed to allow users to enter protected health information locally, but it would calculate the nonprotected health information values needed to generate a growth chart. Specifically, the date of birth, gender, gestational age at birth, and specific dates and measurements are entered, but only the gender and calculated postmenstrual ages and anthropometric measures are submitted to the PediTools electronic growth chart site, avoiding transmission of any specific dates.

For the PediTools electronic growth chart, LMS-based calculations were performed as above for all the measurements submitted. In addition, for sequential measurements, rate of weight change in grams per week, both observed and expected (to maintain the previous growth centile), were displayed.

As a visual aid to recognize excessive loss of weight Z-score between sequential measurements, after the first 10 days of life, the change in weight Z-score (∆Z) was color coded to display as red if the Z-score decreased by more than 0.06 SDs per week; yellow for decrease by more than 0.03 SD per week; and green otherwise. These thresholds were chosen somewhat arbitrarily, but over the course of a 14-week admission, each color would indicate an overall ∆Z weight of −0.84, −0.42, or less negative than −0.42 SDs, respectively.

Multisite Comparison of Growth Outcomes

The Vermont Oxford Network (VON) is a nonprofit voluntary collaboration of neonatal health care professionals representing more than 1200 hospitals around the world [38]. Deidentified data were obtained from 7 level 3 NICUs in Massachusetts, which participate in the VON registry. Eligibility criteria included birth year from 2006 to 2011; gestational age between 23 0/7 and 34 6/7 weeks; no severe congenital malformations; and survival to discharge. Availability of birth weight, discharge weight, and length of stay were required to calculate the weight Z-score at birth and discharge. Infants were excluded if birth or discharge weight Z-scores were less than −4 or greater than 4, as values beyond these extremes often reflected data entry error. The calculated outcome metric was the ∆Z weight from birth to discharge. For NICU C, data for neonates born between 2012 and 2017 were also obtained for postintervention quality improvement outcomes analysis.

The VON registry provides a manual of operations with data definitions and eNICQ software, which allows for the collection, error checking, and submission of infant data. These manuals, data collection forms, and electronic data submission instructions are all available on the VON website. At each hospital, individual patient-level data for that hospital were exported from eNICQ as a CSV file, with 1 row per patient and 1 column per data field. (As of 2019, eNICQ data exports are now in XML or JSON format, but they contain identical information.) The data columns abstracted for each hospital in this study included the following: birth year (BYEAR), initial gestational age (GAWEEKS, GADAYS), birth weight (BWGTM), length of stay (LOS1), and discharge weight (DWGT). Additional information obtained included source of admission (inborn or outborn, LOCATE), day of life of admission (DAYADMISS), discharge disposition (home, transfer to another facility, or death, FDISP), and congenital malformations (CMAL). Gender was not obtained, as at the time the study was originally conceived, the only preterm growth chart with LMS parameters available (Fenton 2003) was not gender specific [19]. Outcomes obtained but not reported here included the following: birth (BHEADCIR) and discharge (DHEADCIR) head circumference, early (EBSEPS) or late (LBPATH) bacterial infection, oxygen requirement at 36 weeks postmenstrual age (OX36), necrotizing enterocolitis (NEC, NECSURG), and retinopathy of prematurity (ISTAGE, ROPSURG).

Analysis was performed using R, free software for statistical computing [39], using the free version of the RStudio integrated development environment [40]. For data visualizations, smoothed conditional mean curves were generated by the ggplot [41] package via generalized additive model and cubic splines [42]. When present, the bands surrounding the smoothed curves represent the 95% CI around the mean.

Comparisons among hospitals were performed by 2-tailed t test, analysis of variance, Wilcoxon rank-sum, and Kruskal-Wallis test, as appropriate. Multihospital ∆Z analysis was performed by fitting a linear model of ∆Z versus gestational age, with interaction terms for both slope and intercept for each hospital. When multiple pairwise comparisons were performed, multiple testing adjustment was performed by the Tukey honestly significant difference method. The study was approved by the Institutional Review Boards at each of the hospitals that contributed data.

Single-Site Growth Outcomes Quality Improvement Project

Multiple bundled growth and nutrition quality improvement interventions were essentially simultaneously implemented at NICU C, starting in late 2011. These bundled changes included the following: (1) raised awareness of baseline growth failure by educational presentations to clinicians, showing how growth outcomes differed between NICU C and NICU F; (2) development of an electronic growth chart, as described in the PediTools Web tool; (3) systematic weekly growth metric collection in a form compatible with the electronic growth chart tool; (4) formal review of all NICU patients and their interval growth at weekly multidisciplinary rounds with pediatric dieticians; (5) earlier and broader initiation of parenteral nutrition with increased protein content and more rapid advancement; (6) revision of enteral feeding advancement protocols, including earlier initiation of gut priming (trophic feeds).
Assessment of the effect of the bundled interventions was performed similar to the analysis of growth outcomes described above: ΔZ weight from admission to discharge was calculated for each patient and the results were analyzed over different birth year epochs.

**Dissemination of Methods for Large-Scale Analysis**

The R code used for the calculation of anthropometric measure Z scores from LMS parameters was bundled [43] into the R peditools package, and this will be hosted on GitHub [44] and shared under the Massachusetts Institute of Technology (MIT) License. The peditools package can be installed using the devtools package [45], with the command `install_github("jhchou/peditools").`

All growth charts described in this work are supported by the R peditools package, with the exception of the Fenton 2013 growth chart [21], for which the LMS parameters are available from the author by license only. If the Fenton 2013 parameters become publicly available in the future, they will be added to the peditools R package. In the meantime, the Olsen 2010 [25] or gender nonspecific Fenton 2003 [19] charts can be used to analyze preterm growth.

**Results**

**PediTools Website**

The first PediTools Web calculator was developed in 2011 as an in-house tool to improve documentation of anthropometric measurements of premature newborns cared for at hospital C by allowing calculation of Z-scores and percentiles, using the Fenton 2003 preterm growth chart [19], for which LMS parameters were published in 2007 [20]. The webpage was moved to public hosting in January of 2012. A screenshot of a representative Web-based PediTools growth calculator is shown in Figure 2.

Although accessible to the general public, the target audience and purpose of the PediTools website are pediatric clinical providers’ bedside use. PediTools is agnostic to which growth charts are made available and does not provide recommendations as to which charts are appropriate for which populations. The users of the website are expected to exercise their own professional clinical judgment to determine suitability for their purposes.

Additional growth chart calculators have subsequently been added to PediTools, including support for the Fenton 2013 preterm chart [21], CDC infant and pediatric [22,23], World Health Organization (WHO) infant [24], Olsen 2010 preterm [25], WHO arm circumference and triceps and subscapular skinfold [26], CDC triceps and subscapular skinfold [27], Olsen 2015 BMI for preterm [28], Zemel 2015 Down syndrome [29,30], Abdel-Rahman 2017 midupper arm circumference [31], and Mramba 2017 midupper arm circumference [32].

As PediTools Web calculators were intended to be used by clinicians at the point of care, features in addition to reporting percentiles and Z-scores were integrated to promote ease of use and clinical relevance. For example, with the preterm calculators, a gestational age calculator was integrated to allow entry of either the postmenstrual gestational age of interest or any combination of last menstrual period, due date, delivery date, or chronologic age. For assessment of obesity, the CDC pediatric growth calculator includes both the Z score for BMI and updated categorization of extreme obesity, defined as BMI ≥120% of the 95th percentile or ≥35 kg/m² [46]. Both international and imperial units are supported. For infant calculators, calculations at both chronologic age and age corrected for prematurity can be reported, which is beneficial when assessing for timely attainment of developmental milestones. To help set goals for future growth, the calculators report the expected amount that anthropometric measures should increase over time to maintain the current Z-score (ie, equivalent to growing along the current percentile curve).
Figure 2. Screenshot of a representative PediTools web-based growth calculator (Fenton 2013 for preterm infants). The upper section demonstrates flexible support for multiple methods of input data entry. Data entry can include age as either gestational age or specific dates; measurements can be entered in metric or imperial units (grams or pounds and ounces; centimeters or inches); and even if no measurement is entered, the expected median (50th percentile) values will be displayed. The lower section displays the results of the LMS-based calculations, including the anthropometric measures in both metric and imperial units, percentile, Z-score, expected median measurement for age, and weekly growth required to maintain the current percentile.

PediTools Website Utilization

The PediTools Web calculators have been well received by the clinical community. Since its public launch in January 2012, website access has increased to more than 500,000 page views per month. Figure 3 documents the increasing monthly page views over time; Table 2 shows page views by calculator for the year ending June 2019. Users were primarily from the United States (433,438/520,450; 83.28% users), but there were at least 1000 users from each of another 21 countries, with over 3000 users from Canada (17,169/520,450; 3.30%), India (5619/520,450; 1.08%), Australia (5096/520,450; 0.98%), Mexico (4066/520,450; 0.78%), and Brazil (3546/520,450; 0.68%). Access was primarily from desktop devices (307,326/518,796; 59.23%), followed by mobile devices (201,970/518,796; 38.93%) and tablets (9500/518,796; 1.83%). PediTools also includes several aids not related to anthropometric measurements, including a bilirubin tool, which assists in the management of neonatal hyperbilirubinemia per the American Academy of Pediatrics 2004 guidelines [47,48] and a stand-alone version of the gestational age calculator, which is also incorporated in the preterm growth calculators. They will not be further discussed here, but they are mentioned as they receive the 4th and 6th largest number of page views, respectively.
Figure 3. PediTools (https://peditools.org/) website overall monthly pageviews over time from public launch in January 2012 through June 2019.

Table 2. PediTools page views by calculator for year ending June 2019.

<table>
<thead>
<tr>
<th>Web page views</th>
<th>Value (N=5,192,170), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fenton 2013 preterm</td>
<td>1,438,367 (27.54)</td>
</tr>
<tr>
<td>CDC(^a) pediatric</td>
<td>1,338,920 (25.64)</td>
</tr>
<tr>
<td>WHO(^b) infant</td>
<td>954,634 (18.28)</td>
</tr>
<tr>
<td>Bilirubin tool</td>
<td>411,897 (7.89)</td>
</tr>
<tr>
<td>CDC infant</td>
<td>360,440 (6.94)</td>
</tr>
<tr>
<td>Gestational age tool</td>
<td>257,201 (4.92)</td>
</tr>
<tr>
<td>Olsen 2010 preterm</td>
<td>126,486 (2.42)</td>
</tr>
<tr>
<td>CDC mid-upper arm circ</td>
<td>79,654 (1.53)</td>
</tr>
<tr>
<td>Electronic growth chart</td>
<td>79,051 (1.51)</td>
</tr>
<tr>
<td>Down syndrome, infant</td>
<td>46,163 (0.88)</td>
</tr>
<tr>
<td>Olsen BMI preterm</td>
<td>35,396 (0.68)</td>
</tr>
<tr>
<td>Down syndrome, pediatric</td>
<td>28,214 (0.54)</td>
</tr>
<tr>
<td>WHO arm and skinfold</td>
<td>21,185 (0.41)</td>
</tr>
<tr>
<td>Fenton 2003 preterm</td>
<td>14,562 (0.28)</td>
</tr>
</tbody>
</table>

\(^a\)CDC: Centers for Disease Control and Prevention.

\(^b\)WHO: World Health Organization.
**Electronic Growth Chart**

The growth chart Web calculators on the PediTools website are limited in that only a single measurement can be analyzed at a time, whereas growth reflects how measurements change over time. For the Fenton 2013 preterm growth chart, an additional tool was developed to allow monitoring growth over time. As a public access website, care needs to be taken to not encourage sending protected health information over the internet. A Microsoft Excel spreadsheet was developed, in which specific dates and measures could be entered, but only deidentified data would be copied and pasted for secure submission via a webpage form. The output graphic was based on the original published chart [21] but with all the points plotted and supplemented with a table of percentiles, Z-scores, expected versus observed growth, and clinical decision support provided by color coding significant changes in Z-score between measurements (Figure 4). This tool was also used as part of a quality improvement project for longitudinal growth outcome monitoring (see below).

**Figure 4.** Electronic Fenton 2013 preterm growth chart. De-identified demographic and anthropometric data is copied into a webpage form from a specifically designed Microsoft Excel™ spreadsheet. The upper panel shows each anthropometric measurement plotted automatically onto the traditional paper-based chart. The lower panel displays calculated percentiles, Z-scores, and weekly weight change, both the actual observed change as well as the expected weekly change needed to maintain the previous percentile. Clinical decision support is provided by color-coding based on the weekly weight Z-score change.

**Multisite Comparison of Growth Outcomes**

**Variation in Overall Growth Outcomes at Different Hospitals**

Our first aim was to demonstrate the feasibility of using ΔZ to assess growth outcomes of premature newborns and to compare outcomes among hospitals. All infants born between 23 0/7 and 34 6/7 weeks gestational age from 2006 to 2011 at 7 level 3 NICUs in Massachusetts, with VON registry data available and who survived to discharge, were analyzed for growth outcomes analysis (Table 3). Weight Z-scores at birth and discharge and the change in Z-score from birth to discharge were calculated for each individual patient.

As shown in Table 3, the mean ΔZ from birth to discharge differed significantly by site (P<.001), with the overall mean ΔZ across all sites −0.81 and ranging across the 7 sites from −0.56 and −1.05.
Table 3. Study population of 7975 premature newborns born between 23 and 34 weeks of completed weeks gestation in 7 Massachusetts newborn intensive care units (A-G).

<table>
<thead>
<tr>
<th>Metric</th>
<th>All NICUs&lt;sup&gt;a&lt;/sup&gt; combined (n=7975)</th>
<th>A (n=461)</th>
<th>B (n=1586)</th>
<th>C&lt;sup&gt;b&lt;/sup&gt; (n=1068)</th>
<th>D (n=418)</th>
<th>E (n=598)</th>
<th>F (n=1081)</th>
<th>G (n=2763)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gestational age (weeks), median (IQR)</td>
<td>32 (29.29-33.86)</td>
<td>29 (27.14-30.57)</td>
<td>33 (30.43-34.14)</td>
<td>32.86 (30.71-34.04)</td>
<td>31.86 (29-33.57)</td>
<td>29.14 (26.89-30.71)</td>
<td>31 (28.57-33.29)</td>
<td>32.57 (30.29-34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Birth weight (gram), median (IQR)</td>
<td>1580 (1180-2050)</td>
<td>1130 (885-1316)</td>
<td>1810 (1370-2160)</td>
<td>1818.50 (1380-2195)</td>
<td>1462.50 (1100-1943)</td>
<td>1160 (871.25-1365)</td>
<td>1400 (1065-1860)</td>
<td>1750 (1340-2100)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Birth weight Z-score, mean (SD)</td>
<td>−0.19 (0.84)</td>
<td>−0.40 (0.85)</td>
<td>−0.14 (0.83)</td>
<td>−0.07 (0.81)</td>
<td>−0.32 (0.79)</td>
<td>−0.36 (0.91)</td>
<td>−0.24 (0.85)</td>
<td>−0.14 (0.82)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Discharge postmenstrual age (weeks), mean (SD)</td>
<td>36.4 (2.86)</td>
<td>35.71 (4.37)</td>
<td>36.64 (2.22)</td>
<td>36.17 (2.42)</td>
<td>34.88 (3.03)</td>
<td>36.95 (2.70)</td>
<td>37.05 (3.60)</td>
<td>36.31 (2.58)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Discharge weight Z-score, mean (SD)</td>
<td>−1.00 (0.80)</td>
<td>−1.15 (0.81)</td>
<td>−1.19 (0.77)</td>
<td>−0.88 (0.78)</td>
<td>−0.90 (0.76)</td>
<td>−1.32 (0.77)</td>
<td>−0.80 (0.80)</td>
<td>−0.93 (0.79)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weight delta Z&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>−0.81 (0.52)</td>
<td>−0.75 (0.49)</td>
<td>−1.05 (0.49)</td>
<td>−0.80 (0.40)</td>
<td>−0.58 (0.46)</td>
<td>−0.96 (0.59)</td>
<td>−0.56 (0.52)</td>
<td>−0.79 (0.49)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>NICU: neonatal intensive care unit.

<sup>b</sup>An additional 1120 neonates born between 2012 and 2017 from NICU C were included for postintervention outcomes analysis, not tabulated here.

<sup>c</sup>Weight delta Z is the change in Z-score for weight from birth to discharge [19,20].

**Correlation of Growth Failure With Gestational Age at Birth**

Growth outcomes in the preterm population are potentially dependent on multiple factors, including gestational age at birth, nutrition practices, and timing of discharge. One of our hypotheses was that the ΔZ weight from birth to discharge might be associated with gestational age at birth. Combining data from all 7 hospitals across the entire time period from 2006 to 2011 and plotting the ΔZ weight versus gestational age at birth showed inferior growth (ie, more negative change in Z-score) with increasing prematurity (Figure 5). Grouping the data by birth year 2006 to 2008 and 2009 to 2011 showed that the relationship between more negative ΔZ weight and lower gestational ages appears unchanged over the 2 time epochs, although the shift in the lines upward suggests less loss in weight ΔZ score in the later epoch.

By visual inspection, the relationship between ΔZ weight and gestation at birth appears roughly linear. Fitting a linear regression allowed estimation of the relationship between growth failure and gestation at birth. At 29 0/7 weeks, the expected mean ΔZ weight from birth to discharge was −0.88 (P<.001, 95% CI −0.865 to −0.893), with each additional week of decrease in gestational age contributing an additional −0.029 (P<.001, 95% CI −0.025 to −0.033).
**Figure 5.** Change in weight Z-score from birth to discharge versus gestational age at birth, demonstrating inferior growth with increasing prematurity for all seven NICUs combined. The dark blue line is for all years 2006 - 2011 combined with the gray band representing the 95% confidence interval; the thin lines show the grouped birth years 2006 - 2008 versus 2009 - 2011.

**Interhospital Variation Between Growth Outcomes and Gestational Age at Birth**

It was possible that this inverse relationship between growth failure and gestational age at birth was intrinsic to prematurity and was therefore universal among the hospitals. To test this hypothesis, we next analyzed whether different hospitals might have different growth outcome characteristics. We found that the relationship between ΔZ weight and gestation at birth differed by hospital (Figure 6), with significant interhospital variation in both the degree of growth failure and the interaction with gestational age at birth. Some hospitals show much inferior growth at lower gestational ages at birth (eg, hospital E), whereas other hospitals show better growth overall and absence of inferior growth at lower gestational age (eg, hospital F). Patterns of growth at individual hospitals remained stable across different birth year epochs (data not shown), suggesting reliability for use as a quality improvement metric.

**Figure 6.** Inter-hospital variation in change in weight Z-score from birth to discharge, as related to gestational age at birth, (A) separately for each of seven different hospital NICUs in Massachusetts, and (B) for hospitals C and F overlaid on the same plot to better demonstrate inter-hospital differences.
The differences can be seen clearly when choosing hospital F as the baseline hospital and comparing pairwise with every other hospital (eg, Figure 6). Fitting a linear model of $\Delta Z$ versus gestational age, with interaction terms for both slope and intercept for each hospital, demonstrated statistically significant differences between hospitals A-E and G compared with hospital F as baseline. Hospital F did not show a relationship between gestational age at birth and $\Delta Z$ weight (slope=$-0.001$, $P=.85$, 95% CI = -0.010 to 0.009), and at 29 0/7 weeks, the mean $\Delta Z$ was $-0.553$ ($P<.001$, 95% CI = -0.586 to $-0.520$). In comparison with hospital F, each of the other hospitals had both a more negative $\Delta Z$ at 29 0/7 weeks (all $P<.003$) and a greater relationship between increasing prematurity and more negative $\Delta Z$ (all $P<.001$).

In summary, we found that although all 7 hospitals studied had negative weight $\Delta Z$ from birth to discharge, hospitals differed in degree of negative $\Delta Z$ (ie, intercept at a gestational age of 29 0/7 weeks), as well as the degree to which inferior growth was related to lower gestational ages (ie, slope).

**Single-Site Growth Outcomes Quality Improvement Project**

As poor growth trajectory might exacerbate long-term neurodevelopmental impairment, particularly for those patients born the most preterm, NICU C embarked on a multifocal quality improvement project to reduce the loss in weight Z-score from birth to discharge. Bundled interventions introduced in 2011 targeting factors potentially contributing to poor growth included the following:

- Utilized baseline data to raise awareness of poor growth, for example, in comparison with NICU F
- Implemented system of weekly growth metric collection
- Formal weekly multidisciplinary (including pediatric dietician) review of electronic growth chart
- Earlier and broader initiation of parenteral nutrition
- Increased protein content in premade parenteral nutrition
- Accelerated advancement of parenteral nutrition
- Earlier initiation of enteral nutrition
- Revised enteral feeding advancement protocol
- Pasteurized donor human milk made available

These interventions were associated with a significant reduction in loss of weight Z-score, particularly at the lowest gestational ages, which was sustained and progressive (Figure 7). Compared with the preintervention epoch 2006 to 2008, there was a marked reduction in loss of birth weight Z-score in the postintervention epoch from 2012 to 2014.

Using the 2006 to 2008 epoch as a reference and fitting a linear model of $\Delta Z$ weight versus gestational age at birth, with interaction terms for both slope and intercept (centered at 29 weeks) for the remaining 3 epochs of 2009 to 2011, 2012 to 2014, and 2015 to 2017, showed significant differences in both the $\Delta Z$ weight at 29 weeks (differences in intercept, $P=.03$, <.001, and <.001) and association with gestational age at birth (differences in slope, $P=.015$, <.001, and <.001, respectively). In fact, because of concern that the degree of reduction of weight Z-score loss at the lowest gestational ages might be excessive in the 2012 to 2014 epoch, potentially contributing to future development of the metabolic syndrome [12], a less aggressive
approach was adopted. The subsequent growth target was a ΔZ
from birth to discharge of roughly −0.6 for all gestations,
resulting in the more flattened curve of epoch 2015 to 2017
(Figure 7).

**Dispersion of Methods for Large-Scale Analysis**

The PediTools website has met a need for clinicians wishing to
analyze data for an individual patient at a time. In contrast, the
multisite comparison of growth outcomes of thousands of
patients at 7 NICUs yielded additional insight into growth
patterns of preterm newborns and prompted a successful quality
improvement project at 1 NICU. Here, we describe the release
of open-source computer code to permit others to conveniently
do similar analysis, which should be useful for both clinical
research and quality improvement monitoring.

The peditools R package will be made available on GitHub and
provide functions to work with LMS-based anthropometric
charts, including all LMS parameters possible [44]. All growth
charts available on the PediTools website (listed in Table 1),
with the exception of the Fenton 2013 preterm growth chart,
are included. At this time, the Fenton 2013 chart LMS
parameters are available by license only and are restricted from
being shared. As additional charts are added to the PediTools
website, the peditools R package will also be updated to include
the new charts. The peditools R package will be released under
the relatively permissive MIT License, which allows for
commercial use, modification, redistribution, and sublicensing.

The primary package tool is the peditools::x_to_z() function,
which takes as inputs a vector of anthropometric measurements,
a vector of ages, a vector of genders, and a uniquely specified
chart and measure, and which outputs a vector of Z-scores. In
addition, helper functions peditools::recode_von() and
peditools::recode_von_xml() are included to easily import VON
datasets (exported as a CSV or XML file) into the R
environment for analysis.

**Discussion**

In this work, we discuss the benefits of developing software
tools to perform calculations on LMS-based growth charts and
present examples of their utilization in patient care delivery,
clinical research, and quality improvement projects.

**Principal Findings and Limitations**

**PediTools Website**

The publicly accessible PediTools website [34] makes possible
the calculation of exact Z-scores and percentiles for 13 distinct
growth charts. Despite the availability of published paper forms
of these charts and many of the LMS parameters, there appears
to have been an unmet need for publicly available calculators,
as demonstrated by PediTools page views increasing to over
500,000 per month. Most visitors (433,438/520,450; 83.28%)
are from the United States, but 21 countries had at least 3000
distinct users in the previous year. It is likely that most visitors
are health care providers, as inspection of the 100 service
provider networks with the largest number of PediTools access
sessions in the past year revealed that 52 of the network names
contained one of the words health, health care, hospital, or
medical. In addition, most email communications to PediTools
support have been from dieticians, with some from physicians.

Other than documenting website access statistics, it is difficult
to gauge the degree of clinical and research impact of the
PediTools website, as before this publication, no citable
reference or digital object identifier has been available to allow
citation tracking. However, in a nonexhaustive internet search,
the PediTools website itself is cited in a number of publications,
reviews, and clinical guidelines related to topics such as
identifying neonatal and pediatric malnutrition, neurodevelopmental outcomes of preterm newborns, bariatric
surgery guidelines, nutrition delivery in chronic disease, and
monitoring of postnatal growth in late-preterm newborns
[2,49-56]. The combination of website access statistics and
citations suggests that the suite of PediTools calculators provides
a useful service to practicing clinicians.

PediTools is primarily accessed by users in the United States.
It is unclear whether clinicians in other countries use other tools,
perhaps localized to their specific populations [57,58].
Alternatively, there may be lack of awareness of the tools’
availability. Dispersion of PediTools has thus far been
terribly by word of mouth, and its development has thus far
neither been formally presented at conferences nor previously
published.

A limitation is that the calculations performed by PediTools are
all done server side; therefore, in areas with limited internet
availability, the tools are inaccessible. Work is in progress to
develop a number of the tools as mobile device apps that do not
require internet connectivity, with some preliminary work on
iOS now released [59,60].

Another limitation of the PediTools website is that, currently,
only charts with LMS-based parameterizations are offered. In
some instances, LMS parameterization has been done, but the
parameters are not published [61]. Alternative methods of
parameterization have also been utilized [62], for example,
quantile regression for nomogram generation [63] or fitting a
skew t-distribution [64]. The PediTools calculators were
implemented in PHP, which works well as a general-purpose
scripting language, but it does not generally support more
complex statistical calculations. For example, the skew
t-distribution does not have a closed form solution, but
specialized software in other languages (eg, the GAMLSS
package in R) [65] would allow calculation of exact Z-scores,
given the model’s 4 parameters (mu, sigma, nu, and tau). A
future extension of the PediTools R package could incorporate
calculations for charts utilizing different parameterizations.

**Multisite Comparison of Growth Outcomes in Preterm
Infants**

The PediTools website analyzes a single patient at a time, as
might be appropriate for management of individual patients.
Upon applying LMS-based calculations to a large cohort of
infants from 7 hospitals in Massachusetts, we were able to
categorize the ΔZ weight. Across the overall population,
findings included a significant decrease in weight Z-score and
an association with larger decreases in Z-score at lower
gestational ages. When each of the 7 hospitals was analyzed
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separately and compared, we found significant interhospital variation in decreases in Z-score and in the degree of association with gestational age. The findings remained similar across different birth year epochs (Figure 5 and data not shown). This observation of growth outcomes is potentially concerning, as growth failure in this vulnerable population is associated with poor neurodevelopmental outcomes, and we show here that the infants at highest risk of poor neurodevelopmental outcome—those born the most preterm—are also at greatest risk of poor growth.

For a number of reasons, the interhospital variations should be taken as a proof of concept and feasibility demonstration of the approach rather than a rigorous comparative analysis of the 7 hospitals. The patient populations of the hospitals differed significantly (Table 3). Although all 7 hospitals participated in the VON registry, which served as the source of the data, participation varied among hospitals, with the Very Low Birth Weight database (401-1500 grams birth weight or 22-29 weeks completed gestation), the Expanded database (all infants admitted to a NICU within 28 days of birth), or even changing participation during the time period of this study. In addition, the discharge disposition varied from 6.4% to 70% transfer to another hospital, versus discharge home. No effort was made to document differences in nutritional practices at each institution. That being said, reanalysis of the dataset restricted to either requiring birth weight<1500 grams or requiring a home discharge disposition did not substantially change any of the findings reported here (data not shown), suggesting that the differences observed were robust to these varied patient populations.

**Single-Site Growth Outcomes Quality Improvement Project**

Assessing outcomes at the hospital level may help identify specific practice differences effective in improving growth, as well as providing a metric to assess and follow performance. In this report, a hospital implemented a bundle of interventions and utilized LMS-based assessment of ΔZ weight from birth to discharge by gestational age at birth to monitor the impact pre- and postintervention. Not only was this method helpful in showing statistically significant changes in improvement in overall growth and reducing the impact of lower gestational age on inferior growth but it was also useful in helping to recognize possible excessive growth (eg, in the most preterm infants in the 2012-2014 epoch).

As a quality improvement project, there was less emphasis on attempting to delineate which specific changes in practice had the greatest impact on outcome, and there was more emphasis on rigorous monitoring of the effect of implementing multiple potentially better practices. We believe that the greatest impact likely came from the consistent, weekly, multidisciplinary review of the ongoing growth of each and every patient in the NICU, as well as ongoing monitoring of neonatal growth as a unit-wide metric. The use of LMS-based calculation of exact Z-scores was critical for this intervention.

A challenge in targeting growth in preterm infants is the lack of evidence conclusively demonstrating exactly what ideal growth should be, but consensus guidelines are emerging [6,49]. Identified indicators of malnutrition include the following: ΔZ over time (with goal ΔZ weight not more negative than −0.8, roughly matching hospital C’s goal after 2014 of ΔZ weight=−0.6), weight gain velocity, actual nutrient intake, days to regain birth weight, length growth velocity, and ΔZ of length for age. A major purpose of the PediTools LMS-based calculators was to make these data easy for clinicians to analyze, track, and understand.

**Comparison With Previous Work**

Previous work has analyzed growth of large populations of preterm newborns. Horbar et al [66] drew on data obtained from the full Vermont Oxford Registry on 362,833 newborns born between 2000 and 2013, with birth weight from 501 to 1500 grams. In this large, aggregate population, they reported improvements of growth velocity and a decrease in discharge with growth failure and severe growth failure (defined as discharge at less than the 10th and 3rd percentiles), across the time period from 2000 to 2013. Similarly, Griffin et al [67] reported on 25,899 infants born in California, with birth weight from 500 to 1500 grams or gestational age from 22 to 32 weeks, born between 2005 and 2012. They demonstrated a reduction in fall in weight Z-score between birth and discharge over the time period, as well as a reduction in the proportion of infants discharged home below the 10th percentile for weight or ΔZ weight less than −1. We see similar improvements in less negative ΔZ weight over time, comparing birth years 2006 to 2008 versus 2009 to 2011 (Figure 5).

Although both Horbar et al [66] and Griffin et al [67] report outcomes by birth weight (binned into categorical groups of 250 gram increments and which would therefore include both large for gestation more premature and small for gestation less premature newborns), previous studies have not reported the association described here between growth outcomes as ΔZ weight and gestational age at birth (both continuous variables).

Both of these studies report on the important findings of overall population-level improvement in growth outcomes in preterm newborns across a time period ranging from 2000 to 2013, which likely reflects clinical practice changes across the field of neonatology as a whole, which may result in improved long-term outcomes. However, this information is less helpful for clinicians attempting to assess outcomes at the local hospital level. In addition, the previous studies have not shared the tools needed to make it convenient to perform this analysis on new populations. In fact, without tools to easily assess growth, it is not easy for clinicians to even recognize that there might be an issue with growth outcomes in their patient populations.

A major goal of this study is to make tools available, allowing others to perform their own large-scale growth outcomes analysis, facilitating future research to better describe ideal growth that will lead to optimal long-term outcomes. More than 1200 hospitals around the world participate in the VON registry, and an increasing number of clinical sites use electronic health records from which anthropometric data can be extracted. With this increased availability of growth data, clinicians can easily replicate this analysis in a very small amount of code, using free and open-source tools, including the R statistical programming language, the RStudio integrated development
environment, the ggplot2 R visualization package [39-41], and the peditools package described here [44].

**Conclusions**

Tools to perform LMS-based growth chart calculations have been made available on a public website and are highly utilized by clinical caregivers worldwide. Applying these methods to a large population of preterm newborns demonstrated widespread overall loss in weight Z-score from birth to discharge; that the magnitude of loss was associated with increasing prematurity, the population at the highest risk of poor neurodevelopment outcomes; and that there was significant interhospital variation in growth outcomes. At 1 site, these tools provided a convenient and reliable outcome measure for a clinical quality improvement project targeting growth. With this report, release of open-source code that implements LMS-based calculations will allow other clinicians and investigators to conveniently perform similar analyses with the promise to improve long-term outcomes in these high-risk pediatric patients.
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Abstract

Background: Pain is a common public health concern, and the pain situation among the general population is serious in mainland China. Working adults commonly experience pain because of long sitting times, a lack of free time, and exercise. A lack of pain-related knowledge is also a significant factor. Educational and therapeutic programs delivered online were used more often in Western countries, and accessible programs in China are limited, especially for pain management. Therefore, we carried out an online pain education program for working adults to self-manage pain. The program was delivered through WeChat, a popular and secure social media with a large population base in China.

Objective: This study aimed to (1) provide pain-related knowledge and self-relief strategies, (2) help participants reduce pain and improve pain-related emotional well-being, and (3) explore participants’ learning performance and the acceptability of the online pain education program.

Methods: This was a randomized controlled trial. Chinese adults aged between 16 and 60 years with full-time employment, with pain in the past 6 months, and without any mental illness were recruited using snowball sampling through the internet and were randomly allocated to an experimental group and a control group in 1:1 ratio after the baseline assessment. The 4-week educational program that included basic knowledge of pain, pharmacological and nonpharmacological treatments, and related resources was provided only to the experimental group. Outcomes of pain, depression, anxiety, stress, and pain self-efficacy were measured at baseline (T0), posttreatment (T1), and 1-month follow-up (T2). Participants’ acceptability and satisfaction were explored after completing the educational program.

Results: In total, 95 eligible participants joined in the program: 47 in the experimental group and 48 in the control group. Neck and shoulder, head, and back were most commonly reported pain sites with high pain scores. Pain intensity and interference of the experimental group were significantly reduced after the educational program. Depression, anxiety, and stress clinically improved and pain self-efficacy improved after the educational program. The difference in depression, anxiety, stress, and pain self-efficacy within a group or between groups was not statistically significant; however, clinical improvements were demonstrated. A significant correlation between dosage of the intervention and pain intensity and depression was demonstrated. After completing the educational program, more than half of the participants showed acceptance of and satisfaction with the program, and they were willing to recommend the program to others.

Conclusions: Our findings highlight the significant potential of this online education program in the treatment of pain.

Trial Registration: ClinicalTrials.gov NCT03952910; https://clinicaltrials.gov/ct2/show/NCT03952910

doi:10.2196/15071
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Introduction

Pain is a common and major public health concern [1-3] with a high negative impact on different aspects of the affected individual’s quality of life [4-8]. Pain prevalence in developing countries was reported to be approximately 40% among the general population [9]. In Asia, the prevalence of pain in adults ranges from 7.1% to 61% [10]. Studies from China showed a serious pain situation where the estimation of pain prevalence was approximately 40% [11-13]. The pain situation of working populations should be taken into consideration, as long sitting time and computer-facing time can lead to discomfort of the body, especially in the neck, shoulders, and back [14].

Many face-to-face pain management programs have been carried out to control pain and reduce its negative impact [5,15-17]. However, the internet has been used as an innovative approach to deliver these programs using the same principles, providing same evidence-based treatments, and teaching the same skills as those delivered face to face [1,18,19]. The internet offers a viable way to deliver self-management support for assisting patients in managing a wide variety of conditions and has the potential to overcome many barriers of the face-to-face approach. One of the obvious benefits is availability of the programs; participants can access them at their convenience and pace, which may provide better control of their situation and yield a greater outcome [20]. As the use of the internet and social networking increased, the increase in health care use via these modes was inevitable [21]. Increasing evidence shows that internet-delivered educational and therapeutic treatments have high accessibility and acceptability [22].

The internet is widely used in China. The China Internet Network Information Center reported that more than 55% of the Chinese population was using the internet by December 2017; among these internet users, 97.5% were using a mobile phone [23]. WeChat is a popular free mobile app for communication and accessing the internet. WeChat attracted more than 900 million active users as of September 2017 [24]. In recent years, subscription, as a new plug-in in WeChat, is a new means to propagate information under a safe condition and is becoming increasingly popular [25,26].

Although the use of online programs to help people with pain is a logical way to overcome many existing barriers, there is limited research in China focusing on illustrating the effectiveness of such programs among working adults. To the best of our knowledge, only one study used the internet to deliver a pain management program for teenage girls to self-manage dysmenorrhea in China and proved its effectiveness [27]. Therefore, we conducted an online pain education program through WeChat for self-management of pain among working adults. The study evaluated the effectiveness of the online pain education program in reducing pain and improving pain-related emotional well-being. We also evaluated participants’ learning performance and acceptability.

Methods

Study Design

The study was designed as a randomized controlled trial that examined the effectiveness of a 4-week online pain education program. The study was approved by the ethical committee of The Hong Kong Polytechnic University (ref. HSEARS20180519002). Data were collected from September 2018 to March 2019.

Participants

An online poster explaining the details with a quick response (QR) code for the app was designed and distributed in WeChat to attract participants. Individuals who were interested in participating could scan the QR code to register in the study. A total of 152 people applied to join in the program. The application process involved completing an online questionnaire to screen eligibility. Eligible participants were then randomly allocated to one of the two groups: (1) the group that received the pain education program (experimental group) or (2) the group that received only simple material (control group). To minimize the potential of study bias, randomization was performed using an online randomizer [28] with 1:1 ratio after the registration period by a person who was not involved in this study.

Participants were required to fulfill the following criteria: (1) presence of noncancer pain in the past 6 months, with a pain score of at least 2 when assessed using an 11-point scale; (2) age between 16 and 60 years; (3) full-time employment; (4) ability to understand Chinese; and (5) ownership of a smartphone to access the internet. Those who had mental disorders, drug addiction problem, or further treatments planned were excluded from this study. Of the 152 people registered, 95 fulfilled the criteria: 47 were allocated to the experimental group, and 48 were allocated to the control group. The Consolidated Standards of Reporting Trials map for this study is shown in Figure 1.
Ethics, Consent, and Permissions
Before the eligibility assessment, individuals’ consent was obtained electronically, emphasizing that participation was voluntary and remunerative. It was clarified that withdrawal from the study was accepted at any stage. Participants were also informed that all their personal information would remain confidential.

Experimental Group Versus Control Group

Experimental Group
The intervention provided for the experimental group in this study was the online pain education program, which encouraged participants to learn and practice the knowledge and skills introduced in the program. An overview of the program is presented in Multimedia Appendix 1.

The program content including basic knowledge of pain, physical and psychological impact of pain, pharmacological and nonpharmacological treatments, and relevant resources were uploaded to the subscription in a short article format at the beginning of the program. Each article took approximately 3-5 min to read without order restriction. In addition, participants could interact with each other in the program. At the end of each article, three to four multiple-choice questions (MCQs) were asked depending on the article, and all the participants were required to answer the questions. Unlimited attempts were allowed for the MCQs, and log in with WeChat ID was required. Correct answers were provided and would be available after completing the MCQs. The score of each participant was used to evaluate an individual’s learning performance. In addition, a WeChat group was created for the participants in the experimental group, and they were encouraged to discuss issues related to the pain education program and share their learning experience. Materials were always accessible during the available period. Regular reminders on a weekly basis were sent to the participants through WeChat.

A total of five experts were invited to assess the content validity using content validity index, including two registered nurses, two pain specialists, and one expert in traditional Chinese medicine. The result of the content validity index was 0.95, which indicated that the program was validated [29]. Test-retest reliability was performed by 10 people 2 weeks apart, and the results ranged from 0.82 to 0.96, suggesting that the content was reliable [30].

Control Group
Brief (one page) material related to pain (that was obtained from an online leaflet open for public) from a grade A tertiary hospital in China [31] was given to the control group in WeChat at the beginning of the program. These participants were required to
read the material whenever possible during the 4-week study period.

**Outcome Measures**

Outcome measures were administered online at three time points: (1) baseline (T0): after randomization and before starting the education program, (2) posttreatment (T1): right after the experimental group finished the program, and (3) follow-up (T2): 1 month after finishing the program. A battery of well-designed questionnaires was used for outcome measures. The primary and secondary measures were administered at T0, T1, and T2. Participants’ learning performance, satisfaction, and acceptability assessment were administered after the intervention (i.e., T1). The questionnaires were uploaded in WeChat at three outcome measurement points. To facilitate a high completion rate of the assessment, a reminder message was sent to the participants individually.

**Primary Outcome**

**Brief Pain Inventory - Chinese Version**

The Brief Pain Inventory (BPI) is a brief, self-administered questionnaire, which is designed to measure the pain intensity and impairment caused by pain. It consists of four questions related to pain severity and seven questions related to pain interference. The pain interference items focus on general activities, mood, walking ability, work, relationship with others, sleep, and enjoyment of life. A previous study showed that the BPI can be used to measure cancer pain as well as chronic pain and proved that the Chinese version of BPI (BPI-C) has good internal consistency and acceptable test-retest reliability [32].

**Secondary Outcome**

**Depression Anxiety Stress Scales-21 - Chinese Version**

Depression Anxiety Stress Scales-21 (DASS-21) is a self-report instrument to measure three negative emotional states: depression, anxiety, and stress. A higher score indicates a greater level of psychological symptoms. A previous study demonstrated that the Chinese version of DASS-21 has excellent internal consistency and validity [33].

**Pain Self-Efficacy Questionnaire - Chinese Version**

The Pain Self-Efficacy Questionnaire - Chinese Version (PSEQ-C) contains 10 questions regarding a patient’s belief about his or her ability to accomplish the daily tasks despite pain. A higher score reflects stronger pain-related self-efficacy. Internal consistency and validity of the PSEQ-C have been proved [34].

**Satisfaction, Acceptability, and Learning Performance**

Satisfaction and acceptability measures were assessed at the posttreatment assessment. Several questions were asked at the end of the program to assess participants’ satisfaction with and acceptability of the program, such as (1) “Do you think the program is useful?” (2) “Does it worth your time?” and (3) “Would you feel confident to recommend this program?” The questions were used in previous studies to assess the acceptability of the internet-delivered program [19,35]. Open-ended questions were also used, including “How do you think about this program?” and “What are the strengths/disadvantages of the program?” [36] Learning performance was measured at T1 and T2. The score of the MCQs was calculated. A total score of ≥10 was considered a better learning performance.

**Statistical Analysis**

The Statistical Package for the Social Sciences (SPSS) version 23 (IBM corporation, Armonk, New York) was used for handling and analyzing the data. The outcome variables and demographic characteristics were presented using descriptive statistics. The differences in demographic characteristics and outcome variables between the two groups were compared using a Chi-square test. Independent sample *t* test was applied to compare the changes in mean scores of the outcome variables. One-way analysis of variance was conducted to test the within-group changes of the outcome at baseline, posttreatment, and 1-month follow-up. Bivariate correlation was used to assess the correlation between the dosage of intervention (i.e., frequency of reading the online materials in WeChat) and the outcome variables. The significance level was set at .05 (two tailed); a *P* value <.05 was considered statistically significant. Responses to open-ended questions on satisfaction with and acceptability of this online program were analyzed using a conventional content analysis.

**Results**

**Baseline Characteristics**

The baseline demographics, pain-related characteristics, and baseline outcome of all the participants are presented in Multimedia Appendix 2. The results suggested that more female participants experienced pain than male participants in both groups. More than half the participants were aged between 21 and 30 years. The study involved a predominantly college-educated population (91/95, 96%). In all, 34.7% of the participants were professionals, and 20% had a monthly salary over 10,000 CNY (US $1488), which accounts for the highest proportion in our study. Most of the participants were living in the Southern and Northwest China. There was no significant difference between any of the baseline characteristics of the two groups.

**Pain: Experimental Group Versus Control Group Over Time**

**Pain Intensity and Pain Interference**

As presented in Table 1, the overall mean pain score of the experimental group was significantly lower than that of the control group (*P*=.001). Pain intensity of the experimental group was also significantly different between baseline and posttreatment, while no such difference was observed in the control group. Pain interference improved in the experimental group at T1, and the within-group difference in the experimental group showed statistical significance (*P*<.01). The between-group difference was also statistically significant.
Table 1. Pain: Experimental group versus control group over time.

<table>
<thead>
<tr>
<th>Group (time point)</th>
<th>Experimental group, mean (SD)</th>
<th>Control group, mean (SD)</th>
<th>Mean difference</th>
<th>Cohen $d^a$ (95% CI)</th>
<th>$P$ value$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pain intensity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (T0)</td>
<td>4.19 (2.07)$^c$</td>
<td>4.02 (2.19)</td>
<td>0.171</td>
<td>0.080 (−0.698 to 1.039)</td>
<td>.70</td>
</tr>
<tr>
<td>Posttreatment (T1)</td>
<td>3.17 (1.15)$^c$</td>
<td>4.26 (1.60)</td>
<td>−1.090</td>
<td>−0.784 (−1.715 to −0.466)</td>
<td>.001</td>
</tr>
<tr>
<td>One-month follow-up (T2)</td>
<td>3.85 (1.58)</td>
<td>3.58 (2.07)</td>
<td>0.270</td>
<td>0.147 (−0.890 to 1.429)</td>
<td>.64</td>
</tr>
<tr>
<td><strong>Pain interference</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (T0)</td>
<td>2.75 (1.53)$^d$</td>
<td>2.84 (1.40)</td>
<td>−0.086</td>
<td>−0.051 (−0.768 to 0.597)</td>
<td>.80</td>
</tr>
<tr>
<td>Posttreatment (T1)</td>
<td>2.36 (0.40)$^d$</td>
<td>2.98 (0.67)</td>
<td>−0.620</td>
<td>−1.139 (−0.872 to −0.381)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>One-month follow-up (T2)</td>
<td>3.11 (1.89)</td>
<td>2.71 (1.10)</td>
<td>0.400</td>
<td>0.255 (−0.772 to 1.559)</td>
<td>.50</td>
</tr>
<tr>
<td><strong>Pain self-efficacy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (T0)</td>
<td>43.09 (15.46)</td>
<td>46.38 (14.43)</td>
<td>−3.290</td>
<td>−0.220 (−9.382 to 2.803)</td>
<td>.29</td>
</tr>
<tr>
<td>Posttreatment (T1)</td>
<td>46.52 (8.83)</td>
<td>45.34 (10.04)</td>
<td>1.181</td>
<td>0.125 (−3.103 to 5.465)</td>
<td>.58</td>
</tr>
<tr>
<td>One-month follow-up (T2)</td>
<td>46.12 (11.44)</td>
<td>47.25 (11.03)</td>
<td>−1.132</td>
<td>−0.101 (−8.086 to 6.541)</td>
<td>.77</td>
</tr>
</tbody>
</table>

$^a$Guideline for Cohen $d$: small, $d=0.2$; medium, $d=0.5$; and large, $d=0.8$.

$^b$Independent sample $t$ test was applied. A $P$ value <.05 was considered statistically significant.

$^c$One-way analysis of variance was applied, $P$=.012. Pain intensity at T0 was greater than that at T1.

$^d$One-way analysis of variance was applied, $P$<.01. Pain interference at T0 was greater than that at T1.

**Pain Self-Efficacy**

Results of pain self-efficacy questionnaire in the two groups over time are reported in Table 1. A clinical improvement in pain self-efficacy was observed in the experimental group after the program. There were no statistically significant changes in the control group. The between-group differences were not significant over time.

**Depression, Anxiety, and Stress**

Changes in depression, anxiety, and stress are shown in Figure 2. Improvements in depression, anxiety, and stress were shown in the experimental group; however, the differences were not significant. Depression and anxiety in the control group reduced slightly, whereas the stress level increased slightly. The between-group differences were nonsignificant.

Figure 2. Depression, anxiety, and stress over time.
Dosage of Intervention (Frequency of Reading the Online Materials in WeChat)

The average dosage of intervention (ie, frequency of reading the online materials in WeChat) in the education period (ie, T0 to T1) was 4.07 (SD 1.76), which is higher than that in the follow-up period (ie, T1 to T2; 2.68 [1.72]). The difference between the two periods was statistically significant (P=.001). The correlation between the dosage of intervention and pain intensity, depression, anxiety, and stress was demonstrated. At the 1-month follow-up, a significant correlation was observed between the dosage of intervention and pain intensity/depression (Table 2).

Table 2. Correlation between dosage and outcome variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>T1 (posttreatment)</th>
<th>T2 (1-month follow-up)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r ( ^a )</td>
<td>P value</td>
</tr>
<tr>
<td>Pain intensity</td>
<td>(-0.393^b)</td>
<td>.01</td>
</tr>
<tr>
<td>Pain interference</td>
<td>0.217</td>
<td>.17</td>
</tr>
<tr>
<td>Pain self-efficacy</td>
<td>0.081</td>
<td>.61</td>
</tr>
<tr>
<td>Depression</td>
<td>(-0.564^b)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Anxiety</td>
<td>(-0.316^c)</td>
<td>.04</td>
</tr>
<tr>
<td>Stress</td>
<td>(-0.310^c)</td>
<td>.05</td>
</tr>
</tbody>
</table>

\( ^a \)r is calculated using the Pearson correlation. Guideline: small, \( r = 0.10 \) to 0.29; medium, \( r = 0.30 \) to 0.49; large, \( r = 0.50 \) to 1.0.

\( ^b \)Correlation is significant at .01 level (two-tailed).

\( ^c \)Correlation is significant at .05 level (two-tailed).

Learning Performance, Satisfaction, and Acceptability of the Online Program

The overall mean score of the MCQs for the experimental group was 9.67 (SD 1.028) of 10. In all, 76% (32/42) participants reported that they were satisfied with this online pain education program, and 69% (29/42) felt it was worth spending time on. Moreover, 33 (78.57%) participants showed willingness to recommend this program to others. Answers for open-ended questions also showed participants’ satisfaction and acceptability: “the program is quite convenient,” “the knowledge is useful,” and “will recommend to others.”

Discussion

Principal Findings

This study aimed to evaluate the effectiveness of an online pain education program and participants’ satisfaction and acceptability. After our education program, the pain intensity reduced significantly in the experimental group, and depression, anxiety, stress, and pain self-efficacy showed clinical improvement. A significant correlation was demonstrated between depression, anxiety, and dosage of the intervention. Our results also showed that this online program was acceptable, and participants were satisfied with the program and willing to recommend it to others.

In this study, participants were recruited online via WeChat. Open recruitment through local media or the internet is likely to attract individuals who are more motivated to participate [37]. Consistent with this finding, we found a high completion rate of 89% (42/47) in the experimental group. Results showed that the learning performance of participants was acceptable with the mean score of 9.67/10. This may be because of the socioeconomic status of the participants. Research has indicated that the proportion of people with reliable access to the internet is lower among those with lower socioeconomic status [18,38,39], and a higher risk of pain is correlated with a lower sociodemographic status [11,18,40]. Although the emerging evidence of the internet-delivered pain management program is encouraging, there are still many people who do not have reliable access to the internet and thus have difficulty in utilizing the online programs [18]. As reported by the National Bureau of Statistics of China in 2017, the average monthly income of general Chinese population was 2165 Yuan (US $318) and was lower in the rural areas [41]. The monthly income of approximately 73% of our participants was higher than the average among the general population. The income was high enough to cover the cost of the internet. In addition, participants with a high educational level accounted for the highest proportion. The good learning ability is indicated with the high level of education. Therefore, for most of the working adults in China, sufficient affordability and learning ability make the online pain education program applicable.

Major findings according to the primary outcome measures suggested that this pain education program has the potential to reduce the pain intensity. The result of the significant reduction of pain intensity is consistent with the previous studies conducted among different population in other countries [4,16,18,42]. Studies on internet-delivered pain management programs demonstrated that participants’ symptoms are relatively stable over time among those in the treatment-as-usual control group (without a target intervention) [18,19,36,43].

In our study, the significant reduction in pain interference indicated that participants had become more functional and could self-manage their pain more effectively in the daily life [44]. In the experimental group, compared with the control group, the reduction in pain interference was significant, indicating that our online pain education program has the...
potential to reduce disturbances caused by pain. Our results are consistent with those of previous online pain management studies that reported improved pain interference after the intervention [44-46].

However, the changes in pain intensity and pain interference were statistically nonsignificant in the control group, and the differences in the 1-month follow-up in this study were not significant between the two groups. This may relate to the loss to follow-up rate. As noted in this study, a rate higher than 50% (23/35) was demonstrated in the control group, which is considered one of the reasons for the nonsignificant differences within the control group over time. In addition, the one-page simple material provided at beginning to the control group perhaps was insufficient, and no interaction with participants may impact the outcome as well.

Only clinical improvements were observed in depression, anxiety, stress, and self-efficacy because of the length of the intervention and the follow-up period; a period of 1 month is possibly too short to achieve a significant effect. Contrary to the expectations, the stress level of the control group increased at the posttreatment assessment. This unexpected result may be because of the factors not related to the education program, such as participants’ heavy and busy work, as the participants were working adults. Other stress from their daily life rather than pain-related stress may also have impacted the outcome.

It is noteworthy that a significant correlation between the dosage of the intervention and the outcome variables was demonstrated in our study. In a pain self-management study, Nicholas et al [15] reported that a higher dose of the intervention could partially explain the better outcome achieved, which was consistent with our findings that a higher dosage of intervention resulted in less pain and better pain-related emotional well-being. However, the previous study provided the intervention using a face-to-face approach. Our results proved that dosage was an important factor that impacts the outcome in the internet-delivered program, which is similar to the face-to-face program.

The higher dosage of intervention in the education period compared with the follow-up is probably because of the reminders we sent. The reminders were sent regularly on a weekly basis, with the purpose of encouraging and supporting the participants to work through the education program and keep reading the materials. Although we expected the participants to read the materials and learn consciously, sometimes, participants may forget to do so when they are busy with work. A regular reminder is a good way to enhance participation. In the previous online pain management programs, emails or phone calls were used to prompt individuals to learn the information and apply the skills taught, and they also helped decrease the dropout rate and facilitate compliance [4,18,36,47].

An internet-based intervention study successfully used such email prompts to encourage use and return visits to online resources [48]. In addition, it was demonstrated that such prompts do not compromise the clinical outcomes and acceptability of the program [49]. WeChat massages were used as an alternative in our study and were effective in enhancing participation.

A previous online pain management program stated it did not involve any interactive component [19]; thus, the interactive module designed in our study was unique. Participants’ understanding of the knowledge provided can be improved during the interaction. The MCQs designed after each article can encourage participants to apply the knowledge learned immediately. Involving some interaction in an education program, particularly for the online program, is necessary. A previous study highlighted the importance of interaction in high-quality education [50]; the researchers stated concluded that the interaction is the most fundamental form of the education. In addition, increasing the amount of interaction can lead to more effective learning and improve satisfaction with the education program as well as the learning outcome [51]. Wright [52] illustrated that if the intervention includes a forum where participants can interact and support each other, they can gain some benefits from similar experiences of other participants. The interactive component including the MCQs and WeChat group designed in this study played a crucial role.

Our study has a number of strengths. First, this study was the first randomized controlled trial designed to explore an education program using an online approach for working adults to self-manage pain in China. Second, a high completion rate of the education program and questionnaires was achieved. Third, an interactive component was involved in this online program, and participants’ learning performance was evaluated. Fourth, we explored the correlation between the dosage of intervention and outcome. Finally, we supplemented satisfaction and acceptability ratings with qualitative analysis of participants’ feedback.

Limitations
There are several limitations to this study. First, the sample size of the study was relatively small, which limited the statistical power to detect smaller effects. It is possible that significant differences would have been observed with a large sample size. In addition, the 1-month follow-up of participants in our study may not be sufficient. Indeed, a long-term follow-up (eg, ≥6 months) would assist in observing the long-term effect of the program [36]. The completion rate of 48.4% in the 1-month follow-up may indicate the need to have more frequent reminders, to retain the participants in the program in future studies.

Conclusions
Our findings highlight the significant potential of this online education program in the treatment of pain. Pain intensity reduced significantly after the education program, and pain-related emotional well-being was found to clinically improve. A significant correlation was demonstrated between depression, anxiety, and dosage of the intervention. We conclude that this online program is acceptable. Further promotion to the public can be made to help more people with pain.
Acknowledgments
We are grateful to all the professionals, families, and friends who contributed to this study.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Content of the pain education program.
[DOCX File, 16 KB - jmir_v22i1e15071_app1.docx]

Multimedia Appendix 2
Baseline characteristics of participants.
[DOCX File, 19 KB - jmir_v22i1e15071_app2.docx]

Multimedia Appendix 3
CONSORT-EHEALTH checklist (V 1.6.1).
[DOC File, 217 KB - jmir_v22i1e15071_app3.doc]

References


31. Li B. Eastern Theater General Hospital – Neurology. 2018. Pain brochure URL: http://chinaneurology.org/2018/05/07/%E7%99%BC%E7%97%9B%E5%AE%A3%E4%BC%A0%E6%88%89%E5%86%8C/ [accessed 2019-11-18]


Abbreviations

BPI: Brief Pain Inventory
CVI: Content Validity Index
DASS-21: Depression Anxiety Stress Scales-21
MCQ: multiple choice question
PSEQ-C: Pain Self-Efficacy Questionnaire-Chinese Version

©Yajie Li, Mun Yee Mimi Tse. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 14.01.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic
information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Patient Recommendations to Improve the Implementation of and Engagement With Portals in Acute Care: Hospital-Based Qualitative Study

S Ryan Greysen¹, MD, MHS; Yimdriuska Magan², BA, MPH; Jamie Rosenthal³, BA; Ronald Jacobia⁴, BA, MSN; Andrew D Auerbach⁵, MD, MPH; James D Harrison⁵, PhD, MPH

¹Section of Hospital Medicine, University of Pennsylvania, Philadelphia, PA, United States
²School of Medicine, University of California, Davis, Davis, CA, United States
³School of Medicine, Boston University, Boston, MA, United States
⁴School of Nursing, University of California, San Francisco, San Francisco, CA, United States
⁵Division of Hospital Medicine, University of California, San Francisco, San Francisco, CA, United States

Corresponding Author:
S Ryan Greysen, MD, MHS
Section of Hospital Medicine
University of Pennsylvania
3400 Spruce Street
5 Maloney, Suite 5030
Philadelphia, PA, 19104
United States
Phone: 1 202 664 6084
Email: ryan.greysen@uphs.upenn.edu

Abstract

Background: The inclusion of patient portals into electronic health records in the inpatient setting lags behind progress in the outpatient setting.

Objective: The aim of this study was to understand patient perceptions of using a portal during an episode of acute care and explore patient-perceived barriers and facilitators to portal use during hospitalization.

Methods: We utilized a mixed methods approach to explore patient experiences in using the portal during hospitalization. All patients received a tablet with a brief tutorial, pre- and postuse surveys, and completed in-person semistructured interviews. Qualitative data were coded using thematic analysis to iteratively develop 18 codes that were integrated into 3 themes framed as patient recommendations to hospitals to improve engagement with the portal during acute care. Themes from these qualitative data guided our approach to the analysis of quantitative data.

Results: We enrolled 97 participants: 53 (53/97, 55%) women, 44 (44/97, 45%) nonwhite with an average age of 48 years (19-81 years), and the average length of hospitalization was 6.4 days. A total of 47 participants (47/97, 48%) had an active portal account, 59 participants (59/97, 61%) owned a smartphone, and 79 participants (79/97, 81%) accessed the internet daily. In total, 3 overarching themes emerged from the qualitative analysis of interviews with these patients during their hospital stay: (1) hospitals should provide both access to a device and bring-your-own-device platform to access the portal; (2) hospitals should provide an orientation both on how to use the device and how to use the portal; and (3) hospitals should ensure portal content is up to date and easy to understand.

Conclusions: Patients independently and consistently identified basic needs for device and portal access, education, and usability. Hospitals should prioritize these areas to enable successful implementation of inpatient portals to promote greater patient engagement during acute care.

Trial Registration: ClinicalTrials.gov NCT00102401; https://clinicaltrials.gov/ct2/show/NCT01970852

(J Med Internet Res 2020;22(1):e13337) doi:10.2196/13337
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Introduction

Background

Ten years after the passage of the Health Information Technology for Economic Clinical Health in 2008 and the resulting Meaningful Use Incentive Program, most hospitals have adopted electronic health records (EHRs) [1]. The inclusion of patient portals into EHRs has been slower, but it has also been steadily rising, and it is projected to expand rapidly in the near future. According to Health Information National Trends Survey data, 5% of patients were using portals in 2008 and 17% of patients were using portals by 2013, with projections that adoption will likely increase to at least 40% by 2020 but that it may be as high as 75% [2]. In addition, there is growing evidence that portal use can improve outcomes, including medication adherence and diseases management [3], and increased patient empowerment and satisfaction with health services [4]. These trends have added urgency to the national effort to increase the use and effectiveness of portals in all phases of care; however, to date, most of this has focused on portal use in the outpatient setting [5-8].

Although the literature exploring barriers and facilitators to portal use in the outpatient setting is robust—and many demographic trends, such as age, race or ethnicity, and socioeconomic status, certainly apply across care settings [9-12]—there are also unique challenges to portal engagement in the hospital, which merit specific attention. Accordingly, there has been increased exploration of technology use in the hospital to engage patients in care in the last 5 years. A systematic review of this literature performed in 2013 describes a wide range of technologies from video games to interactive displays, mobile phone messaging, and other multimedia approaches; however, there were no studies of portal use in the hospital [13]. Our prior work explored the use of tablets [14] or smartphones [15] in a limited number of hospitalized patients, but it did not explore portal-specific barriers or facilitators to engagement. A more recent systematic review found 17 studies specifically focused on portal use in the hospital, but these studies largely explored design features and institution-specific prototypes [16]. Many of these used qualitative methods with relatively small samples (n=8-21) proportionate to the task of improving design and function. These studies have been fundamental for developing consensus around key features that inpatient portals should include [17,18]; however, as more hospitals are now adapting existing platforms rather than designing their own, a deeper understanding of patient experiences using existing portal platforms from a large and diverse inpatient sample is needed to speed up the process of successful implementation in acute care.

Objectives

Accordingly, we conducted in-person, bedside interviews with 97 patients who were provided with a tablet and access to a widely used institutional portal (Epic MyChart). Our objectives were to obtain a deeper understanding of patient perceptions of using a portal during an acute episode of care and explore patient-perceived barriers and facilitators to portal use during hospitalization. On the basis of our findings, we developed specific recommendations for hospitals and health systems on how to improve portal implementation to maximize patient engagement.

Methods

Study Design, Participant Enrollment, and Portal Characteristics

This study reported the qualitative data collected from debrief interviews with adult patients hospitalized for a general medical condition at the University of California, San Francisco (UCSF), who participated in a randomized controlled trial (RCT) of a focused educational intervention to increase engagement with the portal (ClinicalTrials.gov identifier NCT02109601). Eligibility criteria included the following: admission to the general medicine service, age 18 years or older, and the ability to communicate in English. Exclusion criteria included the following: admission to the intensive care unit (ICU), cognitive impairment, or isolation precautions. Quantitative outcomes data of the randomized trial are reported in a separate paper [19]; here, we discuss qualitative results from debrief interviews with all patients who completed the trial.

Research assistants (RAs) screened patients via UCSF’s EHR (Epic) and obtained written consent from those willing to participate. If a participant did not have an active institutional portal account (UCSF MyChart), the RA assisted with registration and activation of a new account. All enrolled participants received an iPad tablet (iPad 16 GB third generation Model A1430) to use for that day only. Participants were instructed on basic iPad features, including how to use the keyboard, home button, and touch screen. As per our RCT protocol reported previously [20], intervention patients (n=50) received an in-person, bedside tutorial on how to navigate the portal, with specific focus on how to perform key tasks that included viewing their test results, viewing medications, messaging with providers, and scheduling appointments. Control patients (n=47) received assistance only with logging in to the portal as needed, but they did not receive detailed guidance or assistance on using the portal to perform the specific tasks above. The UCSF Committee on Human Research (Institutional Review Board) approved the research protocol.

The portal used in this study (Epic MyChart), as configured by UCSF, had the following characteristics. As with most portals, patients can access only certain content, not all information in EHR. UCSF’s MyChart provides patient access to many features of the EMR, which are standard in the MyChart platform, including Allergies, Demographics, Health Goals, Medications, Problems, Immunizations, Care Team, Documents, Health History, Lab Results, Plan of Care, Procedures, and Vitals. Most lab results (eg, common blood tests, such as complete blood count or comprehensive metabolic panels) are available in real time, whereas others (eg, advanced imaging results from computed tomography) are released after a 24-hour delay. More detailed information about the portal can be obtained from the Terms and Conditions published on the UCSF MyChart website [21].
Data Collection

Interviews were conducted by 2 RAs (YM and RJ) who received study-specific training in qualitative interviewing techniques. RAs performed 1 interview with each patient at the time the study iPad was recollected, comprising 10 questions: 4 multiple choice questions about patient satisfaction and 6 open-ended questions about their experience (Multimedia Appendix 1). RAs read all interview questions aloud to patients and manually transcribed their responses into a single, secure website (REDCap) in real time [22]. RAs were trained to probe deeper into patient’s initial responses using follow-on queries, such as “Just to be sure I understand, what do you mean by X?” or “That’s interesting, can you tell me more about Y?” RAs read patient responses back to the patient before finalizing each entry to confirm accuracy. To ensure high-quality data collection, 3 study investigators (JDH, ADA, and SRG) gave weekly feedback to RAs, and the first author (SRG) met with RAs daily to review content and provide assistance and guidance.

Data Analysis

We analyzed qualitative data from open-ended questions using a thematic analysis approach [23]. A total of 2 authors (YM and JR) independently performed primary coding using all of the interview data, and they resolved any discrepancies in the individual codes through negotiation. A third author (SRG) performed secondary coding by reviewing all data and modifying the initial code sheet iteratively as needed to capture all conceptual domains observed in the data. Finally, a fourth author (JDH) reviewed the final code sheet along with data (quotes) to support each code and participate (along with the entire coding team YM, JR, and SRG) in the development of themes through integration of multiple codes into overarching concepts. All study authors reviewed and agreed on the final code structure, which contains 18 codes integrated into 3 overarching themes (Multimedia Appendix 2) framed as patient recommendations to improve portal use in the hospital. We used STATA version 13.1 (College Station) to perform frequency analysis and describe participant characteristics, including age, race, gender, electronic device ownership, frequency of devise use, and frequency of internet use.

Results

We enrolled a diverse sample of 97 hospitalized patients (Table 1). Fifty-three (53/97, 55%) were women, and in terms of race/ethnicity, 44 (44/97, 45%) were nonwhite: 14 (14/97, 14%) black, 9 (9/97, 9%) Asian, and 21 (21/97, 22%) other/declined. The average age was 48.1 years (range 19-81 years), and the average length of hospitalization was 6.4 days. In terms of previous use of technology, 67 participants (67/97, 69%) reported owning a laptop computer, 57 participants (57/97, 59%) owned a smartphone, 51 participants (51/97, 53%) owned a desktop computer, and 48 participants (48/97, 49%) owned a tablet computer. Only 6 participants (6/97, 6%) did not own any of these devices. In addition, 79 participants (79/97, 81%) had previously looked up health information on the Web, 55 participants (55/97, 57%) had used the internet to communicate with a health care provider, 39 participants (39/97, 41%) had scheduled a medical appointment on the Web, and 34 participants (34/97, 36%) had refilled a prescription for a medication over the internet. With regard to use of the institutional portal (UCSF MyChart) specifically, 52 patients (52/97, 54%) had previous experience (had active accounts) and 45 patients (45/97, 46%) were new users (registered for a new account as part of this study).

Overall patient-reported experience with the tablet and portal was very high: 78 patients (78/97, 80%) were satisfied or very satisfied with using the tablet in the hospital, and 83 patients (83/97, 86%) were satisfied or very satisfied using the tablet to access their portal. Qualitative analysis reinforced this, and most patients offered suggestions about how their experience could be enhanced or expanded to include other patients. We organized these suggestions into 3 overarching and integrating themes: (1) hospitals should provide access to a device and bring-your-own-device (BYOD) platform to access the portal; (2) hospitals should provide an orientation on how to use the device and the portal; and (3) information in the portal should be easy to understand and up to date.
Table 1. Participant characteristics (N=97).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-49</td>
<td>48 (49)</td>
</tr>
<tr>
<td>50-60</td>
<td>41 (42)</td>
</tr>
<tr>
<td>≥70</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Female, gender</td>
<td>53 (55)</td>
</tr>
<tr>
<td><strong>Race or ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>53 (55)</td>
</tr>
<tr>
<td>Black</td>
<td>19 (20)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>9 (9)</td>
</tr>
<tr>
<td>Asian</td>
<td>7 (7)</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>9 (9)</td>
</tr>
<tr>
<td><strong>Insurance</strong></td>
<td></td>
</tr>
<tr>
<td>Medicaid</td>
<td>23 (24)</td>
</tr>
<tr>
<td>Medicare</td>
<td>22 (23)</td>
</tr>
<tr>
<td>Private</td>
<td>26 (47)</td>
</tr>
<tr>
<td>Self-pay/uninsured</td>
<td>6 (6)</td>
</tr>
<tr>
<td><strong>Technology use characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Own desktop computer</td>
<td>51 (53)</td>
</tr>
<tr>
<td>Own laptop computer</td>
<td>67 (69)</td>
</tr>
<tr>
<td>Own smartphone</td>
<td>57 (59)</td>
</tr>
<tr>
<td>Own tablet computer</td>
<td>48 (49)</td>
</tr>
<tr>
<td>Does not own a device</td>
<td>6 (6)</td>
</tr>
<tr>
<td><strong>Internet use</strong></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>79 (81)</td>
</tr>
<tr>
<td>Several times a week</td>
<td>7 (7)</td>
</tr>
<tr>
<td>Once a week or less</td>
<td>6 (6)</td>
</tr>
<tr>
<td><strong>Prestudy Web-based health tasks</strong></td>
<td></td>
</tr>
<tr>
<td>Looked up health information</td>
<td>78 (80)</td>
</tr>
<tr>
<td>Communicated with provider</td>
<td>55 (57)</td>
</tr>
<tr>
<td>Scheduled medical appointment</td>
<td>39 (41)</td>
</tr>
<tr>
<td>Refilled prescription</td>
<td>34 (35)</td>
</tr>
<tr>
<td>None of these</td>
<td>10 (10)</td>
</tr>
</tbody>
</table>

Recommendation 1: Hospitals Should Provide Access to a Device and Bring-Your-Own-Device Platform to Access the Portal

Overall, the most consistent feedback received was that access to a device and the portal was a very positive experience, and, accordingly, many participants felt strongly that our hospital should strive for this level of engagement as standard of care. When we probed deeper, we discovered there were actually several components worth exploring separately. First, patients recommended the hospital provide devices to every patient who wanted one:

*It would be nice to give loaners [iPad] out to any patient who wants one. [50-year-old woman, new portal user]*

*All patients should get a device as opposed to waiting for patients to request one. [60-year-old woman with previous portal experience]*

Furthermore, patients also offered suggestions regarding the use of devices once deployed. The overall concept expressed...
most consistently was that hospitals should provide multiple options to increase accessibility of the portal by ensuring that the device itself (or accessories) was adaptable to needs of patients:

I wished it [the tablet screen] was not as touch sensitive because sometimes my hands shake... [38-year-old woman, new portal user]

Sometimes my device won't respond because I have callouses from burns lack of circulation in my fingers and these devices work with thermal. So not sure if it is me or the device. [41-year-old man with previous portal experience]

Patients also suggested ways that accessories or modifications to the device could maximize their ability to engage during their hospital stay. Some patients suggested modifications that could represent changes to both the device and some function of the portal as well (eg, voice recognition and transcription):

Provide accessibility programs [such as screen reader] and headphones for patients with poor vision. [35-year-old woman, new portal user]

It would be nice if the iPads had the ability of transcribing after you speak, such as in Google. This iPad didn't have that ability, is that Siri? Having Siri on MyChart would be very nice! [47-year-old man with previous portal experience]

Finally, with regard to optimizing patient opportunities to access the portal and engage meaningfully with it during hospital care, patients also suggested the development of a BYOD approach:

The iPad is fine, but I like to use my own smartphone. It is actually both a phone and tablet. I'm more comfortable because it's my own and also because it's an android and I feel better using it, I'm more familiar with it. I just feel more comfortable with that. [41-year-old man with previous portal experience]

It seems like this [project] is specific to iPad tablets, but other devices such as androids would also work and in case that patients could bring their own device. [67-year-old man with previous portal experience]

**Recommendation 2: Hospitals Should Provide an Orientation on How to Use the Device and the Portal**

Overall, most patients expressed high satisfaction with the orientation they received to the device and the portal. Interestingly, some patients with previous experience articulated the value of reviewing basic use and key functions of the portal to ensure familiarity and competency with these functions before addressing more advanced functions or topics, especially given changes and updates in the portal that occur over time:

The tutorial was very helpful for me because I have been trying to get signed up on this thing for a while, but each time I tried, I had issues. And it's hard, because you know I am sick and having to deal with one more thing was just overwhelming. It was nice to have you help me through this process finally. [38-year-old woman, new portal user]

I have been using [the portal] for two years, and I have seen different versions. It seems like with time, it gets more confusing. It is not as intuitive anymore, and you have to guess your way around to accomplish the same tasks. [42-year-old man with previous portal experience]

In addition to general orientation (or reorientation) related to basic functions, which could be tailored to the participant’s level of previous experience, several participants suggested that special modifications be made on the basis of other characteristics, such as age and level of technological savvy or sophistication:

It would be a good idea to do a focus group with older folks to see if they like tablets, if they want to use them, if it is easy to use, etc. Some people may not want to participate because they don't have computers. [67-year-old man with previous portal experience]

For someone not as techy, maybe walk patients through a tutorial for those who don't know how to use it. Maybe have a test web site or have a little Q&A. [38-year-old man, new portal user]

Regardless of age, being technology savvy, or level of prior portal experience, many patients expressed a desire for assistance with device settings to optimize their experience. Often, these were very basic issues, such as how to adjust font size:

Maybe at the beginning it would be nice making the font bigger. Maybe bold letters to highlight topics such as test results, or have a button that says: 'can you see this/read this?’ and picture of the magnifying glass to make it bigger for older people not as tech savvy...it was hard to read even for me and I have 20/20 vision and I had to make the page larger. [38-year-old man, new portal user]

Some links in MyChart were too close together and it was hard to tap the right choice. Larger font will help to be able to see better. Also, not knowing how to use the iPads, the interface was a mystery. [48-year-old man, new portal user]

Perhaps, most surprisingly, even patients with previous portal experience and those who felt confident in their ability to use the device and navigate the portal expressed a desire for more assistance with the first steps of access: remembering the Web address for the portal (URL institution-specific portal) and their log-in information (username and password):

I have been trying to get signed up on this thing [portal] for a while. My doctor has been telling me about it for a long time, but each time I tried, I had issues. Either it didn't recognize my username or password and it was just difficult. [38-year-old woman, new portal user]

Sometimes confusing if you google “UCSF MyChart,” it won't take you to the MyChart page that would allow me to login and I can’t remember the right web
address. [76-year-old man with previous portal experience]

**Recommendation 3: Hospitals Should Ensure Portal Content is Up to Date and Easy to Understand**

Participants frequently commented on the lack of timely information in their portal. Several participants suggested that the portal would be more useful to them in the hospital if it had more frequently updated information. Others suggested they would prefer to be able to see “everything” in terms of results rather than have access only to results from a limited set of labs, imaging studies, or procedures:

There wasn’t much [on the portal] but my medications at the moment. I wanted to see more information about my tests; that would be nice. [42-year-old woman, new portal user]

MyChart could have more features and it could be updated quicker: I don't mind a data dump of what physicians see. [42-year-old man with previous portal experience]

Many participants highlighted challenges they encountered in understanding the content in the portal in terms of medical terminology or “jargon” in their portal. Often, patients expressed a desire to increase both quantity (more data) and quality (more interpretation) of information to enhance the meaning and applicability of information to guide their hospital care:

Hal of the medical information there [in the portal] is hard to understand. Maybe it’s easier for someone with a medical background. [38-year-old man, new portal user]

I don't like the list of your diseases in MyChart because when you click on your disease, it gives very generic information… it’s really not that helpful. I want it to be more personalized to my illness. [61-year-old woman with previous portal experience]

In summary, patient feedback revolved around the experience of being hospitalized and the heightened desire for information in this setting. Accordingly, patients directed suggestions for improvement toward the hospital to increase engagement with their portal during acute care.

**Discussion**

**Principal Findings**

This qualitative study of patient portal use during hospitalization is one of the largest, in-depth explorations of the patient experience in a highly diverse sample of inpatients using a widely used platform (Epic MyChart). Previous studies have focused on patient suggestions for design aspects of an ideal portal or policies to promote broad adoption [13-24]; our study builds on this literature to characterize fundamental issues to implementation. Indeed, the most consistent feedback was not about developing advanced new features; patients focused on basic issues, such as providing universal access, orientation, and information. These are issues largely within the control of the hospital, but these may go overlooked, as they seem “simple” and may therefore represent underappreciated barriers to successful implementation. Indeed, many of the issues identified by patients represent foundational issues, which, if not resolved on “day one” of a patient’s hospitalization, are likely to prohibit more meaningful, longitudinal use of the portal throughout their hospital stay. There are several ways through which our findings could inform implementation and optimization of patient portals in the hospital.

First and foremost, patients in our study felt strongly that access to a device and support for a BYOD approach were fundamental to ensuring broad and meaningful engagement. Relatively few hospitals have taken the approach of placing a patient-facing device in every room; generally, this has been focused to construction of new hospitals [25,26]. Other institutions have supplied tablets to patients, as needed, in specific units, such as oncology and the Medical ICU [27]. Moreover, applying guidelines for BYOD use in the hospital [28] and providing devices just for patients who do not bring their own may suffice, given that many (if not most) now bring their own devices with them to the hospital [15]. A second step toward universal access could be broader adoption of Application Program Interfaces to integrate more seamlessly with device-specific programs, such as Apple’s new Heath Records section, which can securely and automatically interface with the EMR from 40 health systems [29]. Finally, with respect to access, it should always be recalled that even patients who bring their own device may still need additional assistance with device use and portal access in the setting of acute illness and hospitalization. Even patients who ordinarily navigate a touch screen interface may need ease-of-access assistance with a keyboard, mouse, or headphones.

Second, patients in our study felt strongly that hospitals should go beyond access to devices and the portal and ensure all patients are adequately oriented to both the device and portal to facilitate engagement. This finding is in alignment with previous studies of other stakeholders, including clinicians, information systems leaders, and administrators [17,30]; however, there are few that focus on the specific challenge of patient education to leverage technology within the hospital and even fewer that specifically focus on portals [20,31]. Indeed, a recent systematic review by Roberts et al [32] described 9 studies focused on familiarization, training, and ongoing support of technology use during hospitalization, but only 1 study focused on the EHR portal [33]. In this study, the issues identified may seem relatively simple, but they are also foundational; thus, they can represent critical barriers that should be addressed on “day one” of hospitalization. Fortunately, implementation solutions for these issues may be relatively straightforward and present hospitals with opportunities for “quick wins.” For example, offering an overview orientation to devices and portals to every patient would likely require some combination of standardized approach (eg, Web-based tutorial), as well as the ability to provide individualized assistance as needed (eg, frontline providers) [34]. Some patient groups may also need approaches specifically tailored to them, such as older [9] and even middle-aged patients [10]. Regardless of age, many patients in this study requested assistance with adjusting features of the tablet, such as font size. Even patients who owned the same tablet sometimes needed assistance to configure the device
Third, patients in this study recommended that hospitals maximize efforts to ensure the content of portals is up to date and easier to understand, which builds on recent studies. O’Leary et al interviewed 18 hospitalized patients, which emphasized the desire for more information and greater assistance with interpretation [30]. Dalal et al identified challenges about communicating care plans through analysis of messages sent via the portal by 158 hospitalized patients [35]. Similarly, a recent scoping review by Roberts et al found an overarching theme of interactive learning for patients, noting “patients are more accepting of, engaged in, and satisfied with education that is tailored to reflect their personal situation” [29]. Similarly, patients in this study wanted access to more information and wanted it to be delivered more quickly. Findings from this study add further support to recent studies [36,37], suggesting that the default should be to release results automatically, unless specifically requested by the ordering clinician. Although releasing more data directly to patients in a “show me everything” fashion may complicate the challenges of making information in the portal easier to understand, the development of more robust dictionaries with hover or mouse-over functionality, links to high-quality health information sites, and support for self-monitoring programs could help mitigate this problem and improve patients’ abilities to engage with their results in real time [38].

This study has several limitations. First, it is a single-site study using 1 EHR portal (Epic MyChart), which may limit generalizability to other systems; however, the Epic platform is the most widely used in the United States, which ensures broad applicability. Second, we provided only 1 device (Apple iPad); we did not provide a variety of devices for patients to choose from or study portal interactions using patient-supplied devices (BYOD). Nonetheless, the themes we present here are relevant to any device a patient might use to access the portal during hospitalization (whether hospital-provided or BYOD); thus, they have broad applicability. Third, as with any qualitative study of patient perspectives, there is potential for participant biases to affect results. To minimize the potential for recall bias, we interviewed patients on the same day, on which they were asked to access their portal; in addition, to minimize social desirability bias, we framed questions to solicit open-ended feedback and avoided close-ended questions, such as whether patients liked or disliked certain features. Fourth, we only enrolled patients who were cognitively intact and could provide feedback on their personal experience with the portal; we did not interview family members or caregivers who are especially important in the care of cognitively impaired patients. Finally, we only gave the participants the opportunity to use the iPad for 1 day, and responses might be different if they were interviewed after having more time to use the device or even after leaving the hospital. Future studies should attempt to address this limitation by following patients longitudinally, to understand how their experiences and needs may vary when transitioning from acute care to postacute care and recovery from hospitalization.

Conclusions

In conclusion, our qualitative findings from a study of a large, diverse sample of hospitalized patients highlight opportunities to improve hospital implementation and patient engagement with the portal care in 3 key areas: access, orientation, and usability. Our findings have important implications for the successful deployment of acute-care patient portals, and they suggest several hospital-level interventions to speed implementation of existing platforms. As patients become increasingly engaged with mobile and connected devices in their personal lives, expectations for the use of these technologies to facilitate better engagement during hospitalization will continue to grow. Optimization of their experience via the patient portal is a first and critical step toward realizing the potential for these technologies to improve outcomes in inpatient care.
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Abstract

Background: The implementation of a personal electronic health record (PHR) is a central objective of digitalization policies in the German health care system. Corresponding legislation was passed with the 2015 Act for Secure Digital Communication and Applications in the Health Sector (eHealth Act). However, compared with other European countries, Germany still lags behind concerning the implementation of a PHR.

Objective: In order to explore potential barriers and facilitators for the adoption of a PHR in routine health care in Germany, this paper aims to identify policies, structures, and practices of the German health care system that influence the uptake and use of a PHR.

Methods: A total of 33 semistructured interviews were conducted with a purposive sample of experts: 23 interviews with different health care professionals and 10 interviews with key actors of the German health care system who were telematics, eHealth, and information technology experts (eHealth experts). The interviews were transcribed verbatim and subjected to a content analysis.

Results: From the expert perspective, a PHR was basically considered desirable and unavoidable. At the same time, a number of challenges for implementation in Germany have been outlined. Three crucial themes emerged: (1) documentation standards: prevailing processes of the analog bureaucratic paper world, (2) interoperability: the plurality of actors and electronic systems, and (3) political structure: the lack of clear political regulations and political incentive structures.

Conclusions: With regard to the implementation of a PHR, an important precondition of a successful digitalization will be the precedent reform of the system to be digitized. Whether the recently passed Act for Faster Appointments and Better Care will be a step in the right direction remains to be seen.

(J Med Internet Res 2020;22(1):e15102) doi:10.2196/15102
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Introduction

Based on many examples in Europe and beyond, the German government has been pursuing the goal to continue to expand the telematics infrastructure and the introduction of a personal electronic health record (PHR) for all insured persons for several years now [1-3]. Since 2004 and the roll out of the Statutory Health Insurance Modernization Act, the PHR has been regarded as a central feature of the envisaged telematics infrastructure [4]. Since then, starting dates for the implementation of a PHR have been postponed repeatedly.

In the literature, positive developments in European neighboring countries are highlighted as well [5]. Here the understanding of electronic health records is not always clear, both nationally and internationally. Terms and acronyms are often used synonymously and are not always clearly defined. However, meanings often differ in terms of stored data, functions, administration and access rights [6]. A study by the Muench Foundation [2] shows which countries are a nose ahead in the implementation of an electronic health record, which also includes the (patient-administered) PHR. In 2016 and in a follow-up in 2018, a study was carried out in 20 selected European countries to ascertain the status of the introduction of a (personal) electronic health record [2]. On the “European Scorecard,” Germany was shown ranking in the lower midfield. In 2018, Germany almost slipped into the bottom third of the countries surveyed. On the other hand, the Scandinavian countries are the top scorers [2]. While in other countries PHRs have obviously already been established as a central component of national eHealth strategies, in Germany the implementation and application seem to be confronted with certain hurdles. The PHR is regarded as the “supreme discipline” [7] of the digitalization of the German health care system. A recent study analyzed conditions for its success, pointing to central barriers for digitalization in health care [8]. Hesitance with the implementation of a PHR in Germany has been attributed to political framework conditions as a missing or incomplete prerequisite [2,4]. At the same time, the need to relate the implementation more strongly to practical everyday needs and questions of the respective users is propagated [3].

The aim of this study was to explore potential barriers and facilitators for the adoption of a PHR in routine health care in Germany. The PHR here was specified as a Web-based personal electronic health record prototype (Persönliche, einrichtungsübergreifende, elektronische Patientenakte [PEPA]), also called a personal electronic health record [PEHR]), where the patient is the owner of their health record [9,10]. This paper focuses on reasons for the failure to implement a PHR in Germany and ventures some ideas to overcome identified obstacles. Therefore, it explores relevant policies, structures, and practices of the German health care system that influence the uptake and use of a PHR.

Methods

This study was based on semistructured and semistandardized interviews with potential users and eHealth experts. Reporting of this study follows the recommendations of the consolidated criteria for reporting qualitative research checklist (COREQ) [11].

Study Design

The study is part of the Information Technology for Patient-Oriented Health Care in the Rhine-Neckar Region project, which was funded by the German Federal Ministry of Education and Research (2012-2017) and focused on the structural prerequisites for integrated and cross-sector care of chronically ill people and the scale-up of the prerequisites. A central component of this project was the development of a PHR for use in cancer patients [9,12,13]. Two key features of the PHR are that it is Web-based and patient-administered. Patient-administered means that the patient decides who has access to which parts of the recorded information [12]. Central to the development and application of the PHR is a strong focus on the needs and preferences of end users [9,14]. Based on results from implementation research [15,16], the main objective of the study was to realize a strong user centering and thus include the specific needs and requirements of all PHR user groups in an iterative process. In addition, both the action and work contexts of the user groups as well as relevant structural prerequisites were included in the analysis.

This article focuses on the findings of a subproject in which a usability and feasibility study was conducted. Here the prototype of the PHR was tested and refined with various eHealth experts, health care professionals, and cancer patients involved. In addition to the technical usability, relevant policies, structures, and practices for a successful implementation of a PHR were evaluated [9].

Ethical approval was given by the Ethics Committee of the University of Heidelberg (S-462-2015). All participants gave their written informed consent. The participants’ anonymity and confidentiality were ensured throughout the study.

Study Sample

E-Health Experts

Participants had to be central stakeholders of the German health system or experts in the fields of information technology, telematics, and eHealth. These included organizations like political institutions, federal associations, chambers of commerce, and hospital management. The sampling of participating experts was based on (1) their thematic interest, (2) position or reputation of the specific expert, and (3) potential impact to foster political decisions for a broader PHR implementation. A total of 14 eHealth experts from 14 different institutions were contacted; 3 experts decided not to participate. One expert could not participate in the study for health reasons on short notice. In 4 cases, the contacted persons could name another person in their institution who instead took part in the study. The eHealth experts were recruited by the Department of General Practice and Health Services Research (University Hospital Heidelberg) via postal mail.

Health Care Professionals

Based on an intersectoral care setting for cancer patients with colorectal carcinoma developed in this project context, central health care professional groups could be identified and recruited.
The study included hospital physicians, nutritionists, and social service workers of the National Center for Tumor Diseases (NCT) in Heidelberg as well as general practitioners (GP) and nonphysician health professionals who work together in the care context of patients with colorectal cancer [9]. All interviewees were recruited using a purposive sampling method. HCPs from the Rhine-Neckar area were contacted according to the research interests. They were identified and selected as stakeholders of PHRs from our research practices and our cooperation partner (NCT). HCPs were recruited by the Department of General Practice and Health Services Research (University Hospital Heidelberg). They were approached face to face or by email.

Data Collection

The semistandardized and semistructured interviews were conducted in two survey periods. Interviews with the HCPs took place from September 2015 to March 2016. Interviews with the eHealth experts take place between June and October 2016. Interview duration was 30 to 60 minutes.

Prior to the interviews, the HCPs participated in a usability test with the developed PEPA prototype that lasted an average of 35 minutes. Here the HCPs could gather tangible experiences in handling PHRs and formulate ideas on positive as well as negative aspects, both in general and specific to their own work context. The focus here was on technical criteria directly related to the manageability of the PHR. The following interviews were expected to generate statements about prerequisites and hurdles beyond pure usability. The usability testing facilitated alignment of barriers and requirements with PHR. The interviews were based on a semistandardized and semistructured pilot-tested interview guide that focused on the main areas of prerequisites and challenges. Themes and questions in this interview guide were based on theoretical considerations and findings from a literature review [17]. The interviews had a duration of 30 to 45 minutes. All but one was conducted in the respective work environment.

Since the experts did not participate in a usability test, a short description of the PHR and access to the PHR internet portals (professional portal for HCPs; patient portal for patients) were sent to the experts prior to the interview. Thus, an overview of the functionality and structure of the PEPA as well as the objectives of the PEPA concept were provided to all interview partners in advance. If requested, a question catalog was sent to the experts beforehand.

The interviews were generally conducted face to face by the first author (SP) at the interviewees’ workplace. Two interviews were conducted by telephone. The interviews lasted 45 to 60 minutes. All interviews were audiotaped and transcribed verbatim but not returned to the participants. The interviews lasted until the saturation of theoretical arguments was reached.

Data Analysis

The performed qualitative content analysis explored pseudonymized and purged data taken from the original texts [18-20]. A preliminary category system was applied based on theoretical considerations. The category system was adapted during the process of analysis if the data showed additional and new information that required a new category. Therefore, analysis included inductive development as well as deductive application of categories.

In the first step, two interview transcripts from each participant group (HCPs and eHealth experts) were chosen and independently reviewed by the first author (SP), a coauthor (AK), and two other scientific colleagues who were not involved in the project but experienced in qualitative evaluation methods. In the second step, further central topics could be developed, summarized, and labeled based on the temporary category system. The resulting defined codes could be differentiated into main and subcategories. Relevant original statements in the transcripts were assigned to these categories. Referencing the developed category system, attributions were repeatedly adapted and condensed in a 3-step discussion procedure with a coauthor (MW). Qualitative content analysis of the data was performed using the software MAXQDA Analytics Pro 18 (VERBI GmbH).

Results

Sample Description and General Picture

The study included a total of 10 eHealth experts and 23 HCPs. The eHealth experts were key players in the German health care system working in information technology and telematics at the levels of federal politics, self-administration (federal/state)—in Germany, the state sets the legal framework and assignments and the insured people, contributors, and HCPs organize themselves into associations that assume the medical care of the German population on their own responsibility), other associations at the federal level, and hospital management. The HCPs comprised three groups: general practitioners (6), hospital physicians (5), and other health care professions (nonphysician health professional, nutritionists, social service workers; 12).

To gain a general picture of the mood regarding PEPA and its fundamental application in Germany, three pivotal questions were asked in the expert interviews. All the eHealth experts found the application of a PHR generally desirable. When asked whether the prerequisites for an implementation of PHR had already been met, 4 interviewees answered with “rather no,” 3 with “partly,” and another 3 with “rather yes.” This indicates that most of the eHealth experts did not yet or only partially see the most important prerequisite for a successful PHR implementation. When asked whether a PHR could be realistically assessed as a regulatory instrument in 5 to 10 years, almost all respondents answered yes. HCPs also showed a very high acceptance of PEPA. All of the hospital physicians and most of GPs stated that they would use a PHR on a regular basis.

Central prerequisites and associated challenges could be categorized into 3 main topics: (1) documentation standards: prevailing processes of the analog bureaucratic paper world, (2) interoperability: the plurality of actors and electronic systems, and (3) political structure: the lack of clear regulations and incentive structures.
Documentation Standards: Prevailing Processes of the Analog Bureaucratic Paper World

For most eHealth experts, existing mindsets are still not well matched with digitalization processes. Established procedures of the analog paper world would be prevailing, and electronic duplicates of bureaucratic forms of health care services were leading into the wrong direction. For them it went without saying that the electronic world cannot and should not simply duplicate the paper world of the bureaucracy. If just mirroring bureaucratic forms, the implementation is doomed to failure.

...this can’t work like that. We have a highly structured system that is often perceived as much too bureaucratic, based on the paper world...all the template forms that exist in [statutory health insurance]–accredited medical care, they all come from the template form commission. They have been decided on, and every field is being discussed...it is impossible and I do not think it makes any sense.... So, you don’t do justice to the patients or their data....

For the eHealth experts, this approach to digitalization was considered wrong and one of the biggest mistakes in the introduction of a PHR. For them, digitalization requires a different logic of how to do things, how to establish standard operation procedures. If analog bureaucratic rationality takes the lead, the project is jeopardized in this perspective. So, to make a PHR a success, existing practices in health care have first to be rationalized, simplified, and redesigned. The right approach, according to the experts, would then be to set up digital structures. A template form with four carbon copies simply should not be duplicated electronically. According to the message of the experts, anyone who stays in the paper world mentally will not be able to realize the advantages of the digital world.

The eHealth Act states that the self-governing body has been commissioned to study the Social Security Statutes (SGB V) and based on its name which of the many forms and so on and so forth could be digitally reproduced. This in a digital age! Basically, it would have to be the other way around, meaning the order would have to be, everything is done digitally, unless there are substantial reasons impeding going digital. Well, that’s the first reason it doesn’t work...we do not think digitally. We think within our analog processes and believe that with a health record, we can electronify the analog processes. That is not the purpose of a health record. [E17]

This problem in dealing with digitalization also became evident in a more concrete form at the level of health organizations. HCPs also addressed the multitude of different forms that cannot just be mirrored in the electronic world. It was mentioned by HCPs that the specialized, different documentation standards, especially for clinicians, specialists, and GPs, could constitute a serious barrier to general standards of electronic documentation.

So, my GP still has her paper-based records and if I imagine she has to (change) that, oh God, that would be difficult. [HP02]

They also have different documentation, different templates [the clinics]. [GP01]

Also, documentation is often divided into internal documentation not intended for the patient and external formal documentation. To bring this into a comprehensible and accessible version seemed impossible to many.

...that the patient can read this, not every report is suitable for the patient. [GP02]

Yes. You have some things you just don’t want the patient to read now, because it’s really something internal, and that will be difficult, of course. [HP02]

In principle, almost everyone was concerned that they would have to deal with a double structure and thus a double workload. Especially since the systems used are tailored to these technical differences and support the differently standardized documentation.

...so, such a double structure that would result, for example, inevitably, that makes double work, so that throws the baby out with the bath water then. [GP03]

In this context, the problem of proprietary systems, which are usually incompatible, was often mentioned as well. In almost all cases, physicians agreed to an electronic health record, but when more precise inquiries were made, very often restrictions were mentioned regarding the misleading approach of digitalization. Again, the paper world was not to be duplicated, but a reform of the system deemed necessary to digitize it.

Interoperability: Plurality of Actors and Electronic Systems

Most eHealth experts agreed that it is a prerequisite for successful implementation of a PHR to reach standards of interoperability. But because of the plurality of electronic systems and actors, including the self-governing bodies, important steps in that direction have not been undertaken so far. Instead of addressing the challenge of interoperability in an accurate manner, isolated solutions were said to be prevailing in Germany. That was mentioned by interviewees when they addressed the status quo of electronic health record applications. It was stated that there were many isolated solutions in Germany including regional projects. The interviewees regretted that it was still impossible to draw these projects onto a supragional level. The interviewees also criticized the fact that physicians do not have access to the health telematics system. In this context, most of the interviewees emphasized that interoperability must be a first step toward introducing health telematics.

...but if the doctors do not have access to health telematics, then one cannot introduce a health record. The health records are not interoperable, neither...
The majority of the eHealth experts addressed interoperability as a relevant aspect for the introduction and implementation of a PHR. Basically, almost all interview partners said that there were a multitude of electronic file systems, but in the end interoperability did not exist. This pointed to proprietary business models seen as representative of a fundamental problem for the implementation of a PHR.

...and this also has to do with these proprietary solutions, of course, because the more proprietary systems you have to begin with, the more problems you have as a user. And it doesn’t go back to the fact that the IT technically can’t be solved. But it goes back to the fact that old business models are still very strong and very present there, and in the end prevent a good workflow from developing there. And that is simply something, in my opinion, one cannot somehow preach to the physicians from morning to evening that these IT systems are the future, if they experience in their practice every day that this IT causes problems and doesn’t solve any at all. [E10]

As the first developments of digitalization in health services were focused on billing purposes and the digital storage of billing data and processes in general, care and digital processes relevant to care were not considered.

So, one simply does not have the focus on structured filing of medical documents but one has the focus on uniform evaluation standard numbers (EBM-Ziffern)...and if the systems are knitted in this way, then they cannot quickly communicate interoperably with a third-party system... [E8]

Most of the HCP interviewees agreed that there are severe problems with integrating different electronic systems. It is said to be a mix of paper and pencil procedures and electronic file systems. Before implementation of a PHR could take place, the uncontrolled growth of different standard operation procedures in the file systems would have to be terminated.

...so I think that...the individual clinic systems or practice systems should be better coordinated with each other... And, yes, I don’t know how far away the individual providers are from participating, everyone prefers to market their product... [HP10]

Political Structure: Lack of Clear Regulations and Incentive Structures

Political Regulations

Many of the eHealth experts and HCPs were arguing in favor of a strong central solution for the problems. Only the legislature would be responsible for providing interoperability. In their minds, it was necessary to create legislation and give a clear mandate on who would realize implementation and take responsibility in this context.

...from my point of view, the decisive actor is the Federal Ministry of Health. [E12]

I believe that interoperability can only come directly from the legislature. The self-governing body simply has no mandate for this, not derived from the law. In my opinion, the legislature has very hesitantly included interoperability in the eHealth Act. However, this is limited to an archiving interface for patient data-bearing systems. This is a start but is of no use with regard to the health record. The legislature would have to prescribe this directly and then give the order...so to speak provided with this mandate, then specifications gladly can be made together with the industry also... [E8]

In addition to interoperability as a central prerequisite for the digitalization of care in general and implementation of a PHR in particular, the clear political will, corresponding laws, procedures, and incentive structures were emphasized. Top-down solutions were generally preferred and seen as harmful only by a minority of eHealth experts. A large number of respondents see that the demand for PHR should originate from patients. It is then the task of politicians, and almost all experts agree on this, to moderate this process and create the necessary framework conditions for it.

I need data protection regulations, I need all the rights and obligations of physicians and service providers, I need a reasonable remuneration system for this, and, in particular, I need the corresponding processes within the health care system behind it: I do that now, and I say:...I’ll push it through and I’ll put it into practice. So, anyone who wants to join is cordially invited to do so, anyone who doesn’t want to join will be left out... Constructive suggestions are welcome; deconstructive suggestions lead to exclusion. That’s it. And that [the source of these processes] can only be the legislature.... [E17]

...the patients have to be involved decisively; ...the patient has to play a decisive role. [E16]

Almost all interviewees considered the political will on a societal level imperative for the acceptance of a PHR on a broad social basis. Here, the focus was on greater transparency with regard to the discussed contents and decisions. At the same time, citizens should be directly involved in the decision-making processes and the content discussed.

...the question [is], how transparent are the decision-making procedures...that this takes place in a quiet chamber, that the discussion processes are not made public, that is quite unpleasant.... So, I believe that it is much more important to get a higher transparency of the negotiations.... [E16]

According to the interviewees, the central and first task of the state is to ensure that the patient’s fundamental right to determine disclosure and use of their personal data is respected and legally strengthened. More than half of the eHealth experts considered this aspect to be a central prerequisite for the design and implementation of a PHR.

Well, those are the big challenges, but I think this right to determine disclosure and use of personal data, that’s right at the top... [E6]
Basically, I would say that in Germany you sometimes protect the citizen too much from themselves. In this case, I consider the right of informational self-determination to be of more valuable and would in any case plead for it. [E10]

At the same time, this was also central to the question of who owns the data. It was propagated that the ownership rights of the data—personal information about and from the patients—must be clarified and defined.

Well, first of all the prerequisite [for] the application of an electronic personal health record is, in my opinion...the patient’s right to data sovereignty. [E17]

A similar picture emerges with the HCPs. Many of them also argue that legislatures need to create clear guidelines and responsibilities, especially when it comes to the question of the ownership rights to the data.

Well, the Federal Ministry of Health [certainly] would have to put it on the agenda: “We want that.” Otherwise it will be difficult. [GP08]

One thing I have learned in my life: without legislation nothing works at all. Thus, the legislature is challenged. ...[Also] in the context of all these discussions about patient autonomy... The framework conditions must be created by the legislature. That the patient data...is usually not only in the physician's practice, but with the patient.... [GP01]

For most experts, the introduction of a PHR was based on a clear, binding political decision with the allocation and definition of clear responsibilities. Almost all of them pointed to the problem of the normal design and procedures of the health care system in Germany. Specifically, the negotiation habits and procedures of self-administration were addressed.

Incentive Structures

With regard to the strongly pronounced sectoral separation in Germany, existing incentive systems within the current system and, above all, false incentives for the introduction of electronic health records were highlighted as relevant obstacles.

A clear specification of the Minister of Health...: “Until then it must come, otherwise there are financial deductions.” Or one could work with a bonus-malus [principle]... Probably this is the only language that hospitals...[and also the outpatient sector understand]. ...One declares: “Until then it must be implemented,” period. [E01]

The difficulty of placing this issue in the hands of self-government was pointed out, since in many respects the usual negotiation routines were considered to make the actual process more difficult. One interviewee described this as a “playground” for the “usual games and trench wars.”

The cake must be distributed...these digitalization processes are such a vehicle. So, it’s a new playground that’s being used for that. [E6]

In order to keep PHR systems running, carrot and stick policies on the provider’s side were contemplated as well. Interviewees mentioned the various remuneration systems and incentive structures that in their opinion would change the mindset of those HCPs who do not support the implementation of a PHR.

I have come to the point where I believe that certain processes, certain digitalization processes cannot be left to the regular structures of our health system. ...This is such a profound infrastructural change that I believe it must be pushed through relatively hard by the state with a carrot and stick system. [E6]

One interviewee described the regulation of performance reimbursement as “the manifestation of isolation.” Due to the different performance reimbursements, conduct of the individual HCP was seen as being structured in a way that imposes a severe obstacle for the implementation of the PHR. Different fees thus would determine to what extent and in what way communication between HCPs is desired and in what direction it would take place.

Well, when the data flows, there’s always the danger...that the money flows afterwards. That is what the sectors are striving for. And—who has the data, has the power. [E6]

In this context, the sender-receiver problem was addressed, in which the sender is usually the disadvantaged person, while the receiver attains the greater benefit from digitalization, which must be compensated for. This means that one part of the medical profession feels more disadvantaged than another.

We often have an imbalance in benefits, so that we have to somehow create incentives or a balance in order to start the whole thing in the first place. ...Especially [among] GPs and specialists, because some always see themselves as transmitters and others as receivers. Then you get into a situation where the physicians, who were originally able to work well together, first see themselves as opposing actors. Because you simply haven’t created the setting that gives them the feeling, to take this digitalization step equally. [E8]

Not only will a clear position of the politicians on this topic be expected, but also clear guidelines up to the presentation of a model process (eg, for hospitals).

So, one [the legislature] should prestructure the whole process unanimously also times as a pattern [process]. [E1]

Discussion

Principal Findings

The study aimed to explore potential barriers and facilitators for the adoption of a PHR in routine health care in Germany. This paper focuses on reasons for the failure to implement a PHR in Germany and ventures some ideas to overcome identified obstacles. Therefore, it explores relevant policies, structures, and practices of the German health care system that influence the uptake and use of a PHR.

The results showed that organizational, economic, and political interrelations become relevant. Three themes emerged to be central to the implementation of a PHR in Germany: (1)
documentation standards: prevailing processes of the analog bureaucratic paper world, (2) interoperability: the plurality of actors and electronic systems, and (3) political structure: the lack of clear regulations and incentive structures (Textbox 1).

Textbox 1. Principal findings: categories and themes.

<table>
<thead>
<tr>
<th>Documentation standards:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Highly segmented health care</td>
</tr>
<tr>
<td>• Mandate of the analog paper world</td>
</tr>
<tr>
<td>• Highly bureaucratic</td>
</tr>
<tr>
<td>• Strongly differentiated</td>
</tr>
<tr>
<td>• Various standards and terminologies</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interoperability:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Federal structures</td>
</tr>
<tr>
<td>• Highly segmented health care</td>
</tr>
<tr>
<td>• Plurality of electronic systems</td>
</tr>
<tr>
<td>• Old business models</td>
</tr>
<tr>
<td>• Plurality of actors</td>
</tr>
<tr>
<td>• Semantic and technical interoperability</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Political structure:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Clear political will</td>
</tr>
<tr>
<td>• Incentive structure</td>
</tr>
<tr>
<td>• Rights and regulations</td>
</tr>
<tr>
<td>• Self-administration</td>
</tr>
<tr>
<td>• Different interests</td>
</tr>
<tr>
<td>• Strong advocacy groups</td>
</tr>
<tr>
<td>• Clear responsibilities</td>
</tr>
<tr>
<td>• Transparency</td>
</tr>
</tbody>
</table>

**Documentation Standards: Prevailing Processes of the Analog Bureaucratic Paper World**

Starting from a highly segmented care landscape, the various standards in medical documentation represent a central challenge for the implementation of a cross-sectoral application of a PHR. The differentiated use of documentation can therefore often be attributed to the differentiation between inpatient and outpatient care, as well as to the various specializations. The result is a multitude of distinguished forms and heterogeneous terminologies. In literature, this is often discussed in the context of semantic interoperability, which is considered a prerequisite to be able to guarantee the targeted exchange of patient-related documentation at all [21,22]. The highly bureaucratic procedures in dealing with documentation make the transformation of the analog paper world into the electronic form of a PHR considerably more difficult. If patients are included in the exchange of information, these challenges were specified in terms of health literacy [23].

It will be important to take these prerequisites into account when designing the digitalization of the analog paper world. The pure duplication of the most varied documentation standards and approaches from the paper world continues to lead to challenges for the creation of semantic interoperability [21,22]. Rather, it becomes necessary to adopt digital processes. As literature in the context of digital medicine has shown, a common technical language as well as concrete guidelines for the exchange formats of this data will be inevitable for a successful adoption of digital technologies [24]. A reform and reorganization of previous standards and processes as well as a different understanding of digitalization will be unavoidable. Different administrative practice and clinic systems only reproduce the variety and diversity of existing standards. The challenges already mentioned for the documentation behavior of physicians with regard to the use of a PHR [25-27] are partially confirmed by our results (eg, in the case of documentation quality, double structure/double documentation standards, misinterpretations).

The current market situation for electronic health records reflects this diversity of existing standards and the difficulty of linking them.

**Interoperability: Plurality of Actors and Electronic Systems**

In the context of a segmented and federal health care landscape with a variety of different documentation systems and a
multitude of providers, interoperability is a major challenge. Interoperability can be understood as the ability of independent, heterogeneous systems to work together as seamlessly as possible in order to exchange information in an efficient and usable manner or to make it available to the user [21]. Statement papers in the political discussion generally propagate the development of interoperability as a central condition for the application of a PHR. “We want to create new approval paths for digital applications, establish interoperability, and strengthen digital security in the health care system” [1]. Interoperability stands for overcoming the often portrayed island solutions, which have so far been predominant in Germany [4].

The existence of a multitude of electronic systems and proprietary business models makes it difficult to implement interoperable systems. Uniform technical standards and interfaces for the exchange of data cannot yet be guaranteed in the way necessary for the use of a PHR. In order to enable digital structures and practices, as it is necessary in the case of PHR, the literature speaks, among other things, of creating uniform industry standards to enable interoperable systems [2,8].

However, as the findings of this study show, it seems not to be enough to recognize and solve interoperability as a purely technical challenge. Semantic and technical interoperability must therefore go hand in hand [21], which entails a far-reaching reorganization of the bureaucratic paper world and the associated restructuring of structures and practices in health care. Clarifying the market situation by creating a telematics infrastructure will be as important as standardizing and simplifying documentation methods.

**Political Structure: Lack of Clear Political Regulations and Political Incentive Structures**

The typical self-administration structure of the German health care system enables strong stakeholder participation in decision-making processes [28]. Similarly, as in the case of a PHR, there is a risk that negotiation routines and diverging interests will hamper a clear line in the implementation and design of a PHR. As propagated from the experts, a greater legislative responsibility could speed up the implementation process and ensure a consistent and clear approach. Also, in literature, a uniform policy strategy with clear responsibilities as well as a greater transparency for citizens and their involvement is needed for a sustainable digitalization of health care and implementation of a PHR [8]. From an expert’s point of view, it is necessary to develop an overall strategy based on the eHealth Act, particularly in a complex self-administration structure like in Germany. This also includes the formulation and allocation of clear responsibilities with clearly framed tasks and objectives [2,8]. A relationship management [8] that bundles and moderates the various interests, goals, and opportunities is equally proposed. Some literature provides incentives for the use of a PHR for the respective user groups [8]. As a rule, the focus here is on monetary incentives, which should be available for doctors, as well as sanctions, if the expectations of use cannot be fulfilled [8]. The experts mentioned that necessary negotiations between relevant stakeholders of the health care system should include the persisting differences into existing incentives. Compensatory incentive and sanction structures should be created to enable potential user groups to benefit from PHR on a lending basis.

Confirming findings of international studies in which data protection raised only moderate concerns among potential user groups [6,24-26], data protection does not play a significant role for the interviewed experts in this study either. Even though data protection was described as too outdated and not dynamic enough by some voices, especially with regard to international standards, due to the German special way it does not represent a major challenge for the implementation of the PHR. In fact, experts believed that data protection is often misused as an argument in connection with digitalization in the health care sector in order to prevent things from happening or to avoid having to discuss relevant and more difficult issues.

**Strengths and Limitations**

Besides the early and consistent involvement of end users and their action and working contexts in the development of the PHR, it was another strength of this study to include the general policies, structures, and practices of the German health care system in the evaluation. Thus, central conditions of the German health care system can be examined at different levels, and their relevance for the implementation of PHR can be contemplated.

As explained above, the understanding of a PHR varies both internationally and nationally. Although before the interviews with the experts there were efforts to present the PHR concept defined in the project context in written form, the arguments of the experts can also refer to other concepts of a PHR. Even though fundamental questions on the PHR concept were asked or answered before the interviews, it cannot be conclusively ensured that the answers relate exclusively to this concept.

The fact that all HCPs included in the study work in the field of colorectal cancer may restrict the generalizability and transferability of the results to other (medical) settings.

**Conclusions**

For the eHealth experts in Germany, a PHR is basically desirable and unavoidable. At the same time, a number of challenges for implementation in Germany have been outlined which can be taken into future focus.

Whether the recently adopted Act for Faster Appointments and Better Care (appointment and care law, TSVG), which came into force on May 11, 2019, is a step in the right direction remains to be seen. It obliges all health insurance companies to offer electronic patient records for their insured by 2021 at the latest. In addition, the legislature assumes primary responsibility related to the creation of defined interfaces to enable interoperability. It will depend, among other things, on how the market situation clarifies itself and how patient autonomy can be strengthened under the given conditions.

In principle, it will be important to consider existing structures of the medical care landscape and the effects of digitalization processes on these structures when introducing the PHR. Especially with regard to the implementation of a PHR, one important precondition of a successful digitalization will be the precedent reform of the system to be digitized.
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Abstract

Background: Dementia education that meets quality and safety standards is paramount to ensure a highly skilled dementia care workforce. Web-based education provides a flexible and cost-effective medium. To be successful, Web-based education must contain features that promote learning and support knowledge translation into practice. The Dementia Care Competency and Training Network (DCC&TN) has developed an innovative Web-based program that promotes improvement of the attitudes, knowledge, skills, behavior, and practice of clinicians, regardless of their work setting, in order to improve the quality of life for people living with dementia.

Objective: This review aims to (1) determine the key features that are associated with an effective and functional Web-based learning environment—an effective and functional Web-based program is defined as one that measures results, is accessible, is user friendly, and translates into clinical practice—and (2) determine how these features correlate with the DCC&TN.

Methods: Six electronic databases—Medline, Embase, Cumulative Index to Nursing and Allied Health Literature (CINAHL), AusHealth, Nursing@Ovid, and Google Scholar—were searched for articles published between 2009 and 2018 using the following keywords: Education, Distance, Continuing, Learning, Online, Web-Based, Internet, Dementia, Program Evaluation, Validation Studies, Outcome and Process Assessment Healthcare, Nursing, Assisted Instruction, and Facilitated. The Critical Appraisal Skills Programme (CASp) and Kirkpatrick’s model for the evaluation of training were used to ensure quality and rigor of the analysis.

Results: A total of 46 studies met the inclusion criteria. In total, 14 key features were associated with an effective Web-based learning environment, which enabled the environment to be as follows: self-directed, individualized, interactive, multimodal, flexible, accessible, consistent, cost-effective, measurable with respect to participant satisfaction, equitable, facilitated, nurturing of critical thinking and reflection, supportive of creating a learning community, and translated into practice. These features were further categorized into five subgroups: applicability, attractiveness, functionality, learner interaction, and implementation into practice. Literature frequently cites Kirkpatrick’s four-level model of evaluation and application in the review of education and training; however, few studies appeared to integrate all four levels of Kirkpatrick’s model. Features were then correlated against the DCC&TN, with an encouraging connection found between these features and their inclusion within the content and structure of the DCC&TN.

Conclusions: A total of 14 key features were identified that support an effective and functional Web-based learning environment. Few studies incorporated Kirkpatrick’s salient elements of the model—reaction, learning, behavior, and results—in their evaluation and clinical application. It could, therefore, be considered prudent to include Kirkpatrick’s levels of training evaluation within
Background

The global dementia epidemic demands a skilled and knowledgeable workforce ready to meet its related challenges [1]. For clinicians, there is an urgent need for access to education that is user friendly, affordable, and accessible with available peer support, supervision, and access to dementia champions, especially for those working in rural and remote regions. Web-based education has changed the face of learning and provides flexible, accessible, and cost-effective platforms for the delivery of education to a wide audience, regardless of their setting or location [2].

In 2015, an estimated 46.8 million people were living with dementia globally. The number of people living with dementia is expected to reach 74.7 million by 2030 and 131.5 million by 2050. In high-income countries, this number will grow by 116% between 2015 and 2050 [3]. In 2018, the estimated cost of dementia to Australia was over Aus $15 billion [4]. People with dementia occupy up to one-quarter of Australian acute-care hospital beds [1,5] and make up 52% of all residents in residential aged-care facilities [4].

The lack of professional knowledge around treatment and care options can result in delayed or hindered access to ongoing care, treatment, and support for people living with dementia [1,5]. Web-based education provides a platform for health professionals to access flexible education to improve awareness, knowledge, and skills in delivering dementia care. The high enrollment rate—almost 10,000 people from 65 countries—in the Understanding Dementia Massive Open Online Course (MOOC) [6] highlights the interest and need for quality dementia education. However, the 38% completion rate of the MOOC [6] was relatively low, which reflects the need for a more effective and responsive learning environment.

In 2007, a dementia Web-based program—the Dementia Care Competency and Training Network (DCC&TN)—was developed based on recommendations from a report commissioned by New South Wales (NSW) Health by Wylie et al [7,8]. This program aims to advance the knowledge, skills, and practice of clinicians and is facilitated by dementia champions. Our definition of a dementia champion is a “clinician who has excellent knowledge and skills in the care of the person with dementia and has a commitment to provide information and support to those undertaking the online courses.” The DCC&TN delivers a Web-based learning platform that is interactive, multimodal, and facilitated. Additionally, the program includes dementia care competencies developed by Traynor et al [9,10]. These competencies are available to enhance the learner’s knowledge, skills, and attitudes in the delivery of person-centered care and are freely available. Prior to the development of these competencies, Traynor and coworkers reported that no dementia competency framework existed that was applicable across care settings or levels of practice [10].

Since the inception of the DCC&TN, it has delivered high-quality dementia education and resources to over 10,000 clinicians across NSW, Australia, with an average completion rate of 78%. The program is a key training resource for NSW dementia clinical nurse consultants with a focus on a person-centered approach to delivering dementia care. The syllabus content of the DCC&TN aligns with the Australian Commission on Safety and Quality in Health Care Standards [5], with the goal of embedding these standards into clinical practice to improve the quality of life and outcomes for people living with dementia.

The literature suggests that Web-based education is a flexible [6,11-14] and cost-effective [6,15-18] medium; however, to be effective and functional it must contain features that promote learning and support knowledge translation into practice [19-21]. To our knowledge, there is limited research that has evaluated Web-based dementia education programs. An effective and functional Web-based program is defined as one that measures results, is accessible, is user friendly, and translates to clinical practice.

The DCC&TN provides a multifaceted education platform that assists clinicians in meeting the challenges of caring for the person living with dementia and in meeting professional obligations for lifelong learning. The training network is an online website comprising a content management system and a learning management system integrated into a single user experience that provides continuous membership, allowing ongoing access to resources, tools, clinical experts, and interactive forums. The library includes resources referenced within five online courses.

Objectives

This review aims to (1) determine the key features that are associated with an effective and functional Web-based education program, which is defined as one that measures results, is...
accessibility, is user friendly, and translates into clinical practice, and (2) determine how these features correlate with the DCC&TN.

Methods

Overview

Integrative review methodology [22] was chosen for several reasons. First, it allows for the inclusion of both experimental and nonexperimental research, so as to improve our understanding of a phenomenon. Second, integrative reviews can also combine empirical literature together with theoretical frameworks [22]. Lastly, integrative reviews address a diverse range of purposes, including defining concepts, reviewing theories or evidence, and analyzing methodological issues. The wide-ranging sampling frame, together with the diversity of purposes of integrative reviews, can assist in understanding complex concepts and theories, such as Web-based dementia care education. Hence, this review included both qualitative and quantitative studies as well as literature that looked at theories and empirical studies [22].

Study Selection

Six electronic databases—Medline, Embase, Cumulative Index to Nursing and Allied Health Literature (CINAHL), AusHealth, Nursing@Ovid, and Google Scholar—were searched for studies published between 2009 and 2018. Keywords used included the following: Education, Distance, Continuing, Learning, Online, Web-Based, Internet, Dementia, Program Evaluation, Validation Studies, Outcome and Process Assessment Healthcare, Nursing, Assisted Instruction, and Facilitated (see Multimedia Appendix 1). The Critical Appraisal Skills Programme (CASP) [23] and Kirkpatrick’s salient elements of the model for the evaluation of training were used to ensure quality and rigor of the analysis [18]. Search strategies were carried out using Medical Subject Headings (MeSH), relevant terms citations, and abbreviations (see Multimedia Appendix 1). Citation tracking and reference list inspections were undertaken in the search for relevant papers. Three clinical experts (KDS, AM, and KW) in dementia education conducted three stages of study selection: (1) an initial screening of titles, (2) a review of titles and abstracts, and (3) a review of the full text to identify suitable articles for inclusion. Consensus was used in the case of discrepancies.

Eligibility Criteria

Inclusion Criteria

Studies had to adhere to the following inclusion criteria in order to be included in the review:

1. Population: health personnel across different care settings or levels of practice.
2. Concept: educational interventions that included (1) Web-based learning, online learning, Internet-based education, or computer-assisted instruction, and (2) interactive facilitated education or tutor-supported education. Studies also had to measure learner satisfaction, knowledge, skills, or behavior.
3. Context: articles from countries with similar health care provision to Australia were included.
4. Types of studies: quantitative and qualitative research papers were included. Additionally, comparison studies, literature reviews, case studies, cohort studies, systematic reviews, and randomized controlled trials were included. Studies that contained experiential and correlational designs, quasi designs, flexible learning, and Web-based learning were also included.

Exclusion Criteria

Exclusion criteria were as follows: studies that excluded information technology (IT), studies published prior to 2009, studies that were unobtainable, non-English literature, studies with unrelated relevance to the review objectives, studies with nonhealth-related context, protocol descriptions, and studies with limited reporting on translation of learning or outcomes.

Quality Appraisal, Abstraction, and Synthesis

The CASP system of appraisal [23] was adopted to evaluate the final studies for rigor, methods, credibility, and relevance. CASP is a well-utilized tool to enhance the utility of evidence-based research by health professionals. Each article was critiqued for design, methods, and study detail including aims, ethical considerations, sample population and size, interventions, and outcome measures (see Textbox 1).

Data Extraction

A standardized data extraction process to perform data extraction was used. Any discrepancies were resolved by consensus. Data extracted from each eligible study was entered into a standardized form and included the following:

1. General information: author, year of publication, and location.
2. Study characteristics: aim, study design, and ethics.
3. Sample population and size.
4. Comparative interventions.
5. Outcome measures and instruments.
6. Main findings.

A rating criteria framework was developed and agreed upon by the authors (see Textbox 1) to compare all studies so that recurring key features could be identified and subsequently applied during the review. These criteria also included questions on possible correlation of the studies with the components and characteristics of the DCC&TN.
Textbox 1. Rating criteria applied across the 46 articles included in the review.

- Correlation to the Dementia Care Competency and Training Network (DCC&TN): strong, medium, or weak
- Findings identified with evidence and in context
- Key concepts and aims
- Contribution to a wider understanding of online learning
- Lessons learned from literature and application to the DCC&TN
- Methods, omissions analysis, and validity
- Research conclusions to the objectives
- Learner satisfaction

Association of Key Features With the Dementia Care Competency and Training Network

Following the review, 14 key features were compared with the DCC&TN. Correlation with the features found in the review and the content and delivery of the DCC&TN was considered to be strong if eight or more features matched the DCC&TN, medium if between four and seven features matched the DCC&TN, and weak if three or fewer of the features matched the DCC&TN.

Ethics Approval and Consent to Participate

Ethics approval from a human research ethics committee was not required, as this was a systematic review of published literature.

Results

Search Outcome

There were three phases of the search process. Initially, the systematic search produced 542 citations; 470 were excluded for the following reasons: duplication; non-English; full text unavailable; relevance to objectives; context not health related; not inclusive of, or not delivered via, the Internet or not Web based or online; protocol descriptions; and limited reporting on translation of learning or outcomes (see Figure 1). Secondly, 72 full-text papers were subsequently reviewed; of these, an additional 26 papers were excluded. The third phase included the review of the remaining 46 articles, which were matched to the rating criteria inTextbox 1. The review of articles included the following study designs: 6 randomized controlled trials, 30 cross-sectional studies, and 10 literature reviews.
Setting and Participants
Multimedia Appendix 2 displays a summary of the 46 included papers [6-56]. Most studies were conducted in the United States (13/46, 28%), followed by the United Kingdom (10/46, 22%) and Australia (8/46, 17%), with the remaining 33% (15/46) from a variety of countries. Web-based training programs were delivered to health professionals.

Data Synthesis of Key Features
The qualitative synthesis of the 46 articles was structured on what features were linked to an effective and functional Web-based learning experience and how this correlates with the DCC&TN. During data analysis, two initial observations were made. First, one seminal systematic review published in 2009 by Booth et al [14] identified five broad themes: peer communication, flexibility, support, knowledge validation, and course presentation and design. This was further supported by 11 subthemes, which provided a valuable framework for ongoing course development, as suggested by Booth et al and the literature.

Second, 6 articles referred to Kirkpatrick’s salient elements of the four-level model, which are applied to determine “return on investment” and to “show [that] the business value and worth of training” was used to evaluate training and education provision [12,18,37,56]:

1. Level 1: Examines the learner’s reaction to and satisfaction with the program.
2. Level 2: Assesses the extent of learning and includes knowledge, skills, confidence, and attitudes.
3. Level 3: Explores the extent to which completion of the training leads to staff behavior or practice change.
4. Level 4: Assesses the results or outcomes of training, for example, in terms of quality of patient care.

Surr and Gates [19,38], Ellis et al [12], and Scerri et al [39] refer to Kirkpatrick’s salient elements of the model of reaction,
learning, behavior, results, and outcomes. Surr and Gates also reported that it is a weakness not to consider Kirkpatrick’s framework within dementia education [38].

Upon further analysis of the 46 articles, 14 key features were identified and applied to what were considered effective and functional features for Web-based learning programs (see Table 1 and Multimedia Appendix 2). Some key features were used more frequently in studies, such as self-paced or self-directed learning (n=29) and the program being interactive (n=28). Key features that were used less frequently included cost-effectiveness (n=10), provides equitable engagement (n=13), and individualized, based on learner’s profile and background (n=15).

In total, 5 studies reported that training can increase staff confidence, knowledge, and attitudes toward those with dementia [20,21,33,39,40]. Gagnon et al [33] reported that the use of self-directed educational modules improved nurses’ knowledge and skills in relation to evidence-based practice. Du et al’s [21] systematic review identified learners as having a high satisfaction rate in regard to Web-based education as well as having improvement in knowledge and skills performance and enhanced self-efficacy in accomplishing nursing skills. Very few studies reported completion rates or whether learnings were translated into clinical practice. The themes that emerged from the review could be incorporated into future design elements of dementia-related Web-based learning programs. Some examples include the following:

1. Delivery of an entire learning experience that goes beyond the module and syllabus design [17,19,24].

2. Development of learning communities [13,21,31,41,45].

3. Connecting learning to improved clinical practice [15,17,26,28,38,54].

4. Learning that leads to the best possible provision of care for people living with dementia [17,21-49].

A number of papers highlight barriers faced by online learners, including lack of time, competing interests, reliability of IT, organizational support during work hours, computer access, confidence with the computer, and ability to work at their own pace [19,38,44]. It is important that these factors are considered in the development of Web-based learning. For example, issues such as lack of time, competing interests, and organizational support may potentially be addressed by content design, which includes short, sharp training measures in the way Web-based education is delivered.

It was frequently reported that learners who are engaged in Web-based studies require a level of commitment and willingness, the ability to develop self-direction, and a capacity for flexibility [14,19-37,42,43]. The authors’ evaluation of the learners’ feedback regarding the DCC&TN emphasized similar challenges.

**Application of Key Features to the Dementia Care Competency and Training Network Program**

Following the literature review, the 14 key features were cross-referenced with the syllabus content, the interactive elements of the learning platform, and the delivery environment of the DCC&TN. Table 1 shows that all features were found to correlate with the program; some features correlated strongly while others had only a weak correlation. Of the 46 studies reviewed, 57% (26/46) had a strong correlation, 28% (13/46) had a medium correlation, and 15% (7/46) had a weak correlation to the DCC&TN. Overall, the features identified in the literature, which are required for a functional and effective Web-based learning environment, are embedded in the content and structure within the learning management system of the DCC&TN.
Table 1. Thematic analysis of the literature identifying key features for effective and functional online learning.

<table>
<thead>
<tr>
<th>Theme number</th>
<th>Key feature</th>
<th>Number of articles&lt;sup&gt;a&lt;/sup&gt; that included the key feature, n</th>
<th>Application of key feature to the Dementia Care Competency and Training Network (DCC&amp;TN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Self-directed and self-paced</td>
<td>29</td>
<td>Learners choose when and where to engage in the courses at a time that suits their personal commitments</td>
</tr>
<tr>
<td>2</td>
<td>Individualized and based on learner’s profile and background</td>
<td>15</td>
<td>Learners can choose courses based on their interests, competencies, and experiences</td>
</tr>
<tr>
<td>3</td>
<td>Interactive</td>
<td>28</td>
<td>Learner interaction occurs via real-time live chats and forums</td>
</tr>
<tr>
<td>4</td>
<td>Multimodal</td>
<td>22</td>
<td>Interactive and multimodal Web-based lessons are delivered, including video, interaction via the Web, and literature</td>
</tr>
<tr>
<td>5</td>
<td>Flexible</td>
<td>23</td>
<td>Interaction and learning is available at a time that suits the learner</td>
</tr>
<tr>
<td>6</td>
<td>Accessible</td>
<td>23</td>
<td>The program develops a dementia community of learners as they are enrolled in individual groups, regardless of location; the program has a user-friendly format</td>
</tr>
<tr>
<td>7</td>
<td>Consistency of information, repetition, and reinforcement</td>
<td>21</td>
<td>Questionnaires, feedback, surveys of satisfaction, and case discussions are embedded throughout courses and are reinforced by current literature and clinical champions</td>
</tr>
<tr>
<td>8</td>
<td>Cost-effective and good value for investment, both for the learner and the system</td>
<td>10</td>
<td>All courses are free and available to anyone who applies, regardless of professional background or geographical location; established education program is for use by educators and facilitators</td>
</tr>
<tr>
<td>9</td>
<td>Measures using questionnaires, feedback, and surveys of satisfaction</td>
<td>28</td>
<td>Various feedback mechanisms are utilized, including SurveyMonkey, learner satisfaction comments, and pre-post questionnaires</td>
</tr>
<tr>
<td>10</td>
<td>Provides equitable engagement</td>
<td>13</td>
<td>All courses are free and available to anyone who applies, regardless of professional background or geographical location</td>
</tr>
<tr>
<td>11</td>
<td>Facilitated, access to instructor, or mentored</td>
<td>25</td>
<td>Dementia facilitators support learners by providing weekly updates and encouragement, undertaking grading, and responding to individual emails for those learners who have not completed their learning milestones</td>
</tr>
<tr>
<td>12</td>
<td>Nurture critical thinking and reflection</td>
<td>26</td>
<td>Reflective practice occurs via forum posts and discussion</td>
</tr>
<tr>
<td>13</td>
<td>Establishment of a learning community</td>
<td>22</td>
<td>Learners interact in real-time chats and forum posts, sharing their professional and personal experiences, providing case discussion, and sharing of clinical procedures and policies among their course group, thereby consolidating a learning community</td>
</tr>
<tr>
<td>14</td>
<td>Ability for translation into practice</td>
<td>17</td>
<td>Learners are encouraged to undertake activities or projects that demonstrate translation of learning into practice within the workplace</td>
</tr>
</tbody>
</table>

<sup>a</sup>See Multimedia Appendix 2 for individual references.

Discussion

Principal Findings

This literature review identified key features that could contribute to effective and functional Web-based learning programs. The literature frequently cited Kirkpatrick’s model of evaluation and application in the review of education and training, identifying four significant elements: reaction, learning, behavior, and results. These four elements align with the expanded 14 features identified in this literature review. Additionally, the review suggests that the structure and content of the DCC&TN nurtures critical thinking within a learning community, via support and facilitation by dementia champions, and ultimately encourages translation of learning into effective person-centered practice. This has been further substantiated by the evaluation of the participant’s response to feedback questionnaires during the learning experience. The DCC&TN achieves completion rates of 78% each year compared to, for example, 38% in the MOOC dementia education training program [6]. The DCC&TN has also aligned its syllabus content and resources with the Australian National Safety and Quality Health Service Standards of clinical care.

Surr and Gates [38] conducted a systematic review on effective dementia education and training for the health and social care workforce. They concluded that none of the reviews examined each of the salient elements of Kirkpatrick’s four levels of...
evaluation. They also found that none of the reviews combined the elements to understand the full context of key features that lead to an efficacious dementia training program in the hospital setting. This was determined to be a weakness in the current dementia literature [19]. In total, 8 studies in this review highlighted the importance of including the evaluation of staff confidence, knowledge, and attitudes toward those living with dementia [19,21–49]. Additionally, the majority of studies did not report on completion rates or whether clinical practices could be sustained over time [20,54]. The authors suggest that these are important features for translating learning into practice and should be incorporated into future evaluations. This review indicates that there is still limited evidence on the effectiveness of training in changing staff confidence, knowledge, and attitudes [37,39].

This analysis also identified a shortfall, in that much of the literature does not consider the importance of the following identified themes: training design, content or a delivery mode that is self-directed and individualized [14,38], interactivity [6,14], multimodality [6,14], flexibility [17,36,54], accessibility [17,36,54], consistency [6], and cost-effectiveness [6,17]. The findings indicate that greater depth and breadth of knowledge and education is needed to have an impact on clinicians’ feelings of caring efficacy, positive attitudes, and satisfaction toward people with dementia [13,19,39,40,47,49,54].

Many of the 14 features were found across the literature in varying degrees, with Booth et al [14] identifying five similar themes and Kirkpatrick’s four salient themes, further validating the 14 key features linked to an effective Web-based education environment, as follows: self-directed, individualized, interactive, multimodal, flexible, accessible, consistent, cost-effective, measurable with respect to participant satisfaction, equitable, facilitated, nurturing of critical thinking, supportive of creating a learning community, and translated into practice. The DCC&TN is able to demonstrate correlation in varying degrees to each of these features. The DCC&TN has established a real-world application of what is fundamental to enable translation of dementia education to the clinical coalface.

**Barriers**

The literature reports that Web-based learners are challenged by the following: lack of time, busy workplace, reliability of IT, limited organizational support during work hours, computer access, confidence with computers, and the ability to work at their own pace. Learners require a strong commitment to external studies, requiring a level of discipline, a willingness to develop self-direction, and a capacity for resilience [14,19–37,42,43]. It is the authors’ opinion that a work-life balance needs to be addressed to encourage online learning among health professionals, their peers, and their managers.

**Strengths and Limitations**

Some of the excluded articles could have contributed further in emphasizing limitations for effective dementia Web-based training. The selection of papers reviewed were diverse and provided a good overview for comparison. Caution should be used when interpreting the results in order to consider outcomes that may have been reported elsewhere outside of this review.

**Recommendations and Future Research**

First, the DCC&TN can potentially provide an effective professional development platform and simultaneously advocate that improved outcomes for people living with dementia can be achieved with effective, functional, Web-based training programs. The ideal outcome for any Web-based dementia program is to improve the quality of life and well-being of people with dementia through the delivery of person-centered care by a skilled and knowledgeable workforce. Therefore, future developers seeking to design and develop new and innovative Web-based learning programs for dementia clinicians could be well-inspired by the exemplary DCC&TN structure and delivery mode. Second, clinicians require better access to free learning opportunities to be informed and competent in knowledge translation [57]. Our DCC&TN is provided for free to clinicians to learn about dementia person-centered care and how to apply learned knowledge to practice. Third, there are many apps that offer functions that have resulted in reducing the burden and improving health outcomes of caregivers [58]. It will be interesting to conduct further research to identify whether the same 14 features are important for training family caregivers in an online environment. Fourth, currently there is an Aged Care Royal Commission in place in Australia. The Australian Government has responded to one of the key recommendations that has come out of the Commission and has announced that it will deliver Aus $10 million for additional dementia training and support for aged-care workers and providers [59]. The results from our study can potentially be used to assist in delivering this key recommendation. Fifth, the International Organization for Standardization aims for harmonization of products and services globally. Recently, a technical committee has been set up in the area of aging societies [60]. The results from this study can potentially be used to inform standardization processes in the area of online dementia training.

**Conclusions**

This review identified 14 key features that are linked to deliver a functional and effective online dementia learning environment. The DCC&TN demonstrates correlation in varying degrees to each of the identified key features required for an effective and functional Web-based learning environment in that it delivers a platform that is self-directed, individualized, interactive, multimodal, flexible, accessible, consistent, and cost-effective. It is suggested that critical thinking is nurtured within a learning community supported by dementia facilitators, while encouraging translation of learning into practice.
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Abstract

Background: Recruiting young men who have sex with men (YMSM) in community settings is difficult. The use of Web-based social networks and dating apps for recruitment can be successful approaches, although little work has been done on the impact of study advertisement content on recruitment.

Objective: The aim of this study was to evaluate the effects of advertisement message content on the recruitment of YMSM (aged 18-26 years) for a Web-based focus group study, examining perspectives and preferences for a mobile app that was designed to support sexual health among YMSM.

Methods: Between March and April 2017, a recruitment campaign to promote human papillomavirus vaccination was launched on a popular social networking and dating app for YMSM, with 3 different text-based advertisement themes (technology, cancer prevention, and sexual innuendo). The campaign recruited YMSM across 3 states (Massachusetts, New York, and Pennsylvania). We examined the click-through rates, conversion rates, and enrollment rates of each of the advertisements and examined differences in views and clicks by age, state, and time of day.

Results: The sexual innuendo advertisement had the highest click rates when compared with both the technology (click rate ratio [CRR] 2.06, 95% CI 1.74-2.45) and cancer prevention (CRR 1.62, 95% CI 1.38-1.90) advertisements. The sexual innuendo advertisement also had higher study enrollment rates compared with the technology (CRR 1.90, 95% CI 1.23-2.83) and cancer prevention (CRR 2.06, 95% CI 1.37-3.13) advertisements. No differences were observed in clicks or enrollment by age, state, or time of day.

Conclusions: Our marketing campaign, targeting YMSM, was effective in recruiting participants for a qualitative study, using Web-based focus groups. The sexual innuendo advertisement was the most effective and cost-efficient advertisement of the 3 approaches trialed. Different populations need different targeted strategies for study recruitment. Researchers should work with key representatives to develop and test culturally relevant messaging and approaches that utilize current and popular technologies.

(J Med Internet Res 2020;22(1):e16027) doi:10.2196/16027
Introduction

Background
Improving health outcomes among young men who have sex with men (YMSM) is an important goal in the United States [1]. Numerous health disparities exist for this population [2], and health researchers are responding by actively recruiting YMSM into studies to build relevant and culturally appropriate interventions. One of the main difficulties in building relevant and culturally appropriate interventions is recruiting YMSM into feasibility studies. Issues that the youth identify as potential barriers to study enrollment include consent or assent requirements, privacy and confidentiality concerns, time, and scheduling issues [3,4]. Challenges specific to recruitment of YMSM may also include finding places to recruit sexual minorities, increasing privacy and confidentiality concerns related to minority status, and building trust, as well as a history of stigma and discrimination [5]. Recently, investigators have had success in recruiting adolescents/young adults by using Web-based approaches [6-8].

YMSM utilize Web-based resources via mobile devices or personal computers to seek health information and engage socially and sexually with other sexual minority peers [7,9]. Mobile apps for Web-based dating and sexual networks have grown in popularity over the past decade [10]. The popularity of these apps reflects YMSM’s desire to have control over who they interact with and easily find sexual partners [11]. Study recruitment has been done from Web-based social networking apps and websites (eg, Facebook) [6,12] and from dating apps (eg, Grindr and Jack’d) [7,13-15]. Regardless of the Web-based venue in which recruitment is taking place, advertisements are used to attract the attention of prospective study participants. Although some work has been done to understand how the content of imagery on recruitment advertisements influences young men’s engagement in research [6], little work has been done to understand how the thematic messaging of advertisements (in the absence of images) may influence engagement.

Objectives
During recruitment for a study focusing on human papillomavirus (HPV) vaccination [7], we aimed to understand how different advertisement messaging themes, delivered in a pop-up format on a popular mobile social networking and dating app for YMSM, influenced engagement with those advertisements and ultimate enrollment in the study procedures.

Methods
Human Papillomavirus Study Overview
The aim of the larger study was to elicit YMSM’s perspectives and preferences for an app being developed to provide information on HPV, HPV vaccination, and sexual health, as well as referral information and linkages to care. The goal was to enroll 60 YMSM across 3 northeastern states (Massachusetts, New York, and Pennsylvania) for 6 Web-based focus groups (20 YMSM per state and 2 Web-based focus groups per state). Eligibility requirements included (1) self-identification as a man who has sex with men, (2) aged 18 to 26 years, and (3) ability to read and understand English. Initial findings have been published [7].

Advertisements and Recruitment
Recruitment occurred on a popular global mobile social networking and dating app, utilized by racially diverse YMSM (app name undisclosed per company policy). A total of 3 different pop-up advertisements for study recruitment were created. Pop-up advertisements appeared on the full screen of a mobile device and were compatible for both Android and iOS. Each advertisement included a headline, text (including reference to the US $50 compensation for participation), and a button that would link potential participants to the study website. Each of the 3 advertisements had a different headline that delivered different themes; all the other text was the same for each advertisement (Figure 1). The technology-focused advertisement read as “Help Create an App” and focused on the ultimate technology/app development–related outcome of the pilot study. The cancer prevention–focused advertisement read as “Prevent Cancer in Young Men,” referencing the HPV prevention/vaccination outcome of the larger study. The sexual innuendo–focused advertisement read as “Wanna come?”, referencing an individual’s attendance for Web-based focus groups (with sexual innuendo, as come spelled as cum is slang for ejaculate/seminal fluid). All advertisements were vetted by key representatives from the population of interest during development.

All advertisements were displayed on the dating app at the same rate during the same recruitment time frame (1 week between March 27 and April 4, 2017) geolocated to 3 different states. Our study marketing campaign comprised 25% of the market shares of all advertisements posted to the dating app during that week. The parent study and all advertisements were approved by Fenway Health Institutional Review Board.
Figure 1. A total of 3 study advertisements with different text-based themes.

Project Enrollment

Users of the dating app, who clicked on the link provided on the advertisement, were routed to the study Web page. This Web page included information about the Web-based focus group study, an eligibility survey, and a Web-based consent form. Men who completed the eligibility survey and were eligible to participate were provided with electronic consent forms and were asked to indicate their availability to participate in a 1-hour Web-based focus group. Availability was assessed with a question that provided 3 different dates and times on a drop-down list (the answer choice allowed multiple selections). Dates and times differed depending on the state in which the participant was residing. Participants were given 3 options for scheduling; thereafter, study investigators chose the 2 dates that worked best for the majority of eligible participants. Participants were then emailed invitations to participate for a scheduled focus group.

Measures

Measures included number of unique views for each advertisement, unique clicks for each advertisement, eligibility survey initiations, eligibility survey completions, men eligible, and men who provided informed consent. From these quantities, unique click-through rates were calculated, representing the number of unique clicks per 100 person views of the advertisement. Conversion rate, representing the number of completions of the eligibility survey per 100 person views of the advertisement and enrollment rate, representing the number of men found eligible and providing consent per 100 person views, were also calculated. In addition, using information on the costs for each of the ads, a calculated cost per enrollment, representing the total cost for the advertisement per enrolled (eligible and consented) participant, was captured.

Data Analysis

Descriptive statistics for each of the advertisement messages, using information on the state where the advertisement was displayed, and the age of survey takers were calculated. Chi-square tests were used to compare men from different states and different age categories across advertisement types. Rate ratios were calculated (unique click-through rate, conversion rate, and enrollment rate), along with their 95% confidence intervals using conditional maximum likelihood estimates from contingency tables, using the technology-focused advertisement as the reference for the analyses. Analyses were conducted using SAS software version 9.4 (SAS Institute Inc).

Results

Overview

Across all advertisements, the campaign reached 80,906 potential participants. The technology advertisement received 27,993/80,906 (34.59%) unique views, the cancer advertisement received 26,444/80,906 (32.68%) unique views, and the sexual innuendo advertisement received 26,469/80,906 (32.71%) unique views (Figure 2). There were 827 unique clicks on the advertisements, resulting in an overall unique click rate of 1.02% (827/80,906). Of those who clicked on the advertisements, 598 participants completed the eligibility survey, resulting in an overall conversion rate of 0.74% (598/80,906). A total of 143 men were eligible for the study, and they provided informed consent, resulting in an overall enrollment rate of 0.18% (143/80,906).
Advertisement-Specific Results

The theme of the advertisement-affected response rates (Table 1). Click rates were higher for the advertisements that included a sexual innuendo theme (click rate ratio [CRR] 2.06, 95% CI 1.74-2.45) or a cancer theme (CRR 1.28, 95% CI 1.06-1.54) than for the advertisement that had a technology theme (Table 1).

The advertisement that included a sexual innuendo theme also had a higher conversion rate (CRR 2.10, 95% CI 1.73-2.56) and a higher enrollment rate (CRR 1.90, 95% CI 1.23-2.83) than the advertisement that had the technology theme. Cost per enrollment was lowest for the sexual innuendo advertisement at US $21.43 per enrollment and most expensive for the technology advertisement at US $51.72 per enrollment.

Participants’ Characteristics

Age, state, and time of day the advertisement was viewed were collected for men who completed the eligibility survey after clicking through the advertisement (N=598; Table 2).

More than 50% of all men were in the eligible age range for the study (18-26 years of age). The majority responded from New York (339/598, 56.7%) followed by Pennsylvania (152/598, 25.4%) and Massachusetts (107/598, 17.9%). More men in New York responded to the technology advertisement than in Pennsylvania (27.7% [94/339] vs 20.4% [31/152]), whereas more men in Massachusetts responded to the sexual innuendo advertisement than men in New York (54.2% [58/107] vs 44.3% [150/339]), although none of these differences were statistically significant. We found no differences in advertisement selection on the basis of time of day when the advertisements were viewed.
Table 1. Unique click-through, conversion, and enrollment rates are presented for each of the advertisement themes. Cost per enrollment is also reported for each advertisement theme.

<table>
<thead>
<tr>
<th>Advertisement type</th>
<th>Unique click-through rate (clicks per 100 person views)</th>
<th>Conversion rate (to complete eligibility survey)</th>
<th>Enrollment rate (eligible, consented, and contact info)</th>
<th>Cost per enrollment (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>CRR (95% CI)</td>
<td>Mean</td>
<td>CRR (95% CI)</td>
</tr>
<tr>
<td><strong>Sexy advertisement versus tech advertisement</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tech</td>
<td>0.71</td>
<td>Reference</td>
<td>0.54</td>
<td>Reference</td>
</tr>
<tr>
<td>Cancer</td>
<td>0.91</td>
<td>1.28 (1.06-1.54)</td>
<td>0.63</td>
<td>1.16 (0.93-1.45)</td>
</tr>
<tr>
<td>Sexy</td>
<td>1.47</td>
<td>2.06 (1.74-2.45)</td>
<td>1.13</td>
<td>2.10 (1.73-2.56)</td>
</tr>
<tr>
<td><strong>Sexy advertisement versus cancer advertisement</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>0.91</td>
<td>Reference</td>
<td>0.63</td>
<td>Reference</td>
</tr>
<tr>
<td>Sexy</td>
<td>1.47</td>
<td>1.62 (1.38-1.90)</td>
<td>1.13</td>
<td>1.81 (1.50-2.19)</td>
</tr>
</tbody>
</table>

aCRR: click rate ratio.

Table 2. Characteristics (state of residence, age, and time of day of click) for men who completed the eligibility survey by advertisement theme.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Advertisement type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tech (n=147)</td>
</tr>
<tr>
<td>State</td>
<td></td>
</tr>
<tr>
<td>Massachusetts</td>
<td>22 (20.6)</td>
</tr>
<tr>
<td>New York</td>
<td>94 (27.7)</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>31 (20.4)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-26</td>
<td>88 (25.0)</td>
</tr>
<tr>
<td>27+</td>
<td>58 (24.0)</td>
</tr>
<tr>
<td>Time of day</td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>71 (23.8)</td>
</tr>
<tr>
<td>PM</td>
<td>76 (25.4)</td>
</tr>
</tbody>
</table>

Recruitment Results

Of the 598 men who responded to the eligibility survey, 143/598 (23.9%) men met all the eligibility criteria and provided informed consent. Of these, 48 YMSM (13 to 19 per state), with a mean age of 23.4 years, participated in the Web-based focus groups that made up the larger study. Of note, this recruitment strategy was successful in enrolling YMSM of diverse racial and ethnic backgrounds; 70% participants reported race as black, 12% white, 4% Asian, 8% more than one race, and 6% other and 22% reported Hispanic ethnicity [7].

Discussion

Principal Findings

Our marketing campaign on 1 popular social media app that is oriented to YMSM seeking social and sexual relationships was effective in recruiting for Web-based focus groups. The campaign was rapid (approximately 1 week) and effective (overall conversion rate of 0.74% [598/80,906], leading to 143 eligible and consented individuals), and the enrollment of a racially and ethnic diverse sample of YMSM (n=48) for a qualitative study focused on HPV. The sexual innuendo theme was the most effective text-based advertisement out of the 3 text-based advertisement themes trialed.

Although all advertisements had the same market share and views, the sexual innuendo advertisement outperformed the other advertisements. The sexual innuendo advertisement had, approximately 2 times, the individuals click to the landing page, complete the eligibility survey, and report being eligible, as well as provide consent and contact information for further engagement (Figure 2). This advertisement was also the most cost effective. During the subsequent Web-based focus groups, YMSM noted that fun and sexy advertisements were a facilitator to research participation. Other researchers have also reported successful recruitment of YMSM for HPV- [6,8,12] or HIV-focused [13,16] studies on social media, nationally and internationally. Reiter et al [6] tested image-based advertisements on Facebook and reported a similar overall conversion rate of 0.66% (our study: 0.74%). They reported higher conversion rates for advertisements that had images of a couple, and advertisements with text mentioning sexually transmitted diseases had higher click-through rates as compared with advertisements with text mentioning cancer [6]. Martinez et al [16] found Facebook to also be effective, and these
researchers also reported success in recruiting Latino gay couples. Finally, Buckingham et al [13] found recruitment on Grindr (an app very similar to the app used for recruitment in this study) the most effective as compared with recruitment on other social media platforms. These researchers also reported Grindr recruitment to be the most rapid, yielding a large number of potential participants in the shorter period of time [13].

Adolescents and young adults are using websites and apps to engage socially and to seek health information [17,18], and creative marketing campaigns for research is becoming an increasingly important strategy for engagement [19]. Recruitment of YMSM and other marginalized youth for research may be challenging; however, increasingly, success has been noted with recent recruitment strategies on the Web [6,7,13,16].

**Strengths and Limitations**

Our results should be considered in terms of our study limitations. Our recruitment strategy (utilizing a dating app) may not be reflective of all YMSM who could benefit from HPV vaccination or who may be interested in research. YMSM who accessed the app generally did so to meet sexual partners, so they might have been more responsive to sexually oriented advertisements. Therefore, the sexual innuendo advertisement was potentially the best advertisement targeted to the audience. In addition, it is possible that YMSM responded positively to this advertisement, as it was uniquely phrased as an invitation or a question, and this phrasing may tap into young adults’ desires to engage in new or perceived riskier (because of the sexual innuendo) opportunities. Future research in different Web-based environments may find different results. We were recruiting for a 1-time/1-hour Web-based focus group. Recruitment for longitudinal studies may be more difficult; however, our findings support that the youth will re-engage to participate in qualitative studies on the Web (Web-based focus groups), after the initial recruitment eligibility survey. We also offered compensation of US $50. Recruitment may be more difficult with lower remuneration, especially for longitudinal studies. In addition, the font size for compensation on the cancer advertisement was slightly smaller than the other 2 advertisements. This potentially could have had an effect on the findings. Another limitation is that this study focused on 3 large northeastern US cities. As a result, the findings and preferences noted here may not apply to recruitment of YMSM participants in small cities or in other geographic locations.

Overall, we were successful in recruiting a diverse sample of YMSM for qualitative research, despite not screening for ethnicity and race in the initial eligibility survey. Our results point to the importance of considering not just the platforms and locations used for recruitment (eg, Facebook, dating apps, and community settings) but also the phrasing and content of recruitment advertising.

**Conclusions**

Different populations need different targeted strategies for recruitment, including study advertisement messaging. We were successful with a technology-driven, effective, and rapid approach to recruit a diverse sample of YMSM for a qualitative study, Web-based focus groups. The text-based advertisement with a sexual innuendo theme was most effective. Researchers should collaborate with representatives from their population of interest to develop effective and culturally relevant study recruitment strategies that capitalize on current and popular technologies.
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Abstract

Background: Seeking health information on the internet is very popular despite the debatable ability of lay users to evaluate the quality of health information and uneven quality of information available on the Web. Consulting the internet for health information is pervasive, particularly when other sources are inaccessible because of time, distance, and money constraints or when sensitive or embarrassing questions are to be explored. Question and answer (Q&A) platforms are Web-based services that provide personalized health advice upon the information seekers’ request. However, it is not clear how the quality of health advices is ensured on these platforms.

Objective: The objective of this study was to identify how platform design impacts the quality of Web-based health advices and equal access to health information on the internet.

Methods: A total of 900 Q&As were collected from 9 Q&A platforms with different design features. Data on the design features for each platform were generated. Paid physicians evaluated the data to quantify the quality of health advices. Guided by the literature, the design features that affected information quality were identified and recorded for each Q&A platform. The least absolute shrinkage and selection operator and unbiased regression tree methods were used for the analysis.

Results: Q&A platform design and health advice quality were related. Expertise of information providers (beta=.48; P=.001), financial incentive (beta=.4; P=.001), external reputation (beta=.28; P=.002), and question quality (beta=.12; P=.001) best predicted health advice quality. Virtual incentive, Web 2.0 mechanisms, and reputation systems were not associated with health advice quality.

Conclusions: Access to high-quality health advices on the internet is unequal and skewed toward high-income and high-literacy groups. However, there are possibilities to generate high-quality health advices for free.

(J Med Internet Res 2020;22(1):e13534) doi:10.2196/13534
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internet health information; health information; health literacy; eHealth; information literacy; health care access

Introduction

Background

Common drivers of the popular Web-based health care information seeking are serious health needs and inaccessibility of other sources in traditional settings [1] because of time, distance, and financial constraints or the value of a sense of control and empowerment or anonymity [2-5].

With resonance to the idea of frugal innovations in health care [6], so that “more can be done for less for many more people, globally” [7], the internet is seen as a low-cost and convenient way of accessing health information and care that could help in reducing the burden on health care systems. Bhatti et al
recommend assessing affordability, adaptability, and accessibility [7]. For accessibility and adaptability, the pervasive adoption of mobile phones helps inclusion by providing wider opportunities for access. However, equal opportunity of access to the internet does not guarantee equal access to high-quality health information, which is variable across health topic areas [8]. Moreover, people find it difficult to find relevant information when they are using search engines to find answers for their question [9-11].

The quality of health information available on the Web has long been a matter of concern [12,13]. Several top-down initiatives have been developed to monitor quality, including MedPICS Certification and Rating of Trustworthy Health Information by Health on the Net Foundation (a European Union project for certification and rating of trustworthy and assessed health information on the internet) and Information Standard (an accreditation system established by UK health departments aimed at filtering unreliable Web-based health information). The success of such measures is bound to be limited. The rise of Web 2.0 (the second generation of the Web that is interactive and dynamic) has increased the complexity of Web-based health information provision [14,15]. The diversity of Web-based health information sources and the ongoing debate regarding Web-based health information quality question the effectiveness of top-down approaches.

Furthermore, accurate information can be taken out of context and cause harm. Users may concurrently pursue multiple medications following advices they receive on the Web, with adverse consequences. The use of search engines to locate relevant information can be challenging and requires experience [16]. Question and answer (Q&A) health care information platforms are Web-based services where information seekers may request personalized health advice. This can help alleviate the individual context or need issue, but the quality remains a matter of concern.

A threat to accessibility is that not all health care Q&A sites are free to use. The paradox is that advertisement-supported platforms where health information is free can often be perceived as less credible by users [17].

As a solution to the information quality issue, information management literature recognizes the relationship between platform design features and the quality of information generated on the platform. Q&A platforms embody technical and social choices that can impact user activities and the quality of Q&As [18], including eligibility constraints such as medical expertise for answering, tracking user contributions, reputation systems, revealing identities versus anonymity, and, crucially, cost of participation. It is unclear and under-researched whether these design features are effective in health domains. The common approach of relying on user feedback to rate information quality [19] is questionable in health domains, as lay users may lack the knowledge to evaluate health information [10,20]. Such concerns raise questions about the effect of platform design on health information quality in Q&A platforms.

Research on platform design features that promote the generation of high-quality advices is scarce in health care. This study reviews the literature to create a thorough list of design features that may impact information quality and examines their relationships with health advice quality on Q&A platforms. A unique contribution of this study is merging 3 levels of design features related to quality and examining their interactive effects on information quality in health Q&As. A further contribution is the research design and dataset. Using actual Q&As from Q&A websites and applying a nonparticipatory data collection method, where the observer does not participate in the social setting, improve the precision of the research results [21]. The research employs least absolute shrinkage and selection operator (LASSO) to deal with the initial large number of variables and uses unbiased regression tree to investigate possible interactions among design features. The approach offers valuable policy insights and recommendations for how to design Q&A platforms to maximize information quality.

**Model Development**

Few studies focus on health information quality. We review major research streams on the effect of Web-based platform design features on information quality, classifying them into 3 categories: (1) firm level, (2) platform level, and (3) user level. Table 1 summarizes these research strands and defines the focus of this research. The main bodies of literature examined were information management, health services, designing Web-based platforms. The search began in Google scholar using the keywords “online health information quality.” From these results, the search was expanded by other keywords: “online information quality,” “information quality,” “answer quality,” “information sharing quality,” “knowledge sharing quality,” and “quality of online contribution.” Backward and forward search from highly relevant papers also expanded the search until it was determined that no new information was being uncovered. In the empirical section, we will test the relationship between these 3 levels of design features and health care advice quality.
Table 1. Model development summary and deficiencies filled by this study.

<table>
<thead>
<tr>
<th>Level of analysis and factors</th>
<th>Studies</th>
<th>Focus of previous research</th>
<th>Focus of this study</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Firm level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenue model (advertisement, transaction, membership fee)</td>
<td>Harper et al [22]; Enders et al [23]</td>
<td>Comparison of information quality in fee-based and free platforms; the role of revenue model in social networking sites</td>
<td>Effect of revenue model</td>
</tr>
<tr>
<td><strong>Platform level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incentives</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial</td>
<td>Chen et al [24]; Harper et al [22]; Wang et al [25]; Hsieh et al [26]</td>
<td>Financial motivation for knowledge sharing</td>
<td>Effects of different types of financial incentives</td>
</tr>
<tr>
<td>Nonfinancial</td>
<td>Chang and Chuang [27]; Chen et al [24]; Khansa et al [28]</td>
<td>Nonfinancial motivation for knowledge sharing; for example, altruism, social recognition, and social interaction</td>
<td>Effect of nonfinancial incentives in the form of points or credits</td>
</tr>
<tr>
<td>Reputation (internal, external reputation)</td>
<td>Hung et al [29]; Chang and Chuang [27]; Tausczik and Pennebaker [30]</td>
<td>Comparing the effect of reputation and financial incentives; effect of external reputation</td>
<td>Effect of reputation</td>
</tr>
<tr>
<td>Web 2.0 mechanisms</td>
<td>Khansa et al [28]</td>
<td>Effect of information technology-enabled incentives on knowledge sharing behavior</td>
<td>Effects of formal and informal mechanisms</td>
</tr>
<tr>
<td><strong>User level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Users knowledge background (medical certification, expertise)</td>
<td>Reavley et al [31]; Giles [32]; Clauson et al [33]; Harper et al [22]; Oh [34]</td>
<td>Comparability of information quality provided by experts and crowd sourcing process</td>
<td>Effect of expertise</td>
</tr>
<tr>
<td>Question quality</td>
<td>Hsieh and Counts [35]; Hsieh et al [26]</td>
<td>Variation of answer quality based on question type</td>
<td>Effect of question quality</td>
</tr>
<tr>
<td><strong>Across levels</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All the above factors</td>
<td>N/A</td>
<td>N/A</td>
<td>The interaction and interplay of all design features</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Firm-Level Design Features
Designing a revenue model is an essential part of platform design. Revenue can be generated from advertisements, membership fees, trading information, selling information to third parties, or a combination of any of these. Information economics theory suggests the revenue model choice may affect information quality. The key revenue driver for the advertisement-based revenue model is the number of users. However, maximizing Q&A numbers without regard to quality could lead to poor information generation [24,36]. Enders et al [23] argue that platforms earning revenue from information transactions attempt to maximize user willingness to pay by offering high-value information. From the user perspective, health information on advertisement-supported websites is often perceived as less credible [17], but this is moderated by context, such as whether websites might be expected or not to be allied to advertising [37]. The situation may be more nuanced than suggested by information economics.

Platform-Level Design Features
Provision of quality information is costly. A rational participant will weigh the time and effort costs of providing information against its expected rewards. Adequate financial or social rewards are critical for ensuring provision of high-quality information [22,24,25,27]. An understanding of how different types of rewards, financial versus intrinsic, impact information quality is critical for equality of access to quality health information. For poor populations to benefit, the quality of health information on platforms where no fee is charged needs to be high.

Financial Incentive
Empirical studies on the effect of financial incentives on information quality present no clear results. For Google Answers (a platform using financial incentives), Chen et al found that higher financial incentives led to longer but not better answers [24], whereas Harper et al found Google Answers to have higher answer quality information compared with free Q&A sites (eg, Yahoo Answers and Live QnA) [22]. In an experimental study of product reviews, Wang et al [25] found no significant quality differences between reviews by paid and unpaid reviewers.

Nonfinancial Incentive
Several studies suggest the efficacy of nonfinancial incentives such as virtual points and credit to leverage motivations such as recognition or reputation building to encourage participation [24,27,29]. Participation is encouraged through reputation.
systems and virtual points or Web 2.0 mechanisms, such as voting or following. Oh and Syn [38] found different motivations associated with particular answering strategies. The association of these mechanisms to the quality of users’ contributions is under-researched.

Intrinsic motivations can motivate information providers to share their information. In social health Q&A, empathy with others who are going through similar pain and stress is a strong motivator. Oh [34] found altruism was the most influential factor for participation of health question answerers in social health Q&As.

A platform may encourage users to reveal their real identity or sign up using their social media account such Facebook or LinkedIn. This extends the reputation of the users to outside the platform and gives them higher incentives to co-operate, as they want to protect or promote their external reputation [30].

**User-Level Design Features**

**Expertise of the Information Provider**

The role of information provider expertise is another contested question. For some, the quality of user-generated information in websites such as Wikipedia is comparable with, or even better than, the quality of information provided by experts in centrally controlled Web and printed sources [32]. In contrast, other studies found the opposite [31,33,39].

**Quality of the Query**

Shah et al [40] argue for a connection between an expressed information need and information quality provided. Indeed, Chen et al [24] indicate information providers are discouraged by insufficient numbers of high-quality questions on an information platform. If information seekers post nonserious or trivial questions, or are allowed to post unrelated issues, they automatically waste valuable time and the attention of the potential answerers [35]. Relatedly, information seekers can themselves increase answer information quality by increasing question quality [22].

**Across Levels: Combination of Design Features**

Each Web-based information platform contains a mixed set of design features. It is unlikely that a single design feature uniquely shapes information quality. From both a theoretical and practical perspective, it is critical to investigate the complementary role of design features. There is some evidence of such interactions for select website features [26], but to the best of our knowledge, there is no research investigating design features associated with quality at a comprehensive level.

**Methods**

**Research Design**

On July 1, 2014, we used 4 search engines (Google [41], Yahoo! [42], Bing [43], and Ask.com [44]) to search the terms “question and answer sites or platform or website.” Our search was in English but not confined to any particular country. We chose the top 200 search results and obtained a total of 40 Q&A platforms. We excluded the nonhealth Q&A platforms and analyzed them to identify a set whose design features contained the variation of design features described above. In the case of similarity of mechanisms of platforms, popularity of the platform both among the internet users and in the literature made a platform more favorable for selection. This resulted in the choice of 9 platforms: AllExperts, AnswerBag, ChaCha, Google Answers, JustAnswer, Mahalo Answers, Quora, WebMD, and Yahoo Answers. Although Google Answers and Mahalo are no longer active, they are included in our sample because they represent design features not embodied in active platforms (see Multimedia Appendix 1 for description of the design features of the nominated platforms). One of the research aims was looking at how different incentives and user knowledge might affect the quality of answers; therefore, the unit of analysis was 1 question and 1 answer, which corresponded with the analytic strategy of this exploratory study. In cases where a conversation took place between a single questioner and responder, the whole thread was evaluated. In addition, 1 question and 1 answer were consistent with platforms that do not allow more than 1 answer.

Recruiting human raters to assess information quality is a common practice in the literature [24,26,45]. We recruited National Health Service–certified physicians and trained them (July 2014) to increase the validity and reliability of the quality evaluation. Following the random selection of 100 Q&As from each Q&A platform over the period of 6 weeks (900 in total) in July and August 2014, 2 physicians conducted the evaluations, each of them rated half of the data plus 10% to allow an inter-rater reliability check (see Multimedia Appendix 2 for details of the data selection and rating process). A first layer of anonymity was provided by the coders being blind to the name of the Q&A website where the question was asked and any other attributes associated to the Q&As. There is little risk to individual anonymity, as this level of detail is removed during the coding process. The research was conducted under the research ethics rules and policies of the University of Manchester, United Kingdom.

**Dependent Variables**

Many attempts have been made to identify the criteria to evaluate Web-based health information [15,46]. Included in these is the extensive literature review by Oh et al [47] that developed the following criteria for measuring health advice quality in Q&A platforms: accuracy, completeness, relevance, objectivity, readability, and source credibility. See Table 2 for definitions. These criteria formed the basis for our research based on the relevance to the study [47] and from medical point of view.

The 2 assessors rated the answers on each measure (5-point Likert scale, with 5=very high and 1=very low quality). We conducted principal component analysis (PCA) to make an index of answer quality from the primary measures, and 1 factor with an eigenvalue >1.0 was extracted from the PCA (see Multimedia Appendix 3 for PCA details). Thus, we built a single composite measure by averaging the sum of the individual criteria ratings.
Table 2. Health answer quality measures and definitions.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>The answer provides correct information, that is, degree of concordance of the information provided with the best evidence or with generally accepted medical practice</td>
</tr>
<tr>
<td>Completeness</td>
<td>The answer includes all key points</td>
</tr>
<tr>
<td>Relevance</td>
<td>The answer is relevant to the question</td>
</tr>
<tr>
<td>Objectivity</td>
<td>The answer provides objective and unbiased information, for example, addresses all considerations of an issue, judgement does not appear to be swayed by considerations of self-interest or prejudice</td>
</tr>
<tr>
<td>Readability</td>
<td>The answer is easily readable, for example, organized, simple language, explanation of medical terms, and shorter sentences and paragraphs</td>
</tr>
<tr>
<td>Source credibility</td>
<td>The source of information is authoritative, for example, capable of being verified, does not seem to have commercial intent or personal agenda. Not applicable when no source is provided</td>
</tr>
</tbody>
</table>

As a check of the inter-rater reliability between 2 assessors, they independently rated the information quality of a common 10% (90 Q&As) of the data. We report inter-rater agreement measures for variables in the form that was used for model testing (ie, average indices) rather than the raw form [48,49]. We analyzed intraclass correlation coefficient (ICC) values using a single measurement, absolute agreement, 2-way random effects model. The ICC values for question quality index was 0.721 and for answer quality index was 0.764 with 95% confidence interval. Both quality indices exceeded 0.7, which indicates medium-to-good reliability [50].

Independent Variables

The independent variables are question quality and the platform design features.

Table 3. Health question quality measures and definitions.

<table>
<thead>
<tr>
<th>Quality criteria</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Importance</td>
<td>How seriously/sincerely did the questioner want an answer to the question? (eg, absence of reason for posting other than seeking information, eg, self-promotion/advertising product)</td>
</tr>
<tr>
<td>Perceived urgency</td>
<td>How urgently did the questioner want an answer to the question?</td>
</tr>
<tr>
<td>Difficulty</td>
<td>How difficult is the question to answer? (low and very low—anybody can answer the question; neither high nor low—an average high school-educated person is able to answer the question; high—one with general medical background can answer the question; very high—specialist can answer the question)</td>
</tr>
<tr>
<td>Question archival value</td>
<td>Answer to this question will provide appropriate and adequate coverage of the issue to provide information of lasting/archival value to others</td>
</tr>
<tr>
<td>Writing quality</td>
<td>The question is well written (clear question, focused, and summarizes the issue)</td>
</tr>
</tbody>
</table>
Table 4. Variable descriptions.

<table>
<thead>
<tr>
<th>Category and variables</th>
<th>Explanations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Firm level</strong></td>
<td></td>
</tr>
<tr>
<td>Advertisement-based revenue; transaction-based revenue</td>
<td>Platform can use advertising or transaction-based model, both models, or neither model</td>
</tr>
<tr>
<td><strong>Platform level</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Financial incentives</strong></td>
<td></td>
</tr>
<tr>
<td>Financial interest</td>
<td>Whether the information provider has any type of financial interest, either actually getting paid or with prospect of getting paid in future. In some cases, the advice provider was not actually paid but had the prospect of being hired by the platforms in the future</td>
</tr>
<tr>
<td>Payment for answering</td>
<td>Whether or not the information provider has been paid?</td>
</tr>
<tr>
<td>Variable payment scheme</td>
<td>The financial incentive could be paid in fixed or variable rate determined between the advice provider and asker</td>
</tr>
<tr>
<td>Amount of payment</td>
<td>How much money has been paid to information provider?</td>
</tr>
<tr>
<td><strong>Nonfinancial incentives</strong></td>
<td></td>
</tr>
<tr>
<td>Virtual incentives</td>
<td>Whether any type of nonfinancial incentive, such as virtual points and credits, was involved?</td>
</tr>
<tr>
<td>Internal reputation system</td>
<td>Internal reputation system maintains and publicizes users’ activity within a platform and their profiles</td>
</tr>
<tr>
<td>External reputation</td>
<td>External reputation is the identity and reputation of the users outside the platform in Web- and non-Web-based worlds</td>
</tr>
<tr>
<td><strong>Mechanisms</strong></td>
<td></td>
</tr>
<tr>
<td>Web 2.0 mechanisms (voting, following)</td>
<td>These mechanisms reflect the feedback of users on each other’s activity</td>
</tr>
<tr>
<td><strong>User level</strong></td>
<td></td>
</tr>
<tr>
<td>Expert</td>
<td>The expertise of participants refers to their medical certification or their researching skill that is certified by the platform</td>
</tr>
<tr>
<td>Question quality</td>
<td>The quality of raised question</td>
</tr>
</tbody>
</table>

**Analytical Methods**

Our sample formed a wide dataset in that it included a large number of predictors with a comparatively small number of observations on the predictors. This feature of the sample makes it practically impossible to apply popular ordinary least square (OLS) regression techniques to model the data. A limitation of OLS regression for wide data concerns overfitting bias. Applying OLS to wide data can give rise to higher variance and poor out-of-sample predictions. LASSO provides suitable alternatives for modeling wide data [52]. It reveals and calculates the coefficients of predictively significant variables that minimize out-of-sample prediction error [53].

To provide a more nuanced explanation by identifying the interactions among predictors, we created an unbiased regression tree to study interactions among predictors (see Figure 1). The technique involves segmenting the predictor space into several regions. To make a prediction for a given observation, the method typically uses the mean of the training observations in the region to which it belongs. The splitting rules used to segment the predictor space are summarized in a tree structure. The advantage of regression tree is that it reveals conditional relationships, that is, how multiple combinations of design features are related to health advice quality, as it does not fit a linear model to the entire response space, it identifies conditional relationships between predictors and the response, and it presents the results in the form of a tree. Predictors appearing in higher layers of the tree or multiple times are predictively more significant than variables occurring in lower layers. Given the initial set of variables entering the tree, the variables absent from the tree do not improve prediction accuracy [54] (for analytical methods see Multimedia Appendix 4). To the best of our knowledge, this is one of very few studies that exploit LASSO and unbiased regression tree to determine design features that affect health advice quality.
Figure 1. The unbiased regression tree (N=834). "n" is the number of records; "Y" is the value of health advice quality.

Results

Least Absolute Shrinkage and Selection Operator

The composite measure of question answer quality had a mean of 3.33, standard deviation of 1.24, and median of 3.6 (N=834). The question quality composite measure had a mean of 3.28, standard deviation of 0.81, and median of 3.6 (N=900). We found that variables representing expertise of information providers, payment for answering questions, external reputation, revenue model, and question quality were the best predictors of health advice quality. The variable representing the use of an advertisement-based revenue model had negative association with health advice quality. Variables measuring nonfinancial incentives, internal reputation systems, and Web 2.0 mechanisms were not significant predictors. Table 5 presents LASSO coefficients, standard errors, and P values.

The initial analysis using LASSO explains the primary linear relationship between the best predictors and the outcome variable, health advice quality. The R-squared of the model was equal to 26%, which confirmed that the design of a Q&A platform could explain part of the advice quality. This is the basis for an overall understanding of the relationships between design features and health advice quality. However, at a more nuanced level of understanding, there may be interactive relationships between the predictors and the outcome that are apparent under certain conditions that can be explored using nonparametric techniques, such as regression tree, to extract the conditional relationships between design features and health advice quality.
Table 5. Least absolute shrinkage and selection operator results for the dependent variables.

<table>
<thead>
<tr>
<th>Category and dependent variable</th>
<th>Regularization parameter</th>
<th>LASSO(^a) coefficients</th>
<th>SE</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intercept</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Firm level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advertisement-based revenue</td>
<td>−0.27</td>
<td>−0.25</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Transaction-based revenue</td>
<td>0.11</td>
<td>0.26</td>
<td>0.09</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Platform level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial incentives</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial interest</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Payment for answering</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negotiated payment</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amount of payment</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonfinancial incentives</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Virtual incentives</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Reputation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>External</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web 2.0 mechanisms (voting, following)</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>User level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certify</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expert</td>
<td>0.59</td>
<td>0.48</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Question quality</td>
<td>0.06</td>
<td>0.12</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of records</td>
<td>834</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Root-mean-square error</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.26</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)LASSO: least absolute shrinkage and selection operator.

\(^b\)Not applicable.

**Unbiased Regression Tree**

The result of the regression tree is summarized in Figure 1 and shows that expertise was the most significant factor in predicting health advice quality because it appeared at the root node, supporting the LASSO results. In presence of experts, the second layer (node 2) distinguished between platforms where experts responded to health queries and advertising played no role and those where experts responded but advertising was a part of the revenue model. In the former case, there was further differentiation by question quality: when the mean question quality exceeded 4.2 (node 4), the mean answer quality was the highest (4.66). Question quality ≤4.2 (node 5) was associated with lower-quality health advices. Where advertising plays a role (node 6), answer quality is lower, that is, lower-quality answers were associated with platforms where no financial incentive was offered and providing information was on voluntary basis for philanthropic purposes of helping others or building external reputation. The interesting point is that, even so, the quality rating was above average for the dataset. So, although the advertisement-based revenue model had a negative relationship with quality, the strong effect of experts could alleviate this effect, and above-average quality was produced.

The other side of the tree concerns the absence of experts to provide answers. In the absence of experts, whether the advice provider receives any financial rewards and the platform allows the asker and answerer to directly agree on a price rather than establishing a fixed price per question (node 7) appeared as the second most important factor, and advice quality was still above average for the dataset (node 8). In node 9 where experts and variable payment scheme were absent, external reputation was associated with higher than average advice quality. In the next level where external reputation was absent (node 11), financial interest showed up. It means that advice providers with the prospect of getting paid in the future generated higher quality health advices compared with those who have no financial interest. Here, higher-quality questions were associated with higher-quality health advices (node 14), although the quality is now below average for the dataset. The lowest quality health advice was generated in the absence of experts, motivation of external reputation, and any type of financial interest where low-quality information was raised (node 17).
Discussion

Overview
This study investigates the complexity of the relationship between design features of Web-based platforms and the quality of health advice generated in them. Theoretical and empirical evidence suggest a wide range of potential design features at different levels associated with health advice quality. The LASSO selects the design features that best predict the quality, and the regression tree identifies interactions among the design features.

Firm-Level Features

Revenue Model
Higher health advice quality is associated with the transaction-based revenue model, whereas lower advice quality is associated with an advertisement-based revenue model. This finding reinforces the findings of Harper et al [22], suggesting that answer quality is superior in fee-based Web-based Q&A platforms than free sites. Taken on its own, this has worrying implications for these platforms to be instrumental in equality of Web access to quality health care.

Notwithstanding this intuitive result, the results also suggest that external reputation, expertise of the answerer, and question quality are also associated with higher quality. The revenue model is negatively associated in the LASSO regression models, which is in line with the worries regarding the advertisement-based revenue model, that is, these platforms tend to maximize the number of visitors at the expense of advice quality. On such platforms, no restrictions are placed on question quality or subject of postings; neither are users’ efforts for creating high-quality advice recognized nor compensated. Although this is a common issue in all types of platforms, the potential consequences of poor advice, for example, incorrect diagnosis, users employing incorrect treatments, or ignoring correct treatments, are more serious in the health domain.

Nonetheless, as suggested in the introduction, the situation is more nuanced. The regression tree analysis refines our view about the advertisement-based model: we find indications of answer quality on these platforms that exceeds the average when experts give answers. In other words, the effect of experts in the health domain is so strong that the negative effect of the advertisement-based revenue model is controlled.

Platform Level
The results reveal that financial incentives are very influential in forming quality of health advice in different circumstances. First, there is a linear relationship between payment for answering and quality of health advice. Second, paid experts are providing higher quality than unpaid experts. Third, a variable payment scheme is associated with above-average quality advice. Finally, lay users with the prospect of getting paid in the future are producing higher-quality answers compared with those who have no financial interest at all.

Kissick [55] argues at a general level that quality, cost, and access are 3 essential, but competing, features of health care systems. This study confirms this argument in accessing Web-based health advice. High-quality advice is primarily accessible for payment; thus, access is compromised.

Web-based platforms such as eBay, TripAdvisor, and Amazon ask current users of their products/services to evaluate the quality of them after consumption. This feedback is aggregated and enables more informed decisions of future users. However, the usefulness of such mechanisms is questionable in health domain because of the nature of health advice as a creden
go. Users can evaluate the quality of experience goods such as clothing, furniture, restaurant, hotel, etc. However, the quality of these goods such as health care advice is difficult to evaluate for lay users even after consumption because they lack a medical background [56]. This undermines the effectiveness of any mechanism that works based on users’ feedback in the health domain. Our results confirm that there is little association between these mechanisms, for example, Web 2.0 mechanisms and reputation systems and an external, independent assessment of health advice quality.

On the Web-based health platforms that rely purely on such mechanisms, this issue can result in the situation where poor-quality crowds out higher quality [57]. This means that in absence of a system that signals quality, contributing high-quality advice is not recognized. This leaves no motivation for advice providers to share quality advice, resulting in the platform comprising low-quality contributions.

Similarly, there is no evidence for effectiveness of virtual incentives. This supports the theory indicating that repeated positive rewards lose their value over time [58]. Therefore, reputation management may not need to be highly emphasized in Web-based information platforms because it may engage people at the early stage of being a platform user but be of value for long-term users, especially advanced answerers [28,38].

However, the results strongly suggest that above-average health advice quality by nonexperts can be produced when external reputation is used on the platform.

User Level

Expertise of Respondents
Crowd sourcing platforms rely on small contributions by a large number of people being superior to the contributions of a few experts [59]. However, our analyses suggest that in health care, advice provider expertise is the most effective predictor of answer quality. Experts, whether incentivized by financial or social rewards, are associated with the highest-quality answers.

It is surprising to see that volunteer health experts provide lower-quality health advice comparing with those who are paid. This might be explained by the lack of face-to-face interaction on Web-based platforms, and thus, lack of feedback on helpfulness of the contribution to receivers that decreases the satisfaction they get for helping others.

Question Quality
Altruism and enjoyment are among the top-ranked motivations of participation [34,38]. High question quality means clearer questions. Therefore, information providers have higher motivation to provide higher-quality answers to high-quality
questions. Our analyses support this view as high-quality answers are associated with high-quality questions, consistent with Hsieh et al [35] and Harper et al [51].

Across Levels

Regression tree analysis results show that a combination of experts, financial incentives, and high-quality questions predicts the highest health advice quality, suggesting that the highest quality is produced when experts are motivated by a combination of personal gain in the form of financial incentives, high enjoyment, and altruism provoked by high-quality questions. Recruiting unpaid experts, incentivizing lay users financially while using variable payment schemes, and incorporating external reputation are all associated with higher than average health care advice quality. Lowest quality advice occurs where there are no experts, any form of financial incentive is absent, and question quality is poor.

The tree analysis provides further insights. First, even paid experts provide higher-quality answers to higher-quality queries. Second, if an advertisement-based revenue platform can recruit expert respondents, this is related to answer quality beyond the average. In the absence of financial incentives and experts, external reputation is the best predictor of advice quality. Finally, the question quality has an effect, even on platforms where the clusters of features associated with poor quality are present.

Implications

The main contribution of this study is providing insights on the multiple relationships between the platform design and health care advice quality, and thus on Web-based health information platform design. Therefore, it has implications for health policy makers who attempt to address quality concerns and those concerned with access to Web-based health care information as a means for doing more for less for more people.

An important policy concern is inequality of access to quality advice on the internet. The findings show that the highest-quality advice is accessible for payment; it is not available for free, although only 2% of those seeking health information pay for it [60]. The connection between question quality and answer quality increases the danger of a triple hazard for low-income lower-literacy groups because of their lower ability to produce a quality question combined with a lower understanding of what is likely to be a lower-quality answer. Groups with low income and/or lower literacy are disadvantaged in accessing high-quality advice, increasing risks of electronic health (eHealth) inequality.

However, there is a potential to provide the highest-quality health advice for free, if the platform pays the recruited experts but does not charge the consumers. YouTube provides free access to all its videos but pays a fraction of its revenue from advertisements to video creators. Similarly, if the health platform pays experts from alternative revenue sources such as advertisement, selling data, and government subsidization, the highest quality can be generated and equally accessible for free.

In addition, designers can also consider the needs of the less well-educated, with low literacy or language barriers, for example, by providing voice or translation facilities, as Chu et al [61] recommended for other eHealth platforms.

The findings cast doubts on the effectiveness of common internal quality assessment features, such as voting and reputation systems, in the health domain and suggest using external reputation of the advice providers outside the platform.

Despite evidence that users form their own perceptions of information quality, platforms with objectively low advice quality are still available and viable, suggesting they answer some user needs, perhaps less available elsewhere. Lower question/answer quality is associated with less restrictions on asking or answering questions, these may go off topic and provide social support from fellow sufferers not found in more formal platforms, and the sheer volume of users may assist in assuaging feelings of facing an illness alone. Huxley et al [62] also report that marginalized groups find stigmatizing reactions a barrier. This may occur in more formal platforms, however, inadvertently. Studies of eHealth inequalities find that low literacy, low education, and other language difficulties are barriers to health information use [63]. Where answers are not provided by experts, the language may be less formal and more easily understood.

Limitations and Future Research

Our results show 26% explained variance. However, in a study of this kind with noisy, high-variability data where R-squared values are likely to be low, we found the explained variance for the emergent features was significantly different from 0, indicating a statistically significant explanatory power. Hence, we believe our results show significant patterns that provide valuable information of practical significance from which important conclusions can be drawn. Nonetheless, our sample is limited in the sense that it only captures, perhaps partially, design features of the existing platforms. There are a host of other factors that are likely to affect information quality. An example is the platform popularity. It might be that higher-quality information providers are more likely to join popular platforms. The reputation of the platform owner such as Yahoo! might also impact the decision to join a platform. Although we did not have access to such data, including such factors might further explain the variation in quality. The text also mentions the case of donation- or charity-based Q&A platforms. Recent advances in text recognition have also paved the way for effective information aggregation and comparing the quality of an advice with past answers to similar questions. Although we faced challenges in including such factors, they are likely to add to the explanatory power of the model. The choice of design features was also limited to existing platforms. There might be alternative designs that better facilitate generation of high-quality information. An example is given in the text: donation- or charity-based revenue models might lead to higher-quality answers and extend access. In general, as in other platforms, an important avenue for learning about better design is experimentation. Future research should conjecture new designs and conduct A/B testing to learn about the effectiveness of the design features. Major platforms such as Amazon, Alphabet, eBay, and Facebook have turned to experimentation to improve their platforms. This can equally
benefit the design of health information platforms. Advances in artificial intelligence and text mining techniques are bound to impact health information platforms. These advances will raise challenges for future research. Methodologically, future research can use recently developed causal regression trees to identify design features that drive information quality. This research rated health advice quality from medical point of view; future research should investigate the user perspective concerning health advice quality, especially in view of potential barriers for disadvantaged or marginalized groups. Further research is needed to explain why volunteer unpaid health experts and paid experts provide uneven health quality advice in the Web-based world. Furthermore, we considered only English language platforms, leaving scope for future cross-cultural investigation. We used a robust search strategy to identify the design features; however, the inclusion of design feature was based on judgement of one coder, and in addition, we did not adopt systematic search.
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Abstract

Background: User-friendly information at the point of care should be well structured, rapidly accessible, and comprehensive. Also, this information should be trustworthy, as it will be used by health care practitioners to practice evidence-based medicine. Therefore, a standard, validated tool to evaluate the trustworthiness of such point-of-care information resources is needed.

Objective: This systematic review sought to search for tools to assess the trustworthiness of point-of-care resources and to describe and analyze the content of these tools.

Methods: A systematic search was performed on three sources: (1) we searched online for initiatives that worked off of the trustworthiness of medical information; (2) we searched Medline (PubMed) until June 2019 for relevant literature; and (3) we scanned reference lists and lists of citing papers via Web of Science for each retrieved paper. We included all studies, reports, websites, or methodologies that reported on tools that assessed the trustworthiness of medical information for professionals. From the selected studies, we extracted information on the general characteristics of the tools. As no standard, risk-of-bias assessment instruments are available for these types of studies, we described how each tool was developed, including any assessments on reliability and validity. We analyzed the criteria used in the different tools and divided them into five categories: (1) author-related information; (2) evidence-based methodology; (3) website quality; (4) website design and usability; and (5) website interactivity. The percentage of tools in compliance with these categories and the different criteria were calculated.

Results: Included in this review was a total of 17 tools, all published between 1997 and 2018. The tools were developed for different purposes, from a general quality assessment of medical information to very detailed analyses, all specifically for point-of-care resources. However, the development process of the tools was poorly described. Overall, seven tools had a scoring system implemented, two were assessed for reliability only, and two other tools were assessed for both validity and reliability. The content analysis showed that all the tools assessed criteria related to an evidence-based methodology: 82% of the tools assessed author-related information; 71% assessed criteria related to website quality, 71% assessed criteria related to website design and usability, and 47% of the tools assessed criteria related to website interactivity. There was significant variability in criteria used, as some were very detailed while others were more broadly defined.

Conclusions: The 17 included tools encompass a variety of items important for the assessment of the trustworthiness of point-of-care information. Overall, two tools were assessed for both reliability and validity, but they lacked some essential criteria.
for the assessment of the trustworthiness of medical information for use at the point-of-care. Currently, a standard, validated tool does not exist. The results of this review may contribute to the development of such an instrument, which may enhance the quality of point-of-care information in the long term.

**Trial Registration:** PROSPERO CRD42019122565; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=122565

*(J Med Internet Res 2020;22(1):e15415) doi:10.2196/15415*
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**Introduction**

Evidence-based medicine is one of the cornerstones of high-quality health care. This conscientious, explicit, and judicious use of current best evidence in making decisions about the care of individual patients [1] should be facilitated to ensure effective and efficient patient care. With a continuously increasing body of scientific evidence, it is not feasible for health care professionals to access and review the best evidence themselves regularly and independently. Furthermore, they have little time to process large quantities of information during their consultation with patients [2]. Therefore, health care professionals need good quality information that is also user-friendly. This type of information is labeled point-of-care information [3,4], and it is well-structured, rapidly accessible, and comprehensive information for use at the specific point in the workflow when health care professionals and patients interact [3].

Health care professionals routinely use clinical guidelines as reliable sources of information to support their clinical decision-making. Guidelines are statements that include recommendations that are intended to optimize patient care, and that are informed by a systematic review of evidence and an assessment of the benefits and harms of alternative care options [5]. This combination of an assessment of quality of evidence and the benefits and harms means guidelines are most suited to guide clinical decision-making. Furthermore, a validated instrument is available to assess the quality of guidelines [6]. This instrument, known as AGREE II (Appraisal of Guidelines for Research and Evaluation), was developed for the assessment of the validity and trustworthiness of clinical guidelines and is nowadays recognized as an international standard. The use of such an instrument enhances the quality of guidelines [7,8]; however, for many clinical problems or health care professions, there are no or limited guidelines available. In that case, one depends on other information sources. Thanks to the internet, a vast amount of information is accessible within a few mouse clicks, but identification of the most relevant information and assessment of its quality and transparency is indispensable when used in clinical practice. Although different instruments for assessment of the methodological quality of systematic reviews [9-11] or individual studies [12,13] do exist, these instruments are not appropriate for evaluation of the trustworthiness of point-of-care information. Banzi et al [3] reviewed online point-of-care information summary providers. They developed a tool to evaluate the breadth, content development, and editorial policy against their claims of being “evidence-based.” However, this tool was never tested on validity and reliability.

We aimed to search for a valid tool to assess the trustworthiness of point-of-care information. To this end, we performed a systematic review to identify existing tools and examined their validity and reliability.

**Methods**

**Overview**

We performed a systematic review using the standards for systematic reviewing reported by Cochrane [14], and the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines were used for the reporting of our findings [15]. The protocol of this review was registered at PROSPERO (CRD42019122565).

**Search Strategy**

To identify tools, we used three sources of information. First, we searched the internet for institutes or initiatives that worked on the trustworthiness of health information. Second, we searched Medline (via PubMed) for relevant literature. A search from the inception of the database to June 2019 was conducted to identify the studies of interest. A search string was built using the concepts of trustworthiness and point-of-care information (Textbox 1). Terms within a concept were combined using the Boolean operator ‘OR.’ Then, the terms between the concepts were combined with the Boolean operator ‘AND.’ Lastly, we scanned the reference lists and lists of all citing papers via Web of Science for each retrieved paper, to identify additional tools that were not found in the previous searches.
Inclusion and Exclusion Criteria
We included all studies, reports, websites, or methodologies that reported on tools, including checklists and criteria, to assess the trustworthiness of medical information for health care professionals. We used the following criteria:

1. Tools had to evaluate point-of-care information or resources for professionals. The definition of point-of-care information was web-based medical compendia specifically designed to deliver predigested, rapidly accessible, comprehensive, periodically updated, and evidence-based information (and guidance) to clinicians [3]. We excluded tools to assess the quality of information for patients, as well as tools that assessed the quality of systematic reviews or other primary studies.
2. Tools had to evaluate trustworthiness. Trustworthiness represented features that made users trust the information, including methodological quality and editorial transparency. The tools that only assessed user-friendliness were excluded.
3. Tools had to be published by multiple authors or an organization.
4. Tools had to be freely available. In the case of websites that contained multiple tools, they were separated by their methodology.
5. Additionally, we excluded tools to assess the quality of mobile applications.

Selection of Articles and Web Pages
Tools were selected by two researchers (GB, GL) independently. The selection of journal articles was made in two steps: (1) all titles and abstracts were compared against the selection criteria; and (2) the full texts of potential eligible articles were retrieved and subsequently compared against the inclusion and exclusion criteria. The two researchers resolved discrepancies in selection by discussion and consensus.

Assessment of Methodological Quality
To date, there are no standards to assess the methodological quality of tools to determine the trustworthiness of point-of-care information. Therefore, we could not perform a standard risk-of-bias assessment on each tool. However, we checked each tool for potential risk of bias in the developmental phase, including looking for a lack of validity and performing a reliability assessment. Also, we extracted details on the development of the tools.

Data Extraction and Analysis
A data overview table was used to extract data from the available tools (Textbox 2). We noted the general characteristics and described the purpose for which a tool was developed and the criteria and scoring systems used. The data extraction was then performed by one researcher (GL) and checked by a second researcher (GB). Discrepancies were identified and resolved through discussion. Based on the data overview table, both the similarities and differences of the characteristics of the tools used to assess the trustworthiness of point-of-care information were analyzed. To examine possible overlap between tools, we listed all criteria and mapped them into general ones, then divided those into five main categories: (1) author-related information; (2) evidence-based methodology; (3) website quality; (4) website design and usability; and (5) website interactivity (see Multimedia Appendix 1). Based on these categories and criteria, we described the characteristics of the tools using descriptive statistics.
Textbox 2. Data overview table.

### Characteristics of the tool

- **Name**
- **Aim**
- **Developer**
- **Is there a sum score of final combined judgment?**
- **Description (items, elements)**
- **Description (scoring method)**
- **Remarks**

### Development of the tool

- **How was the tool developed? (descriptive)**
- **For which purpose was the tool developed? (descriptive)**
- **Was the tool assessed for validity? (Y/N)**
- **Was the tool assessed for reliability? (Y/N)**
- **Other relevant details (descriptive)**

---

### Results

#### Search Strategy

The flow chart shown in Figure 1 summarizes the results of the systematic search. After identification of relevant websites and titles and screening of abstracts and full texts for eligibility, 16 papers that reported on tools or criteria to assess the trustworthiness of point-of-care information used by health care professionals were included. One study reported on more than one tool [16]. Finally, 17 tools were included in this review.

**Figure 1.** Search strategy.

---

### General Characteristics of the Tools

**Table 1** provides an overview of the general characteristics of the included tools. All tools were developed between 1997 and 2018, and they originated from the United States, Canada, Europe, Switzerland, Singapore, and Iran. The Health on the Net (HON) code [17] and the electronic health (eHealth) Code of Ethics [18] are both codes of conduct and the result of international collaboration. They were developed based on discussion and consensus with international expert panels and underwent peer review. The HONcode aims to control the quality of health information on the internet and provides a quality seal for HONcode-certified websites [17]. The eHealth Code of Ethics provides guiding principles to understand the
risk and potential of health information on the internet for professionals, producers, and consumers, and aims to contribute to high-quality information in this way [18].

The Silberg [19], Kapoun [20], Gillois [21], Jiang criteria [22], and CART (Completeness, Accuracy, Relevance, Timeliness) [23] tools aimed to critically appraise and evaluate the quality, credibility, and appropriateness of health information on the internet. The development process of these tools was poorly described. The authors relied on existing criteria for the quality assessment of the information [20-23], or the critical thinking process of the authors was the basis for the definition of the criteria [19]. Likewise, the Sandvik scale [24], QUEST (Quality Evaluation Scoring Tool) [25], and the 11-Point Quality Assessment Scale [26] were developed for the same purpose, but they have a scoring system implemented. The Aslani criteria [16] are based on the HONcode, Silberg criteria, Kapoun criteria, Sandvik scale, and the Health Information Technology Institute (HITI) criteria. However, these criteria were excluded from this review because they are not available anymore.

The AMA (American Medical Association) developed principles [27] as guidelines meant to apply to all AMA websites, but they were also intended to guide the creators of websites that provide medical information for professionals and consumers. The principles are developed and regularly reviewed by AMA staff members and an external advisory panel of experts.

The Grid ULiège [28,29] and the Trumble Tool [30] are the most comprehensive tools and were developed for the analysis and evaluation of medical websites. An Excel-based evaluation form allows the calculation of a final, weighted score based on 38 or 23 items, respectively. The Trumble tool was specifically developed to evaluate evidence-based medical tools at point-of-care. The Banzi tool [3] aims to evaluate and score the breadth, content development, and editorial policy for point-of-care summaries against their claims of being evidence-based. Finally, OncoRX-IQ [31] is a tool developed for the assessment of the quality of information of online drug databases for anticancer drug interactions. The Banzi tool [3], the Trumble tool [26], and the 11-Point Quality Assessment Scale [30] are the only tools that specify the evaluation of evidence-based principles of online health information. The definitions of the content of these tools were done by researchers who arbitrarily postulated criteria that, to their opinion, would best describe the quality of point-of-care information. Only 4/17 (24%) tools were assessed for reliability [21,25,31] and only 2/17 (12%) for validity [25,26] (Table 1).
Table 1. Characteristics of the tools.

<table>
<thead>
<tr>
<th>Name of tool</th>
<th>Language</th>
<th>Date of publication</th>
<th>Country of origin</th>
<th>Number of items</th>
<th>Assessed for reliability or validity</th>
<th>Scoring system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silberg criteria [19]</td>
<td>English</td>
<td>1997</td>
<td>United States</td>
<td>4</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>HONcode&lt;sup&gt;a&lt;/sup&gt; [32]</td>
<td>English</td>
<td>1998</td>
<td>Based in Switzerland, international working group</td>
<td>8</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sandvik scale [24]</td>
<td>English</td>
<td>1999</td>
<td>Norway</td>
<td>7</td>
<td>—</td>
<td>Yes</td>
</tr>
<tr>
<td>Gillois criteria [21]</td>
<td>English</td>
<td>1999</td>
<td>France</td>
<td>9</td>
<td>Reliability</td>
<td>—</td>
</tr>
<tr>
<td>Joubert criteria [33]</td>
<td>English</td>
<td>1999</td>
<td>France</td>
<td>8</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>AMA&lt;sup&gt;b&lt;/sup&gt; principles [27]</td>
<td>English</td>
<td>2000</td>
<td>United States</td>
<td>14</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>eHealth&lt;sup&gt;c&lt;/sup&gt; Code of Ethics [18]</td>
<td>English</td>
<td>2000</td>
<td>United States, international working group</td>
<td>17</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Jiang criteria [22]</td>
<td>English</td>
<td>2000</td>
<td>United States</td>
<td>7</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Grid U/liege [28,29]</td>
<td>English</td>
<td>2003</td>
<td>Belgium</td>
<td>38</td>
<td>—</td>
<td>Yes</td>
</tr>
<tr>
<td>CART&lt;sup&gt;f&lt;/sup&gt; [23]</td>
<td>English</td>
<td>2006</td>
<td>United Kingdom</td>
<td>4</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Trumble Tool [30]</td>
<td>English</td>
<td>2006</td>
<td>United Kingdom</td>
<td>23</td>
<td>—</td>
<td>Yes</td>
</tr>
<tr>
<td>Banzi tool [3]</td>
<td>English</td>
<td>2010</td>
<td>Italy</td>
<td>10</td>
<td>—</td>
<td>Yes</td>
</tr>
<tr>
<td>OncoRx-IQ [31]</td>
<td>English</td>
<td>2010</td>
<td>Singapore</td>
<td>19</td>
<td>Reliability</td>
<td>—</td>
</tr>
<tr>
<td>11 Point Quality Assessment Scale [26]</td>
<td>English</td>
<td>2012</td>
<td>Canada</td>
<td>11</td>
<td>Reliability and validity</td>
<td>—</td>
</tr>
<tr>
<td>Aslani criteria [16]</td>
<td>English</td>
<td>2014</td>
<td>Iran</td>
<td>10</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>QUEST&lt;sup&gt;g&lt;/sup&gt; criteria [25]</td>
<td>English</td>
<td>2018</td>
<td>Canada</td>
<td>6</td>
<td>Reliability and validity</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>HON: health on the net.
<sup>b</sup>AMA: American Medical Association.
<sup>c</sup>eHealth: electronic health.
<sup>d</sup>WHO: World Health Organization.
<sup>e</sup>PAHO: Pan American Health Organization.
<sup>f</sup>CART: Completeness, Accuracy, Relevance, Timeliness.
<sup>g</sup>QUEST: Quality Evaluation Scoring Tool.

Content Analysis of the Tools

Multimedia Appendix 1 presents an overview of the 17 included tools with their criteria for the assessment of the trustworthiness of point-of-care information. Altogether, the tools cover 156 criteria. These were combined into 36 general criteria, mapped in five main categories: (1) author-related information with 4 related criteria; (2) evidence-based methodology with 15 related criteria; (3) website quality with 8 related criteria; (4) website design and usability with 7 related criteria; and (5) website interactivity. Some criteria described in the tools were broad and covered more than one general criterion and vice versa, whereas some criteria described in the tools were detailed and therefore summarized in one general criterion. For a few tools [3,18,27,28,30,31], we excluded some of the criteria because they were inappropriate for the assessment of trustworthiness or not applicable in the current context.

Multimedia Appendix 2 presents the prevalence of criteria in the 17 included tools. Overall, 14/17 tools (82%) of the tools addressed author-related information. Only the Joubert criteria, CART, and the 11-Point Quality Assessment Scale did not assess author-related information. All 17 tools (100%) addressed one or more items in the category of evidence-based methodology. The criteria “references to source data” (n=11; 65%) and “content is current and actual” (n=15; 88%) were the most frequently assessed in this category. A total of 12 tools (71%) assessed criteria related to website quality. The most frequently assessed criteria in this category were “transparent ownership” (n=9; 53%) and “financial information” (n=9; 53%). Website design and usability were evaluated by 12 tools (71%). The criterion “ease of use and navigation” (n=11; 65%) was the most frequently used. Website interactivity refers to functions that allow contact or discussion with the authors or site owners. This category was mentioned in 8 tools (47%).

Assessment of Reliability and Validity of Tools

The reliability and validity of the tools were scarcely reported. Inter rater reliability was calculated by kappa coefficients [25,26]. Kendall coefficients [31], or by calculation of a percentage of agreement between two researchers [21]. QUEST...
was compared to three other criteria-related tools to calculate convergent validity. The quality scores generated by each pair of tools were compared to calculate Kendall tau-ranked correlation. The 11-Point Quality Assessment Scale stated that the tool was previously validated, but no information on the validation process could be found.

Discussion

Primary Findings

This review studied 16 articles that reported on 17 tools analyzing the trustworthiness of point-of-care information. Our main finding was that the trustworthiness of information is currently assessed and scored in different ways, as illustrated by essential differences in the number of criteria and the content addressed by the tools. This reveals the need for consistency and completeness in evaluating the quality of health information resources. Therefore, this review extends the current literature by giving an overview of existing tools, including their criteria and general characteristics.

To assess the trustworthiness of health care information, we need reliable tools that have been assessed on reliability and validity. Only QUEST [25] and the 11-Point Quality Assessment Scale [26] were assessed on both reliability and validity. However, QUEST only encompasses criteria on author-related information and evidence-based methodology and is therefore too concise for quality assessment of point-of-care information. The 11-Point Quality Assessment Scale was developed as a quality measure for online texts and covers criteria related to evidence-based methodology and usability. However, criteria for the assessment of author-related information and website quality, such as transparent ownership and financial disclosures, were missing, and the validation process was not described. The absence of reliable and validated tools is an essential finding of this review and a shortcoming in the field.

The criteria used in tools to assess the trustworthiness of medical information showed much variation. We encountered this variation when it became apparent that it would be difficult to structure all the original criteria and to reformulate general criteria. Some criteria overlapped with others, using slightly different terms, which illustrated the lack of uniformity and consistency in tools for quality assessment of point-of-care information.

Back in 2001, Risk and Dzenowagis [34] highlighted the complexity of health information on the internet and analyzed the major quality initiatives. A set of quality criteria for health information and credible enforcement tools were named as essential elements for successful quality programs. Nowadays, the need for a uniform, validated tool for the quality assessment of point-of-care resources is still present. Currently, the quality of most point-of-care information is low [3,35]. Risk has suggested tool-based evaluation of quality and third-party certification of compliance as critical mechanisms for quality improvement [34]. A valid tool may improve the quality of point-of-care information, as was also reported for guidelines [8].

Content of the Tools

All the tools have criteria to assess the evidence-based methodology used to summarize the information. Some use only two [16,19,27] while other tools have seven or more criteria in this category [3,18,26,28,29]. Perhaps the content of the items is more important than the number. For example, “reference to source data” and “content is current and actual” are frequently used, but often these criteria do not guarantee that an information source is truly evidence-based. Remarkably, only a few criteria fit the first three steps in evidence-based medicine: asking a good question, finding the best evidence, and appraising the evidence [36]. For example, “systematic reviews are preferred on primary studies,” “formal grading of evidence,” and “reporting of bias” are not standard and not addressed in the different tools.

A closer look at the weighted scoring system implemented in the Trumble tool [30] and the Grid ULiège [28] reveals that criteria related to the evidence-based methodology are the most important, as they receive the highest weight factor. The Trumble tools give equal weight to criteria related to usability and currency, while Grid ULiège gives lower weight to criteria related to usability. Banzi et al [3] based their tool on criteria from research on systematic review reporting methods and peer-reviewed medical journals’ policies. The tool was developed to check point-of-care information against their claims of being evidence-based [3,4], which clarifies focus on this topic. The eHealth Code of Ethics [18], the Banzi tool [3], and the 11-Point Quality Assessment Scale [26] focus on the evidence-based aspects but have little or no attention for the category “website design and usability,” which is related to the point-of-care aspect of information. Health information sources that are difficult to navigate will likely be used less since time constraints are an important barrier for health care professionals [2,37]. Therefore, the ideal tool should find the right balance between evidence-based methodology and usability-related criteria.

The Grid ULiège include detailed criteria, but the descriptions were sometimes unclear and seemed to contain overlapping items. Conversely, other tools [17-20,24,25,27,31] addressed multiple content aspects in only one criterion. Some tools were very concise in terms of the number of criteria [19,23] and seemed insufficient for a thorough evaluation of medical information, while others were too extensive and detailed and were therefore difficult to use [28,29]. These findings show that an adequate definition of criteria, together with a rational number of criteria, is indispensable for the usability of a tool.

For a few included tools [3,18,27,28,30,31], some criteria were excluded because they were considered inappropriate for the assessment of trustworthiness or not applicable in the current context (eg, criteria related to electronic commerce and marketing or drug-specific criteria) (see Multimedia Appendix 2). The criterion “breadth and volume” was excluded because it would disadvantage information sources that were designed for one pathology or treatment. Moreover, the specificity of an information source did not necessarily affect the quality, and small volume sources may contain useful information for practitioners.
Practical Implications

As digitization is continuing in the health care sector and point-of-care information may play an increasingly important role in the daily practices of health care professionals, a valid evaluation tool for this kind of medical information is necessary. The usability of such a tool may depend on the user. Tools meant for health care professionals need to be short, whereas tools meant for external organizations that aim to validate information sources may be more comprehensive.

The current situation is problematic: There is no standard, valid tool available for health care professionals for a proper assessment of medical, point-of-care information. The use of the AGREE II instrument for the assessment of clinical guidelines was previously associated with enhanced guideline adoption: increased guideline endorsements, an increase in overall intentions to use guidelines, and an increase in overall quality of guidelines [8]. Therefore, the use of a tool for assessment of point-of-care information may improve the quality and use of this kind of information. Based on the results of this review, we suggest that such a tool should evaluate author-related information and evidence-based methodology. The items from the categories “website quality,” “website design and usability,” and “website interactivity” can be used to assess whether an information source is truly point-of-care information.

Limitations

When we performed the literature search for this review, we noticed the absence of a common terminology for assessment of trustworthiness of point-of-care information. This is a limitation of this review that might have affected the output of the literature search. A broad search was needed to cover all tools used for different applications in medicine. Similarly, Kwag et al [4] noticed that point-of-care information summaries use different terms. We agree with their statement that a standard definition would be beneficial for the PubMed Mesh vocabulary.

A standard risk-of-bias assessment on each tool could not be performed, as no standard to assess this is currently available. Therefore, it was not possible to distinguish methodologically sound tools from those that are methodologically weak. However, each tool was checked for potential risk of bias in the developmental phase, such as lack of validity and reliability assessment.

Conclusion

In conclusion, this systematic literature review identified 17 different tools for the assessment of the trustworthiness of point-of-care information. These tools encompass a variety of items, but to date, a standard, validated tool is nonexistent. The results of this review may contribute to the development of a standard tool, which may enhance the quality and trustworthiness of point-of-care information in the longer term.
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Abstract

**Background:** Online information on electronic cigarettes (e-cigarettes) may influence people’s perception and use of e-cigarettes. Websites with information on e-cigarettes in the Chinese language have not been systematically assessed.

**Objective:** The aim of this study was to assess and compare the types and credibility of Web-based information on e-cigarettes identified from Google (in English) and Baidu (in Chinese) search engines.

**Methods:** We used the keywords *vaping* or *e-cigarettes* to conduct a search on Google and the equivalent Chinese characters for Baidu. The first 50 unique and relevant websites from each of the two search engines were included in this analysis. The main characteristics of the websites, credibility of the websites, and claims made on the included websites were systematically assessed and compared.

**Results:** Compared with websites on Google, more websites on Baidu were owned by manufacturers or retailers (15/50, 30% vs 33/50, 66%; *P* < .001). None of the Baidu websites, compared to 24% (12/50) of Google websites, were provided by public or health professional institutions. The Baidu websites were more likely to contain e-cigarette advertising (*P* < .001) and less likely to provide information on health education (*P* < .001). The overall credibility of the included Baidu websites was lower than that of the Google websites (*P* < .001). An age restriction warning was shown on all advertising websites from Google (15/15) but only on 10 of the 33 (30%) advertising websites from Baidu (*P* < .001). Conflicting or unclear health and social claims were common on the included websites.

**Conclusions:** Although conflicting or unclear claims on e-cigarettes were common on websites from both Baidu and Google search engines, there was a lack of online information from public health authorities in China. Unbiased information and evidence-based recommendations on e-cigarettes should be provided by public health authorities to help the public make informed decisions regarding the use of e-cigarettes.

**KEYWORDS**
electronic nicotine delivery system; electronic cigarette; online health information; internet-based information

Introduction

Electronic cigarettes (e-cigarettes) are also called electronic nicotine delivery systems or nicotine vaping products, although nicotine-free e-cigarettes exist. Users of e-cigarettes inhale a vapor that may contain nicotine by heating a solution with battery power. Since the first patent of e-cigarettes in 2003 in China, different types of e-cigarettes have been developed [1], and 80% of the global e-cigarette products are manufactured in China [2]. More recently, *heat-not-burn* tobacco (HNBT)
products have been developed to electronically heat processed tobacco to produce aerosol without combustion [3], and they have been increasingly used in Japan and many other countries [4].

Along with dramatically increased popularity, the potential impact of e-cigarettes on public health remains controversial [5]. Available research evidence indicates that the use of e-cigarettes is considerably less harmful than the use of traditional combustible cigarettes; hence, e-cigarettes have been recommended for smokers as cessation aids or harm reduction alternatives [6]. However, some researchers or tobacco control experts remain skeptical about the impact of e-cigarettes on public health for the following reasons. First, e-cigarettes are not risk free, and there is limited evidence on the effects of e-cigarettes for smoking cessation [7]. Second, possible gateway effects may increase smoking initiation among young people [8,9]. E-cigarettes may be categorized differently as tobacco products, therapeutic products, or consumer products by authorities in different countries [10]. Although the sale and use of e-cigarettes are unregulated in many countries (eg, mainland China), they have been banned for sale in some countries (eg, Australia and Brazil) but encouraged for smoking cessation or harm reduction in others (eg, United Kingdom) [11,12].

There are very different prevalence rates of use of e-cigarettes across countries [5]. The prevalence of current use of e-cigarettes in 2018 was 6.3% in England [13] and only 0.9% in China [14]. The high prevalence of current use of e-cigarettes in the United Kingdom could be explained by various public health and health organizations’ recommendation of e-cigarettes as cessation aids or less harmful alternatives for smokers. Nonetheless, the very low prevalence of current use of e-cigarettes in China is noteworthy, which is contrasting to a high prevalence of cigarette smoking, largely unregulated e-cigarette marketing, and substantial amount of global e-cigarette products made in China [2].

Online advertising is an important approach for manufacturers and retailers to marketing e-cigarettes and accessories. A systematic review found an association between exposure to online marketing and intention to use or trial use of e-cigarettes [15]. Furthermore, the internet remains an important source of health information for the general public, and the increased availability of mobile phones has facilitated the internet access globally [16]. A study found that 80% of those studied used internet search engines to look for information on e-cigarettes, and online information may influence people’s perception and use of e-cigarettes [17].

A study evaluated websites of e-cigarette manufacturers in China and concluded that e-cigarette marketing should be better regulated [18]. However, online information on e-cigarettes in Chinese has not been systematically assessed. This study aimed to assess and compare types and credibility of Web-based information on e-cigarettes identified from Google (in English language) and Baidu (in Chinese language) search engines.

### Methods

#### Search for and Inclusion of Relevant Websites

We found no studies on keywords used by ordinary users to search for online information on e-cigarettes. The term *electronic cigarette* was used in a study of websites of e-cigarette manufacturers in China [18]. Therefore, we used keywords *vaping* or *e-cigarettes* for Google search engine and equivalent Chinese characters for Baidu search engine. The Google search was conducted in England, and the Baidu search was conducted in Wuhan, China, on January 21, 2019. The Google search provided approximately 19 million results, and the Baidu search showed approximately 37 million results. Considering that typical internet users would focus on a limited number of Web search pages and restrictions of available time and other resources, we selected the first 50 unique and relevant websites from each of the 2 search engines, after excluding duplicates, irrelevant websites, and those that were no longer active.

#### Data Extraction and Analysis

We developed a data extraction form, which was tested and revised using the first 4 included websites from each of the 2 search engines (Multimedia Appendix 1). Then, 2 authors independently extracted information from included websites (TC, YD, and GC from Baidu websites and SG and DQ from Google websites). To ensure consistency in data extraction, a third author (FS) compared and checked all extracted data and made an arbitrary decision for any disagreements between reviewers.

We extracted the following data from the relevant websites: characteristics of the website, main messages regarding the use of e-cigarettes, and website credibility (Multimedia Appendix 1). Claims regarding e-cigarettes were categorized as smoking cessation claims, health claims, social claims, and age restriction warnings, according to the method used by Hsu et al [1]. From e-cigarette advertising websites, we collected data on types of e-cigarettes, including Cigalike (closed system), eGo (open system), and Mods (advanced personal vaporizers). We also recorded whether HNBT products were mentioned, although HNBT are products different from e-cigarettes.

Quality of included websites was assessed using the Quality Evaluation Scoring Tool (QUEST) [19]. The QUEST has been validated in a previous study and can be used to assess the quality of online information from the following 6 aspects: authorship, attribution, conflict of interest, currency, complementarity, and tone of claims. We removed the *complementarity* item for patient-physician relationship from the QUEST tool because it is of limited relevance in this study. In addition, attribution (evidence source) was revised to distinguish single and multiple studies and systematic reviews. For a website, the quality score ranges from 0 to 28, in which a higher score indicates a better website quality (see Multimedia Appendix 1 for more details).

We summarized data extracted from included websites in tables and reported percentages of the main website characteristics. Differences in the proportion of websites with certain...
characteristics between Google and Baidu search engines were tested using Pearson chi-square test or Fisher exact test if any of the expected cell sizes were less than 5. Two-sample Wilcoxon rank-sum method was used to test the difference in the total QUEST score between websites from Google and Baidu search engines. Statistical significance was defined as 2-sided \( P \leq 0.05 \). Stata/Special Edition 14.2 (StataCorp LLC, USA) software was used for statistical analysis.

**Results**

**Characteristics of Included Websites**

The main characteristics of included websites are shown in Table 1. All the included websites from Baidu search engine were located in mainland China. For the websites from Google search engine, 24 were located in the United States, 20 in the United Kingdom, and 6 in other countries (including 1 each in Australia and Canada, 2 in New Zealand, and 2 with unclear locations). Providers of the included websites from Baidu search engine were mostly e-cigarette manufacturers/retailers (33/50, 66%) and mass media or information technology (IT) services (15/50, 30%). None of the included websites from Baidu search engine were owned by public or health professional institutions. For the 50 websites from Google search engine, 12 (24%) were owned by public or health professional institutions, 15 (30%) by e-cigarette manufacturers or retailers, 12 (24%) by media or IT companies, and 11 (22%) by charity or not-for-profit nongovernment organizations (Table 1).

Compared with websites from Google search engine, those from Baidu search engine were more likely to contain e-cigarette advertising (37/50, 74% vs 15/50, 30%; \( P < .001 \)) and user feedback (21/50, 42% vs 11/50, 22%; \( P = .03 \)), but they were much less likely to provide information on health education (3/50, 6% vs 30/50, 60%; \( P < .001 \)). In addition, relatively more Baidu websites provided e-cigarette–related news, although the difference in the proportion was statistically nonsignificant (\( P = .14 \)). Contents covered by the included websites were similar from the 2 search engines, including descriptions about what are e-cigarettes, e-cigarettes’ harm or risk, and the role of e-cigarettes for smoking cessation (Table 1). However, websites from Baidu search engine were less likely to consider regulation issues than those from Google search engine (\( P = .04 \)).

### Table 1. The main characteristics of included websites.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baidu (N=50), n (%)</th>
<th>Google (N=50), n (%)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Country</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>50 (100)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>0 (0)</td>
<td>24 (48)</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0 (0)</td>
<td>20 (40)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>6 (12)</td>
<td></td>
</tr>
<tr>
<td><strong>Website owner</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Public or health professional institutions</td>
<td>0 (0)</td>
<td>12 (24)</td>
<td></td>
</tr>
<tr>
<td>Manufacturer/retailer</td>
<td>33 (66)</td>
<td>15 (30)</td>
<td></td>
</tr>
<tr>
<td>Media/information technology services</td>
<td>15 (30)</td>
<td>12 (24)</td>
<td></td>
</tr>
<tr>
<td>Charity/not-for-profit nongovernment organization/other</td>
<td>2 (4)</td>
<td>11 (22)</td>
<td></td>
</tr>
<tr>
<td><strong>Type of information</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health education</td>
<td>3 (6)</td>
<td>30 (60)</td>
<td></td>
</tr>
<tr>
<td>News</td>
<td>21 (42)</td>
<td>14 (28)</td>
<td>.14</td>
</tr>
<tr>
<td>Advertisement</td>
<td>37 (74)</td>
<td>15 (30)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Blogs/user feedback</td>
<td>21 (42)</td>
<td>11 (22)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Content coverage</strong></td>
<td></td>
<td></td>
<td>.40</td>
</tr>
<tr>
<td>What are e-cigarettes</td>
<td>31 (62)</td>
<td>35 (70)</td>
<td></td>
</tr>
<tr>
<td>E-cigarettes’ harm</td>
<td>32 (64)</td>
<td>40 (80)</td>
<td>.08</td>
</tr>
<tr>
<td>E-cigarettes for quitting</td>
<td>35 (70)</td>
<td>31 (62)</td>
<td>.40</td>
</tr>
<tr>
<td>E-cigarette regulation</td>
<td>23 (46)</td>
<td>33 (66)</td>
<td>.04</td>
</tr>
</tbody>
</table>

\( ^a \)Not applicable.

\( ^b \)\( P \) value for the website owner was a test of null hypothesis that there was no statistically significant difference in the proportion of website owners between Baidu and Google search engines.

\( ^c \)As individual items were not mutually exclusive for type of information and content coverage, \( P \) values for items belonging to these 2 variables were tests of null hypothesis that there was no statistically significant difference in the proportion of an individual item between the 2 search engines.

\( ^d \)e-cigarettes: electronic cigarettes.
Quality of Included Websites
The included websites from Baidu search engine had lower modified QUEST scores than those from Google search engine. The median QUEST score was 5 (range: 0-16) for the Baidu websites and 15 (range: 0-27) for the Google websites ($P<.001$). After excluding websites owned by manufacturers or retailers, the median QUEST score was 6.3 (range: 2-11) for the Baidu websites and 18.8 (range: 9-27) for the Google websites ($P<.001$). Baidu websites tended to be more current (ie, more recently updated) than Google websites (Table 2). However, compared with Google websites, Baidu websites were associated with a higher proportion of no indication of authorship, lacking or inadequate scientific evidence, high risk of conflict of interest, and fully supportive tone of claims (Table 2). For a subgroup analysis of websites not owned by manufacturers or retailers, the differences in quality between Baidu and Google websites were increased for attribution, high risk of conflict of interest, and tone of claims (Table 2). It is noteworthy that information was considered to be unbiased for 20 of the 35 Google websites that were not owned by manufacturers or retailers, whereas information was of high or unclear risk of bias for all of the Baidu websites (Table 2).
Table 2. Modified Quality Evaluation Scoring Tool website quality criteria and scores. For categorical variables with items that were mutually exclusive, a single \( P \) value was obtained from chi-square test. \( P \) values for the Quality Evaluation Scoring Tool score were based on Wilcoxon rank-sum test.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>All included websites</th>
<th>Nonmanufacturers or nonretailers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baidu (N=35), n (%)</td>
<td>Google (N=50), n (%)</td>
</tr>
<tr>
<td>Authorship</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No indication of authorship</td>
<td>44 (88)</td>
<td>33 (66)</td>
</tr>
<tr>
<td>All other indications of authorship</td>
<td>6 (12)</td>
<td>10 (20)</td>
</tr>
<tr>
<td>Author/qualification clearly stated</td>
<td>0 (0)</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Attribution—a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No sources</td>
<td>28 (56)</td>
<td>9 (18)</td>
</tr>
<tr>
<td>Mention of expert source and research findings, but insufficiently</td>
<td>20 (40)</td>
<td>14 (28)</td>
</tr>
<tr>
<td>Reference to at least one identifiable scientific study</td>
<td>2 (4)</td>
<td>10 (20)</td>
</tr>
<tr>
<td>Reference to mainly identifiable scientific studies</td>
<td>0 (0)</td>
<td>17 (34)</td>
</tr>
<tr>
<td>Attribution—b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not available; in vitro, animal, and editorials</td>
<td>46 (92)</td>
<td>23 (46)</td>
</tr>
<tr>
<td>Single journal article</td>
<td>3 (6)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Multiple journal articles</td>
<td>1 (2)</td>
<td>15 (30)</td>
</tr>
<tr>
<td>Systematic reviews of studies</td>
<td>0 (0)</td>
<td>10 (20)</td>
</tr>
<tr>
<td>Conflicts of interest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High risk of conflict of interest</td>
<td>27 (54)</td>
<td>15 (30)</td>
</tr>
<tr>
<td>Unclear risk of conflict of interest</td>
<td>23 (46)</td>
<td>15 (30)</td>
</tr>
<tr>
<td>Unbiased information</td>
<td>0 (0)</td>
<td>20 (40)</td>
</tr>
<tr>
<td>Currency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No date present</td>
<td>7 (14)</td>
<td>25 (50)</td>
</tr>
<tr>
<td>Dated but 1 year old or older</td>
<td>7 (14)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Dated within the last 1 year</td>
<td>36 (72)</td>
<td>22 (44)</td>
</tr>
<tr>
<td>Tone of claims</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fully supported</td>
<td>36 (72)</td>
<td>12 (24)</td>
</tr>
<tr>
<td>Mainly supported</td>
<td>13 (26)</td>
<td>17 (34)</td>
</tr>
<tr>
<td>Balanced/cautious support</td>
<td>1 (2)</td>
<td>21 (42)</td>
</tr>
</tbody>
</table>

Claims on the Included Websites

Table 3 shows claims or messages on the included websites, according to whether websites were owned by manufacturers or retailers. For websites owned by manufacturers/retailers, Baidu websites were more likely to claim that the use of e-cigarettes helped with smoking cessation (22/33, 67% vs 5/15, 33%) and that e-cigarettes were less harmful than combustible cigarettes (20/33, 61% vs 7/15, 47%), although the differences between the 2 search engines were statistically nonsignificant.
(P > .05). Google websites owned by manufacturers/retailers were more likely to claim that the use of e-cigarettes was cheaper than the use of combustible cigarettes (7/15, 47% vs 3/33, 9%; P = .006). An age restriction warning was shown on all Google websites owned by manufacturers or retailers but by only on 10 of the 33 (30%) Baidu websites owned by manufacturers or retailers (P < .001).

After excluding websites owned by manufacturers or retailers, the differences in quitting, health claims, and social claims between Baidu and Google websites were statistically nonsignificant (Table 3). However, 3 of the 17 Baidu websites that were not owned by manufacturers or retailers claimed that e-cigarettes were more harmful than combustible cigarettes, compared with only 1 of the 35 such Google websites (P = .21).

<table>
<thead>
<tr>
<th>Claims</th>
<th>Manufacturer/retailer websites</th>
<th>Nonmanufacturer or nonretailers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baidu (N=33), n (%)</td>
<td>Google (N=15), n (%)</td>
</tr>
<tr>
<td>Electronic cigarette for quitting(^{a})</td>
<td>Help quit</td>
<td>22 (67)</td>
</tr>
<tr>
<td></td>
<td>Not help quit</td>
<td>1 (3)</td>
</tr>
<tr>
<td></td>
<td>Unclear/other</td>
<td>10 (30)</td>
</tr>
<tr>
<td>Health claims(^{a})</td>
<td>Healthier than cigarettes</td>
<td>20 (61)</td>
</tr>
<tr>
<td></td>
<td>More harmful than cigarettes</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td>Unclear/other</td>
<td>13 (39)</td>
</tr>
<tr>
<td>Social claims (multiple choices allowed)(^{c})</td>
<td>Less expensive than cigarettes</td>
<td>3 (9)</td>
</tr>
<tr>
<td></td>
<td>Cleaner than cigarettes</td>
<td>14 (42)</td>
</tr>
<tr>
<td></td>
<td>More socially acceptable</td>
<td>5 (15)</td>
</tr>
<tr>
<td>Age claims/warning(^{a})</td>
<td>Yes</td>
<td>10 (30)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>23 (70)</td>
</tr>
</tbody>
</table>

\(^{a}\)When items belonging to a variable were mutually exclusive, a single P value was obtained from chi-square test for the variable (ie, e-cigarette for quitting, health claims, and age claims).

\(^{b}\)Not applicable.

\(^{c}\)If items for a variable were not mutually exclusive (ie, social claims), a P value was shown for each row from a test of null hypothesis that there was no statistically significant difference in the proportion of the item between the 2 search engines.

**Types of Electronic Cigarettes Advertised**

Table 4 shows types of e-cigarettes advertised on websites from Baidu and Google search engines. Relatively more Google websites were advertising first-generation e-cigarettes than Baidu websites, although the difference was statistically nonsignificant (P = .07). The second- and third-generation types of e-cigarettes were similarly promoted on most advertising websites from both Baidu and Google search engines. However, HNBT products were advertised in much more Baidu websites than Google websites (24/37, 65% vs 1/15, 7%; P < .001).

<table>
<thead>
<tr>
<th>Types of electronic cigarettes</th>
<th>Baidu (N=37), n (%)</th>
<th>Google (N=15), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cigalike</td>
<td>14 (38)</td>
<td>10 (67)</td>
<td>.07</td>
</tr>
<tr>
<td>Advanced personal vaporizers or eGo</td>
<td>27 (73)</td>
<td>14 (93)</td>
<td>.15</td>
</tr>
<tr>
<td>Mods</td>
<td>30 (81)</td>
<td>13 (87)</td>
<td>.63</td>
</tr>
<tr>
<td>Heat-not-burn tobacco</td>
<td>24 (65)</td>
<td>1 (7)</td>
<td>&lt; .001</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

Findings of this study revealed that the overall credibility and quality of the included Baidu websites were much lower than those of the included Google websites. Compared with Google websites, the included Baidu websites were more likely to be owned by manufacturers or retailers, more likely to advertise HNBT products, less likely to focus on health education, and less likely to have an age restriction warning. The included websites from the 2 search engines similarly provided conflicting or unclear claims regarding whether the use of e-cigarettes helped smoking cessation and whether the use of e-cigarettes was more or less harmful and more or less socially acceptable compared with the use of conventional cigarettes.

Claims made on the marketing websites included in this study were similar to those identified by previous studies, including claims that e-cigarettes could help smoking cessation and that e-cigarettes are safer, cheaper, cleaner, and more socially acceptable than combustible cigarettes [15,18,20,21]. However, conflicting or unclear health and social claims about e-cigarettes were made on nonmanufacturer/retailer websites from both Baidu and Google search engines. The public may trust online information from public health authorities more than the online information from manufacturers and retailers. None of public health authority websites were identified from Baidu search engine. From Google search engine, 3 public health authorities’ websites (1 each from Canada [22], the United States [23], and the United Kingdom [24]) clearly support the use of e-cigarettes for smoking cessation and indicate that the use of e-cigarettes was less harmful than cigarette smoking. According to information on 1 of the included Baidu websites (Baidu Wikipedia website on e-cigarettes, endorsed by Chinese Society of Preventive Medicine [25]), the effect of e-cigarettes for smoking cessation was uncertain and the use of e-cigarettes was more harmful than cigarette smoking. Although many advertising websites from Baidu search engine had positive claims on the use of e-cigarettes, there were no credible websites in Chinese language that supported the use of e-cigarettes for smoking cessation or as a safer alternative to cigarette smoking. Further research is required to investigate whether this is a reason for a very low uptake of e-cigarettes at 0.9% in 2018 in China [14], compared with 6.3% in the United Kingdom [13].

To avoid gateway effects of e-cigarette use among young people, some tobacco control experts and public health agencies may stress potential harms of e-cigarettes, and they have been reluctant to support the use of e-cigarettes for smoking cessation or harm reduction [9]. Due to a lack of unbiased information from credible sources, young people in China may be more exposed to marketing information from manufacturers and retailers. E-cigarettes are often displayed as fashion or health products with modern stylish designs to attract young users [26]. Although government agencies in China ban selling of e-cigarettes to underaged young people [27], a large proportion of marketing websites from Baidu search engine had no age restriction warnings.

A public health challenge in China is the very high prevalence of cigarette smoking among men (52.1% in 2015 and 50.5% in 2018) [14]. In addition to other tobacco control measures, it is important to investigate whether the use of e-cigarettes could increase smoking cessation in China, for example, as has being observed in the United Kingdom [6]. However, further research is required to comprehensively understand the public health impact of e-cigarettes on smoking initiation in young people, cessation among current smokers, and changes in all related diseases. Currently, there is an urgent need for unbiased information and evidence-based recommendations on e-cigarettes from public health authorities in China.

Strengths and Limitations

This is the first study to compare information on e-cigarettes between Baidu (in Chinese language) and Google (in English language) search engines. The credibility of and claims on the included websites were systematically assessed. Although the existing study had focused on advertising or marketing websites [18], this study included various websites with information on e-cigarettes.

We included only the first 50 websites from each of the 2 search engines, assuming that ordinary internet users tend to look at the first few search pages. This study considered only websites in Chinese and English language. We used simple terms (e-cigarette or vaping) to identify relevant websites, although internet users might use or add other search terms (eg, harm, risk, and quitting). Therefore, this study may have missed some influential websites.

Conclusions

The overall quality of the included Baidu websites was much lower than that of the included Google websites, although conflicting or unclear claims on e-cigarettes were common on websites from both Baidu and Google search engines. Compared with websites from Google search engine, relatively more websites from Baidu search engine were e-cigarette advertising. Particularly, there was no credible information on e-cigarettes from public health authorities in China. Unbiased information and evidence-based recommendations on e-cigarettes should be provided by public health authorities to help the public make informed decisions regarding the use of e-cigarettes.
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Abstract

Background: The diagnosis of pigmented skin lesion is error prone and requires domain-specific expertise, which is not readily available in many parts of the world. Collective intelligence could potentially decrease the error rates of nonexperts.

Objective: The aim of this study was to evaluate the feasibility and impact of collective intelligence for the detection of skin cancer.

Methods: We created a gamified study platform on a stack of established Web technologies and presented 4216 dermatoscopic images of the most common benign and malignant pigmented skin lesions to 1245 human raters with different levels of experience. Raters were recruited via scientific meetings, mailing lists, and social media posts. Education was self-declared, and domain-specific experience was tested by screening tests. In the target test, the readers had to assign 30 dermatoscopic images to 1 of the 7 disease categories. The readers could repeat the test with different lesions at their own discretion. Collective human intelligence was achieved by sampling answers from multiple readers. The disease category with most votes was regarded as the collective vote per image.

Results: We collected 111,019 single ratings, with a mean of 25.2 (SD 18.5) ratings per image. As single raters, nonexperts achieved a lower mean accuracy (58.6%) than experts (68.4%; mean difference=−9.4%; 95% CI −10.74% to −8.1%; P<.001). Collectives of nonexperts achieved higher accuracies than single raters, and the improvement increased with the size of the collective. A collective of 4 nonexperts surpassed single nonexperts in accuracy by 6.3% (95% CI 6.1% to 6.6%; P<.001). The accuracy of a collective of 8 nonexperts was 9.7% higher (95% CI 9.5% to 10.29%; P<.001) than that of single nonexperts, an improvement similar to single experts (P=.73). The sensitivity for malignant images increased for nonexperts (66.3% to 77.6%) and experts (64.6% to 79.4%) for answers given faster than the intrarater mean.

Conclusions: A high number of raters can be attracted by elements of gamification and Web-based marketing via mailing lists and social media. Nonexperts increase their accuracy to expert level when acting as a collective, and faster answers correspond to higher accuracy. This information could be useful in a teledermatology setting.

(J Med Internet Res 2020;22(1):e15597) doi:10.2196/15597
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Introduction

Background

Accurate diagnosis of pigmented skin lesions requires experience and depends on the availability of specifically trained physicians [1]. The introduction of convolutional neural networks boosted the development of decision support systems that diagnose pigmented skin lesions independent of human expertise [2]. Recently, it has been shown that computer algorithms outperform humans in the diagnosis of most types of pigmented skin lesions, including melanoma (MEL) [3]. Despite their good performance, computer algorithms are not well accepted in the medical community, probably because of the lack of interpretability of the output, suboptimal human-machine interfaces, and insufficient integration in the clinical workflow. Another limitation of algorithms is their decreased performance for out-of-distribution images [4], which impairs their generalizability. Beside machine learning algorithms, other approaches exist that are directed toward delivering expert dermatologic service for the accurate diagnosis of pigmented skin lesions. Store-and-forward telemedicine technologies are well tested for triaging [5,6], but are especially useful in regions where specialist service is not readily available [7]. Most telemedical applications use dermatoscopic images, as dermatoscopy improves the diagnosis of pigmented skin lesions in comparison with examination with the unaided eye [8].

Aside the help of computer algorithms, the use of collective intelligence could improve the accuracy of diagnosis to, or even beyond, the level of experts. Collective intelligence has emerged in the last two decades with the rise of interconnected groups of people and computers, collectively solving difficult tasks [9,10]. In radiology, for example, artificial swarm intelligence has been used to increase the diagnostic accuracy when reviewing chest x-rays for the presence of pneumonia [11].

Objectives

To measure the effect of swarm intelligence for the diagnosis of pigmented skin lesions, we created a publicly available dataset of 10,015 dermatoscopic images and developed a Web-based study platform with elements of gamification. We also aimed at providing a publicly available benchmark dataset with human diagnoses and corresponding metadata that will be helpful for developing and testing future machine learning algorithms.

The aim of this study was to find out whether a collective of nonexperts can reach expert-level (i.e., being frequently consulted by experts and advanced users) accuracy in diagnosing skin cancer on dermatoscopic images and to find out the collective size needed for this.

Methods

Web-Based Training Platform

The Web-based platform DermaChallenge [12], which was developed at the Medical University of Vienna, is an interactive training platform to educate dermatologists and other physicians interested in dermatoscopy via gamification and individual feedback. The platform is split into the back end and the front end, and both are deployed on a stack of well-known Web technologies (Linux, Apache, MySQL, and PHP) at the Medical University of Vienna. The back end is programmed using Laravel (version 5.5) [13] and offers a Representational State Transfer interface to load and persist data as well as JavaScript Object Notation Web tokens to authenticate participants. To protect participants’ data, the Transport Layer Security and Secure Sockets Layer protocol are used to encrypt all communications. The front end is a React (version 16) [14] app optimized for mobile devices (mobile phones and tablets) but can also be used on any other platform via a JavaScript-enabled Web browser. The user interface is based on Semantic UI React [15] components and Redux [16] to manage the state of the application. Before public deployment, 5 users tested the platform.

To participate in the study, participants had to register with a username, a valid email address, and a password. In addition, we asked participants their age (age groups spanning 10 years), gender, country, profession, and years of experience in dermatoscopy. Ordered options for the last item were (1) less than 1 year, (2) opportunistic use for more than 1 year, (3) regular use for 1 to 5 years, (4) regular use for more than 5 years, or (5) more than 10 years of experience. Groups 1 to 4 were regarded as nonexperts and group 5 as experts. The training platform was publicly available; to start playing, only registration had to be completed and the email address had to be verified.

For gamification, the training platform is structured into stepwise levels with different tasks of varying degrees of difficulty. As the platform is available to any user with a valid email address, we needed to verify plausibility of self-declared experience status. For this, the first 3 levels were screening levels and comprised simple domain-specific tasks (assign 1 of the 7 possible diagnoses to 10 cases, separate MELs from non-MELs, and separate seborrheic keratoses from other lesions) to introduce the platform and to assess the basic skills of the participants (see Tschanfdl et al [3]). The target level (level 4) was available only after the completion of 1 round in each screening level (levels 1-3). In the target level, 30 dermatoscopic images were presented to the participants. The images in this level were taken from a master dataset of 10,015 dermatoscopic images (the Human Against Machine with 10000 training images (HAM10000) dataset [17], publicly available at The Harvard Dataverse [18] and the ISIC-Archive [19]), where all malignant diagnoses were verified via histopathology, and ground truth for benign cases was distributed in a similar fashion to the source dataset. The task of the raters in this level was to select the correct diagnosis out of 7 predefined categories: (1) actinic keratosis/intraepithelial carcinoma (AKIEC), (2) basal cell carcinoma (BCC), (3) seborrheic keratosis/solar lentigo/lichen planus–like keratosis (benign keratinocytic lesions, BKL), (4) dermatofibroma (DF), (5) MEL, (6) nevus (NV), and (7) vascular lesions (VASC). In clinical practice, more than 95% of pigmented skin lesions will fall into I of the 7 categories [8]. The batches of 30 images per round had a predefined composition of diseases (3×AKIEC, 4×BCC,
Raters were allowed to play more than 1 round per level. When a round was completed, raters were able to see their scoring rank in an all-time or current month leaderboard for each level and could compare their accuracy with others. To avoid cheating, each image was shown for a maximum of 25 seconds. After 20 seconds, raters received a warning that the system will continue to the next case in 5 seconds. If no answer was given after the time expired, the answer was counted as invalid and not included in this study. After completion of a full round, the participants were able to review their diagnoses and compare them with the correct diagnosis. In the background, the platform stored the selected diagnosis, the current level and round, the answering time, and the screen resolution.

Recruitment, Registration, and Engagement

We used mailing lists, social media posts, and talks at scientific conferences to recruit participants. To compare recruitment strategies, we continuously monitored the number of new registrations and related them to specific recruitment events, if they occurred within 4 days after the event. To analyze registration and dropout, we categorized participants into (1) registered but not verified by email; (2) registered and verified but did not complete any level; (3) registered, verified, played, and completed 1 of the screening levels at least once; and (4) registered, verified, played, and completed all screening levels and the target level at least once. We analyzed engagement with the unbounded retention measure used in game analytics [20] by calculating how many participants returned and played at least one level between 0 and 100 days after their registration. The device types were identified using the free Web analytics software Matomo [21].

Accuracy and Collective Intelligence

We calculated baseline measures of accuracy (ie, correct specific prediction of a disease category, not just malignancy) for each dermatoscopic image and per disease category for single raters. To calculate the measures of accuracy for collective intelligence, we applied bootstrapping (random sampling with replacement), simulating multiple second opinions. We let the size of the collectives range from 3 to 8. Dermatoscopic images for which the number of raters was lower than the size of the virtual collective were excluded. The disease category with most votes (ie, first-past-the-post voting) was regarded as the collective vote per dermatoscopic image; ties were broken at random. This procedure was repeated for answers of nonexperts as well as for the answers with high and low confidence.

We used the answering time as a surrogate measure for the level of confidence for each image. To allow an unbiased comparison, we calculated the mean answering time for every rater individually. Furthermore, if a rater needed more time than the mean individual answering time for the disease category, the level of confidence for a given answer was regarded as low. If, on the other hand, the answering time was lesser than or equal to the individual mean of this specific rater, the level of confidence was regarded as high. The confidence all represents all answers, including low- and high-confidence answers.

The primary outcome metric is the mean accuracy, which we defined as the arithmetic mean of accuracies of every image within a rater group. All calculated accuracies per image were compared pairwise with the baseline accuracy of nonexperts. Point estimates for the difference in accuracy, confidence intervals, and P values were only calculated for pairwise overlapping images among groups. Sensitivity, specificity, and positive and negative predictive values were used when the number of analyzed classes was binary, as for the case of malignancy. As part of this study, the diagnostic groups AKIEC, BCC, and MEL were regarded as malignant and all others (BKL, DF, NV, and VASC) as benign, ie, a prediction of BCC is counted as correct if MEL was the ground truth.

As some raters took the target level significantly more often than others, we restricted the number of rounds per rater to 30 to prevent bias. If the rounds were not completed, we included the answers only if more than 50% of cases (ie, 15 dermatoscopic images) per round were rated.

Statistical Methods and Ethics

Classic measures of diagnostic values (sensitivities, specificities, and predictive values) were calculated per rater group and according to standard formulas [22] for detecting a malignant skin lesion, where prediction of any type of malignant disease category (ie, AKIEC, BCC, or MEL) was considered a correct prediction for any malignant image.

Descriptive continuous values are presented as mean with standard deviation; estimates are provided with 95% confidence intervals. We used paired t tests for comparing the difference in correct answers for images between single raters and bootstrapped collective intelligence procedures. All P values are reported corrected for multiple testing (Bonferroni-Holm [23]) unless otherwise specified, and a 2-sided P value <.05 was regarded as statistically significant. Calculations and plotting were performed using R version 3.4.0 [22] and ggplot2 [24].

The study was approved by the ethics review boards of the University of Queensland (protocol number 2017001223) and the Medical University of Vienna (protocol number 1804/2017). During registration, human raters provided written consent to allow analyzing anonymized ratings. A total of 4 participants demanded all their data to be deleted; therefore, their ratings are not included in this study.

Results

Registration, Recruitment, and Engagement

Of the 2497 individuals (1538/2497, 61.59% female) who registered between June 15, 2018, and June 14, 2019, 44.09% (1101/2497) were board-certified dermatologists, 25.55% (638/2497) were dermatology residents, and 16.58% (414/2497)
were general practitioners. In the 365 days, the survey page was visited 21,948 times. The raters came from 5 continents (Africa, n=112; Asia, n=204; Europe, n=1260; Americas, n=594; and Australia/Oceania, n=327).

The raters used mobile phones in 56.80% (13,042/22,961), a desktop computer in 30.80% (7061/22,925), and a tablet in 6.70% (1546/23,074) of visits to the survey page. The mean time spent on the site per visit was 4 min 37 seconds (SD 3 min 2 seconds). Of the 2497 registered raters, 367 (14.69%) dropped out before playing at least one level, 1330 (53.26%) completed the screening levels and started playing the target level, and 1245 (49.85%) completed the target level at least once. The distribution of age, gender, continent of origin, and experience was similar among registered raters who finished the screening tests and played the target level and those who dropped out. Peaks of registrations could be attributed to specific recruitment events. Most participants were recruited from social media (701/2497, 28.07%) or through mailing lists (732/2497, 29.31%). Only 1.96% (49/2497) of the participants were recruited from scientific meetings; the remaining 40.64% (1015/2497) could not be attributed to a specific event. The highest number of participants recruited per day was 676, after a social media campaign. Without any social media marketing, the number of visitors spanned from 15 to 40 visitors per day (at the time of submission). Participants with less than 1 year of experience had the lowest 30-day unbounded retention rate (21.9%), and participants with less than 3 years of experience had the highest 30-day unbounded retention rate (33.7%).

In the target level, we collected 111,019 single ratings, with a mean of 25.2 (SD 18.5) ratings per image. Only the 4216 images with 8 or more ratings were included in this analysis (AKIEC, n=327; BCC, n=514; BKL, n=1099; DF, n=115; MEL, n=1113; NV, n=907; and VASC, n=142). At the nonexpert level, data of 1208 participants, 4216 different images, 4102 rounds, and 101,271 ratings were included. At the expert level, data of 37 participants, 2609 different images, 193 rounds, and 4762 ratings were included.

Collective Human Intelligence

Table 1 shows the mean accuracies achieved by single experts, single nonexperts, and collectives of nonexperts with different group sizes. We did not calculate the accuracies for the collective intelligence of experts as individual images were not seen by a sufficient number of experts.

<table>
<thead>
<tr>
<th>Experience</th>
<th>Collective size</th>
<th>Confidencea</th>
<th>Mean accuracy, %</th>
<th>Mean difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonexperts</td>
<td>__</td>
<td>All</td>
<td>58.60</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Nonexperts</td>
<td>4</td>
<td>All</td>
<td>64.93</td>
<td>6.33 (6.09 to 6.57)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonexperts</td>
<td>8</td>
<td>All</td>
<td>68.51</td>
<td>9.91 (9.52 to 10.29)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonexperts</td>
<td>—</td>
<td>Low</td>
<td>51.90</td>
<td>−6.20 (−6.77 to −5.64)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonexperts</td>
<td>4</td>
<td>Low</td>
<td>56.01</td>
<td>−2.10 (−2.72 to −1.47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonexperts</td>
<td>8</td>
<td>Low</td>
<td>59.27</td>
<td>1.16 (0.45 to 1.88)</td>
<td>.007</td>
</tr>
<tr>
<td>Nonexperts</td>
<td>—</td>
<td>High</td>
<td>61.40</td>
<td>2.77 (2.44 to 3.09)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonexperts</td>
<td>4</td>
<td>High</td>
<td>65.85</td>
<td>7.22 (6.77 to 7.66)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonexperts</td>
<td>8</td>
<td>High</td>
<td>68.40</td>
<td>9.77 (9.21 to 10.32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Experts</td>
<td>—</td>
<td>All</td>
<td>68.36</td>
<td>9.43 (8.11 to 10.74)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Experts</td>
<td>—</td>
<td>Low</td>
<td>55.61</td>
<td>4.67 (2.27 to 7.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Experts</td>
<td>—</td>
<td>High</td>
<td>74.08</td>
<td>11.91 (10.43 to 13.38)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aConfidence groups denote whether all answers of raters were measured (All) or only answers given with low or high confidence.
bNo collective size.

Nonexperts with low confidence had the lowest mean accuracy (51.9%, SD 28.9), whereas confident experts had the highest mean accuracy (74.1%, SD 41.7). A collective of 8 confident nonexperts had a similar mean accuracy difference to single nonexperts as single experts (+9.77 vs +9.43; P=.73).

Figure 1 shows the mean sensitivity for each of the 7 disease categories for collectives ranging from 3 to 8 compared with the mean sensitivity of single experts and nonexperts. For all disease categories, the mean sensitivity improved with increasing size of the collective. The mean sensitivity for the disease categories VASC and MEL for collectives of 3 raters was already higher than that for single experts. For BCC and BKL, a collective of 5 and 7, respectively, was needed to surpass the mean accuracy of single experts.
Figure 1. Mean accuracy (dots) per disease category of nonexpert collectives (ranging from 3 to 8) compared with the mean sensitivity of single experts, single experts with high confidence, and single nonexperts. AKIEC: actinic keratosis/intraepithelial carcinoma; BCC: basal cell carcinoma; BKL: benign keratinocytic lesions; DF: dermatofibroma; MEL: melanoma; NV: nevus; VASC: vascular lesions.

The mean time to answer a case was below 5 seconds for both nonexperts (4.7 seconds, SD 4.05) and experts (3.9 seconds, SD 3.47), below 3 seconds in case of high confidence (2.8 seconds, SD 1.75 and 2.3 seconds, SD 1.29, respectively), and above 7 seconds in case of low confidence (7.0 seconds, SD 4.74 and 7.0 seconds, SD 4.22, respectively). The sensitivity for malignant cases increased for both nonexperts and experts in the presence of high confidence compared with low confidence (low vs high nonexperts: low 66.3% vs high 77.6% and experts: low 64.6% vs high 77.6%; see Table 2).

Table 2. Diagnostic values measuring detection of malignant skin lesions for different confidence levels.

<table>
<thead>
<tr>
<th>Experience</th>
<th>Collective size</th>
<th>Confidence</th>
<th>Sensitivity, % (95% CI)</th>
<th>Specificity, % (95% CI)</th>
<th>Positive predictive values, % (95% CI)</th>
<th>Negative predictive values, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonexpert</td>
<td>_b</td>
<td>All</td>
<td>73.1 (72.7 to 73.5)</td>
<td>77.4 (77.0 to 77.7)</td>
<td>75.1 (74.7 to 75.5)</td>
<td>75.5 (75.1 to 75.9)</td>
</tr>
<tr>
<td>Nonexpert</td>
<td>4</td>
<td>All</td>
<td>74.6 (73.9 to 75.2)</td>
<td>78.0 (77.5 to 78.5)</td>
<td>74.5 (73.9 to 75.2)</td>
<td>78.0 (77.5 to 78.6)</td>
</tr>
<tr>
<td>Nonexpert</td>
<td>8</td>
<td>All</td>
<td>76.9 (76.3 to 77.5)</td>
<td>80.1 (79.6 to 80.6)</td>
<td>77.0 (76.4 to 77.6)</td>
<td>80.1 (79.5 to 80.6)</td>
</tr>
<tr>
<td>Nonexpert</td>
<td>—</td>
<td>Low</td>
<td>66.3 (65.6 to 67.0)</td>
<td>69.7 (69.1 to 70.4)</td>
<td>69.4 (68.7 to 70.1)</td>
<td>66.7 (66.0 to 67.3)</td>
</tr>
<tr>
<td>Nonexpert</td>
<td>4</td>
<td>Low</td>
<td>68.7 (68.0 to 69.4)</td>
<td>74.6 (74.0 to 75.2)</td>
<td>70.3 (69.7 to 71.0)</td>
<td>73.1 (72.5 to 73.7)</td>
</tr>
<tr>
<td>Nonexpert</td>
<td>8</td>
<td>Low</td>
<td>70.9 (70.3 to 71.6)</td>
<td>76.5 (75.9 to 77.0)</td>
<td>72.5 (71.9 to 73.2)</td>
<td>75.0 (74.4 to 75.6)</td>
</tr>
<tr>
<td>Nonexpert</td>
<td>—</td>
<td>High</td>
<td>77.6 (77.1 to 78.0)</td>
<td>81.6 (81.2 to 82.0)</td>
<td>78.7 (78.3 to 79.2)</td>
<td>80.5 (80.1 to 81.0)</td>
</tr>
<tr>
<td>Nonexpert</td>
<td>4</td>
<td>High</td>
<td>76.9 (76.3 to 77.5)</td>
<td>77.6 (77.0 to 78.1)</td>
<td>74.8 (74.2 to 75.4)</td>
<td>79.5 (79.0 to 80.0)</td>
</tr>
<tr>
<td>Nonexpert</td>
<td>8</td>
<td>High</td>
<td>78.3 (77.7 to 78.8)</td>
<td>79.0 (78.4 to 79.5)</td>
<td>76.3 (75.7 to 76.9)</td>
<td>80.8 (80.2 to 81.3)</td>
</tr>
<tr>
<td>Expert</td>
<td>—</td>
<td>All</td>
<td>74.0 (72.2 to 75.8)</td>
<td>85.8 (84.4 to 87.2)</td>
<td>83.1 (81.4 to 84.7)</td>
<td>77.8 (76.2 to 79.4)</td>
</tr>
<tr>
<td>Expert</td>
<td>—</td>
<td>Low</td>
<td>64.6 (61.3 to 67.8)</td>
<td>77.4 (74.3 to 80.3)</td>
<td>75.6 (72.2 to 78.7)</td>
<td>66.9 (63.7 to 70.0)</td>
</tr>
<tr>
<td>Expert</td>
<td>—</td>
<td>High</td>
<td>79.4 (77.2 to 81.4)</td>
<td>89.7 (88.2 to 91.1)</td>
<td>87.1 (85.2 to 88.9)</td>
<td>83.3 (81.5 to 85.0)</td>
</tr>
</tbody>
</table>

*a*Confidence groups denote whether all answers of raters were measured (All) or only answers given with low or high confidence.

*b*No collective size.
Discussion

Principal Findings

In this study, we showed that collective human intelligence increases the accuracy of nonexperts for the diagnosis of pigmented skin lesions. As collectives, nonexperts reached expert-level accuracies. Although experts were significantly more accurate than nonexperts in general, this difference vanished when average experts were compared with collectives of 8 nonexperts (Table 1). For specific diagnoses, a group of 3 to 8 nonexperts surpassed the sensitivity of the average expert (Figure 1). Potentially, this information could be used for telemedical applications, where a small number of overburdened experts evaluate the majority of referred cases. Small and dynamic groups of physicians, regardless of their expertise, could be used as an alternative to experts. With this strategy, it is possible to recruit raters from a large pool of physicians.

We also found that not all ratings from nonexperts were equally helpful. The ratings given with lower confidence, defined as slow answers in comparison with the mean answer time of a rater, did not increase the accuracy of the collectives of nonexperts. The ratings given with lower confidence even reduced the mean accuracy of small collectives (Table 1). As a consequence, such nonconfident answers should probably be omitted in telemedical applications, which would demand tracking of the time a rater takes to reach a decision. A limitation is that our study rating platform deviated from the real telemedicine platforms as the raters had a maximum of 25 seconds to answer, no option for explanation, and no liability for potential misdiagnoses. Our results with regard to answer time are in line with previous research on a clinical practice colloquially called “if in doubt—cut it out.” Moscarella et al [25] suggested to excise or biopsy lesions for which a specific benign diagnosis cannot be made with confidence. From the data presented herein, the decision boundary on whether there is any doubt may be at about 3 seconds. As we also showed markedly decreased specificity in low-confidence ratings, a mandatory biopsy in those situations may increase unnecessary interventions; instead, alternative assessments may be sought, such as comparison with other lesions, follow-up imaging, or reflectance confocal microscopy.

Strengths and Limitations

In practice, collective intelligence models, as simulated herein, could be harnessed in different ways to obtain second opinions in difficult cases. Although our method is mainly suitable for store-and-forward approaches, one could also think of real-time simultaneous interaction among readers to possibly further increase accuracy [11]. However, such an approach of swarm intelligence would require participants to be engaged continuously throughout the decision process, evaluating and reevaluating their answer depending on the real-time input of the other participants. Such an interactive swarm could be considered closer to a live discussion with colleagues, whereas the collectives simulated in this study are closer to a classic store-and-forward telemedical approach. Our collectives currently have unclear liability in case of a misdiagnosis: would each member of a collective, the provider of a platform offering collectives, or solely the treating physician be accountable for a misdiagnosis? This conundrum will be equally interesting for computer-aided diagnostics as it is conceivable that one or more members of such collectives could be replaced by a computer algorithm behind the scenes.

Our results are promising with regard to the detection of malignant skin lesions. A collective of 8 confident raters was able to raise single nonexperts’ sensitivity from 73.1% to 78.3% and specificity from 77.4% to 79.9%. Interestingly, although the mean specific accuracy of 8 confident nonexperts was at the level of experts (+0.34% difference), their operating point regarding sensitivity and specificity was more in favor of sensitivity. Therefore, such a nonexpert collective would detect more malignant skin lesions at the cost of more interventions. This, however, may be mitigated by a second line of assessments.

The diagnostic accuracy alone will not be the only consideration in a potential implementation of collective ratings in practice. Although the availability of nonexperts is higher than that of experts, the more the nonexperts involved, the higher the costs and the longer it will take to get a collective vote. With regard to the optimal number of nonexperts, the benefits, such as gain in accuracy for each additional rater, will have to be weighed against these costs. For example, 4 confident nonexperts increase the sensitivity substantially in comparison with a single unconfident nonexpert (from 66.3% to 76.9%), but the additional gain achieved by 8 nonexperts is only marginal (78.3%).

In this study, only dermatoscopic images of pigmented skin lesions were included; however, we estimate that similar improvements are possible with nonpigmented tumors and inflammatory diseases [26], which are more challenging in clinical practice, as shown in previous experiments [27]. A remaining obstacle for application in these areas is a much greater number of possible diagnoses.

We also demonstrated that a high number of raters could be attracted by online marketing and by including elements of gamification. Readers with little experience had a lower unbounded retention rate, which can probably be enhanced by adding additional elements of gamification such as avatars, progress bars (ie, Zeigarnik effect [28]), and better individual metrics or adjusting the learning difficulty level to match the participants’ level.
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**Abstract**

**Background:** Remote monitoring of pain using multidimensional mobile health (mHealth) assessment tools is increasingly being adopted in research and care. This assessment method is valuable because it is challenging to capture pain histories, particularly in children and young people in diseases where pain patterns can be complex, such as juvenile idiopathic arthritis (JIA). With the growth of mHealth measures and more frequent assessment, it is important to explore patient preferences for the timing and frequency of administration of such tools and consider whether certain administrative patterns can directly impact on children’s pain experiences.

**Objective:** This study aimed to explore the feasibility and influence (in terms of objective and subjective measurement reactivity) of several time sampling strategies in remote multidimensional pain reporting.

**Methods:** An N-of-1 trial was conducted in a subset of children and young people with JIA and their parents recruited to a UK cohort study. Children were allocated to 1 of 4 groups. Each group followed a different schedule of completion of MPT for 8 consecutive weeks. Each schedule included 2 blocks, each comprising 4 different randomized time sampling strategies, with each strategy occurring once within each 4-week block. Children completed MPT according to time sampling strategies: once-a-day, twice-a-day, once-a-week, and as-and-when pain was experienced. Adherence to each strategy was calculated. Participants completed the Patient-Reported Outcomes Measurement Information System Pain Interference Scale at the end of each week to explore objective reactivity. Differences in pain interference scores between time sampling strategies were assessed graphically and using Friedman tests. Children and young people and their parents took part in a semistructured interview about their preferences for different time sampling strategies and to explore subjective reactivity.

**Results:** A total of 14 children and young people (aged 7-16 years) and their parents participated. Adherence to pain reporting was higher in less intense time sampling strategies (once-a-week=63% [15/24]) compared with more intense time sampling
strategies (twice-a-day=37.8% [127/336]). There were no statistically significant differences in pain interference scores between sampling strategies. Qualitative findings from interviews suggested that children preferred once-a-day (6/14, 43%) and as-and-when pain reporting (6/14, 43%). Creating routine was one of the most important factors for successful reporting, while still ensuring that comprehensive information about recent pain was captured.

Conclusions: Once-a-day pain reporting provides rich contextual information. Although patients were less adherent to this preferred sampling strategy, once-a-day reporting still provides more frequent assessment opportunities compared with other less intense or overburdensome schedules. Important issues for the design of studies and care incorporating momentary assessment techniques were identified. We demonstrate that patient reporting preferences are key to accommodate and are important where data capture quality is key. Our findings support frequent administration of such tools, using daily reporting methods where possible.

(J Med Internet Res 2020;22(1):e14503) doi:10.2196/14503
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Introduction

Chronic Pain in Juvenile Idiopathic Arthritis

Chronic pain is defined as pain that is unpleasant and long lasting with sensory, emotional, cognitive, and social components [1,2]. In children and young people with juvenile idiopathic arthritis (JIA), pain is also unpredictable, which hugely contributes to the burden of living with this long-term disease [3-5]. Children and young people conceptualize their JIA in terms of pain experienced [6], suggesting that for some, this is the most salient feature of their illness. However, health care professionals in pediatric rheumatology sometimes neglect to assess pain because of a lack of time and tools available to do so. In addition, professionals may not perceive pain as a priority for their patients because the focus of consultations may be on disease activity and function rather than pain [7,8]. Pain conversations are difficult to have with patients. The use of assessment tools, which remotely and efficiently collect rich pain data for these patients, could help to overcome this clinical problem.

Multidimensional Mobile Health Pain Assessment

In the general field of pediatric pain, multidimensional assessment using electronic mobile health (mHealth) apps is growing widely and quickly [9]. These tools offer several advantages to researchers, clinicians, and patients, compared with unidimensional, paper-based versions. They enable accurate documentation of complex pain data, reporting patterns and pain fluctuations through time- and date-stamped reports [10-12]; demonstrate better adherence and engagement; avoid recall bias through timely monitoring [13]; and allow for wireless data transport, which can be useful for remote management of symptoms [14].

Remote monitoring of pain for children and young people with JIA is valuable; however, there are some specific administrative challenges for this patient group that need to be further explored before these tools can be effectively implemented. Given that the nature of pain qualities can change daily (and within days) for children with JIA [15], pain assessment should be not only multidimensional but also regular and frequent. However, in diary studies of pediatric pain, there is no consensus on the frequency of reporting. Some studies have adhered to once-a-day reporting, and others have implemented 3-times-a-day sampling strategies [16,17]. Studies also often only collect data for short periods (eg, 1 or 2 weeks) [18]. To our knowledge, no research to date has explored patient preferences in the timing and frequency of ecological momentary assessments (EMAs). EMA is a technique used to assess an individual’s current experiences, as they occur in real time and real-world settings [19]. In most chronic pain studies using EMA, the time sampling strategies are based on researcher decisions, which have little rationale, and are limited in regard to what is acceptable and feasible for patients [20].

Frequency of Administration

Decisions regarding the frequency of pain assessment administration rarely appear to be evidence based. This is a particular concern for health care professionals managing children and young people with JIA because they fear that more intense, regular pain assessment may lead to over-reporting or overexaggeration of pain or pain-related problems [7]. This phenomenon is called measurement reactivity, which is defined as a change in the variable being measured, because of the nature of the measurement method [21,22]. To our knowledge, this effect has not been explored in electronic multidimensional pediatric pain assessment, but now that real-time data collection techniques are becoming commonplace in pediatrics [18], it is important to ensure that these assessment methods are not detrimental to well-being. To this end, changes in the degree of interference caused by pain may provide a useful indicator of the impact of frequent pain assessment. Therapists involved in the care of those with JIA use pain interference rather than measures, such as simple pain intensity scales, to evaluate the outcome of their interventions [7,23]. This approach fits with a broader concept of pain as a motivational state rather than simply a somatic experience [24].

Study Aim

This study aims to investigate patient preferences, feasibility, and influence of several time sampling strategies in remote multidimensional pain reporting. Feasibility studies are used to determine whether an intervention or method is appropriate for real-world use in particular patient groups [25]. In the context of this research study, feasibility referred to the practicability of different self-report schedules, and an N-of-1 trial design
allowed for a comparison of these within the same individuals [26]. We aimed to explore which pain reporting patterns were nonburdensome for children and young people with a complex long-term disease and why from both patients’ and parents’ perspective (as little qualitative research into patients’ reasons for disengaging exists [20]). We also studied the effects of different pain reporting intensities to investigate whether there was any evidence of measurement reactivity in response to using these tools more or less frequently.

Methods

Study Design

This study was a randomized N-of-1 cross-over trial design, which explored the use of 4 different time sampling strategies: once-a-day, twice-a-day, once-a-week, and as-and-when children and young people had pain. These time sampling strategies were chosen based on earlier pilot work in which children and young people with JIA completed My Pain Tracker (MPT; an mHealth multidimensional pain assessment tool, discussed further in the section Materials and Measures) daily for 1 week and discussed how often they thought would be feasible to complete the tool. This study has been reported in accordance with the Consolidated Standards of Reporting Trials extension for reporting N-of-1 trials (Multimedia Appendix 1) [27].

Sample and Recruitment

Children and young people and their parents were recruited from a UK prospective inception cohort study of childhood-onset inflammatory arthritis (the Childhood Arthritis Prospective Study [CAPS]). The CAPS study collects data longitudinally from individuals who were diagnosed with inflammatory arthritis (in at least one joint) present for at least 2 weeks under the age of 16 years and who attend 1 of 5 UK pediatric rheumatology centers [28]. Exclusion criteria are septic arthritis, hemarthrosis, and arthritis caused by malignancy/trauma or connective tissue disorders. CAPS began recruitment in 2001 and collects up to 10 years of data following initial presentation to pediatric rheumatology. New children continue to be recruited currently. Written informed consent was provided for all participants. Assent was also provided by children where appropriate. The study obtained ethical approval as an amendment to CAPS from the UK National Health Service (NHS): Health Research Authority (REC 02/8/104, IRAS 184042).

Eligible children and young people and their parents were identified and contacted by the lead researcher (RRL) to invite them to a participant recruitment event in August 2017 in Manchester, the United Kingdom. Suitability for inclusion in this substudy was based on age (between 5 and 16 years) and English speaking in addition to the CAPS inclusion criteria [28]. Invitation letters and information sheets were sent. Interested children and young people and their parents were encouraged to contact the study team to register and to confirm their attendance at the recruitment event where a presentation about MPT’s development was given, consent/assent was taken, and instructional guidance packs were provided. Children and young people and their parents who were interested but unable to attend the event were enrolled in their own homes. These participants were visited by the lead researcher (RRL), who gave a brief demonstration of how MPT worked before enrollment (completion of consent/assent forms and provision of instructional guidance pack for the study).

Randomization

Children and young people were randomized to 1 of 4 groups (group A, B, C, or D), as they presented to the study using a list of random numbers generated before recruitment by the lead researcher (RRL). Each group followed a different pain reporting schedule, which ran for 8 consecutive weeks, divided into 2 blocks of 4 weeks. Each pain reporting schedule included 4 different time sampling strategies (once-a-day, twice-a-day, once-a-week, and as-and-when the pain was experienced), which were randomized to repeat once within each of the 2 blocks. The randomized scheduling was created using block randomization and finalized before children and young people random allocation (see Figure 1). Children and young people were instructed not to complete MPT on the final day of each week (washout period) before cross over into another schedule to prevent carryover effects into the next schedule. As participants were not switching between interventions (or on any active treatments as part of the study design), only switching between administrative patterns, the anticipation of carryover and lingering effects was minimal. However, this 1-day washout time frame was chosen to balance the risk of any small carryover effects while ensuring that participants did not lose the momentum of using MPT at home. Information about reporting schedules and schedule changes was provided to participants in an instructional guidance pack, which also detailed who to contact if they had problems with MPT or the iPad. All randomization processes were created using Stata version 14.0.
Setting
Data collection occurred in participants’ own homes throughout the North West of England.

Materials and Measures
Remote Mobile Health Multidimensional Pain Assessment
Children and young people were provided with an iPad with MPT for the duration of the study. MPT is a multidimensional remote monitor of pain for children and young people with JIA. The tool’s development is long standing [29-33]. The software underpinning MPT and many of its graphical components first came from a developmentally appropriate computer-aided interview tool developed to facilitate children’s communication about somatic symptoms in a mental health context [30]. The tool was then adapted for use in acute postoperative pain, persistent pain, and, more recently, specifically in JIA [29,33,34]. MPT’s current format is an iPad app (version 1.6.5), which users manipulate to demonstrate pain experiences. Users of MPT are presented with a body manikin and are able to plot a number of different pain facets on the manikin to represent pain: location, symbols, labels/word descriptors, size (severity), throb rate (intensity), and emotion (see Figure 2 for the main user page of MPT). The app takes approximately 5 min to complete, but children and young people can complete it more or less quickly. After recording their pain using the app, an option is available on the main menu whereby users (including parents) can see their 9 most recent historical pain reports. Participants were contacted by the lead researcher at the end of each week to remind them to change to the new time sampling strategy for the following week.
Semistructured Interviews

Children and young people and their parents participated in a semistructured telephone interview following 8 weeks of data collection. The interview schedule consisted of questions about which administrative time sampling strategy children and young people and their parents liked the most and why and which was the most appropriate for long-term use of MPT. Children and young people and their parents were asked whether they observed or noted any changes in pain levels in response to the intensity of pain reporting (subjective pain reactivity at the end of the 8-week study period [35]). Telephone interviews lasted between 30 and 45 min and were audio-recorded and transcribed for analysis.

Pain Interference

Pain interference was assessed at the end of each week using the Patient-Reported Outcomes Measurement Information System (PROMIS) Pain Interference Scale-Short Form, which was either completed by children (those aged 8-16 years) or their parents (children younger than 8 years: the PROMIS Parent Proxy Pediatric Pain Interference Scale-Short Form) [36]. This measure was used to assess objective measurement reactivity (whether there were any actual changes in pain-related variables because of different measurement intensities [35]). Both the PROMIS pediatric and parent forms comprised 8 questions relating to the following aspects of pain interference: physical, psychological, and social functioning [36]. To score these measures, questions were scored on a scale of 0 to 4 (never to almost always) and summed for a final score out of 32 (higher scores represent greater pain interference). Scores could be completed in the presence of missing data if at least 50% of items had been answered. In these cases, overall scores were summed and converted to the same scale as if the total number of items had been completed. Previous work has shown that there is strong item agreement between parent- and patient-reported scores on PROMIS measures [37]. Completed questionnaires were returned in prepaid envelopes, as the study was ongoing.

Data Analysis

Statistical Analyses

Adherence was calculated by examining the recorded number of MPT reports, and expected number of MPT entries completed within each time sampling strategy week (apart from as-and-when time sampling strategy, which had no expected number of entries). Quantitative analyses assessed any difference in pain interference scores when pain was recorded at different frequencies. This was primarily assessed graphically, with Friedman tests used to support conclusions drawn. Friedman tests assumed that pain interference did not systematically change week by week over the study duration, and there was no data autocorrelation by the participant. These assumptions were then assessed in secondary analyses.
The relationship between pain interference and time point (weeks in the study) was assessed using scatterplots and Spearman correlations. The reliability of pain interference scores over time within each time sampling strategy was tested using intraclass correlation coefficients (ICCs).

Previous work has suggested that within N-of-1 trials, simple comparisons of means tests outperform more complex methods, such as mixed effects models and meta-analyses, even in the presence of autocorrelation and carryover effects [38]. However, to confirm that autocorrelation at the participant level did not bias the conclusion drawn from the Friedman analysis, a multilevel linear regression tested differences in pain interference between the 4 time-sampling strategies. Strategies were compared against once-a-day strategy, and participant number was added as a random effect. All analyses were completed in accordance with an intention-to-treat principle using SPSS version 22 and Stata version 14.0.

Qualitative Analyses

Semistructured telephone interview data were analyzed through deductive semantic thematic analysis. Thematic analysis involves identification of meaningful patterns within data and generates rich, detailed accounts of participant’s perspectives [39]. Semantic analysis of data entails that the interpretation of data is largely rooted in the manifest content of participants’ accounts [40]. Recurring ideas and topics from children and young people and their parents were identified. These were organized into major and subthemes in NVivo 10. The themes were identified following a deductive approach, meaning predefined themes (about feasibility of time sampling strategies and perceptions of subjective reactive effects) formed the basis of the major themes. Narrative accounts of data phases were written, which were supported by children and young people and their parent quotations.

Results

Participant Characteristics

A total of 373 eligible CAPS participants were contacted to take part in the study, of which 20 potential participants registered. Of 373 participants, 8 children and their parents were able to attend a recruitment event, and a further 6 wished to be enrolled in the study at their homes. Moreover, 6 children and young people and their parents did not respond when contacted again directly by the researcher to organize a time to visit them. Furthermore, 14 children and young people and their parents took part in the study. Children’s and young people’s demographics and disease characteristics are presented in Table 1. In addition, 2 participants experienced technical difficulties during the study, which meant that MPT data did not save to iPads. This highlighted issues with the technical feasibility of some of the MPT software and the tool itself (but this was not linked to the feasibility of the time sampling strategies tested). Therefore, MPT data from these 2 participants were excluded from the analysis of adherence. Their data were still included in other statistical analyses, as pain interference questionnaires were returned, and in the qualitative analyses, as semistructured interviews were still conducted. All data were collected between August 2017 and January 2018. The full age range for the participants included in the study was 7 to 16 years.

Adherence

Overall adherence (n=12) for each time sampling strategy demonstrated that adherence to once-a-week reporting was highest (15/24, 63% possible reports) followed by once-a-day (85/168, 50.6% total possible reports) and twice-a-day (127/336, 37.8% possible reports) reporting. As-and-when reporting ranged from 0 to 7 reports during the 2 weeks this strategy occurred for participants.

Table 1. Children and young people’s demographics and disease characteristics (N=14).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at the study (years), median (IQR)</td>
<td>12.5 (10.0-14.0)</td>
</tr>
<tr>
<td>Disease duration at the time of the study (years), median (IQR)</td>
<td>4.3 (2.8-7.0)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>9 (64)</td>
</tr>
<tr>
<td><strong>Subtypes of arthritis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Persistent oligoarthritis</td>
<td>6 (43)</td>
</tr>
<tr>
<td>Extended oligoarthritis</td>
<td>1 (7)</td>
</tr>
<tr>
<td>RF(^a)-negative polyarthritis</td>
<td>5 (36)</td>
</tr>
<tr>
<td>RF-positive polyarthritis</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Psoriatic arthritis</td>
<td>1 (7)</td>
</tr>
</tbody>
</table>

\(^a\)RF: rheumatoid factor.

Measurement Effects of Pain Monitoring Frequency on Pain Interference

There were no systematic differences in pain interference between children and young people (n=14) in any of the different pain time sampling strategies using MPT (Figure 3; \(P=.77\)).

There was no correlation between week of participation and pain interference score (\(r=-0.04; P=.68\)). All time sampling strategies generated high test-retest reliability (all ICC over 0.6; see Table 2). When autocorrelation at the patient level was
accounted for in a multilevel regression model, there were no significant differences in pain interference between time sampling strategies, compared with once-a-day strategy (compared with once-a-day strategy: once-a-week, \( P = .98 \); twice-a-day, \( P = .59 \); and as-and-when pain is experienced, \( P = .56 \)).

Figure 3. Boxplots of pain interference score distribution.

<table>
<thead>
<tr>
<th>Time sampling strategy</th>
<th>Median (IQR) (maximum score of 32)</th>
<th>Intraclass correlation coefficient (significance)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Block 1</td>
<td>Block 2</td>
</tr>
<tr>
<td>Once-a-day</td>
<td>5.0 (3.0-12.0)</td>
<td>4.0 (0.0-12.5)</td>
</tr>
<tr>
<td>Twice-a-day</td>
<td>3.5 (0.0-9.0)</td>
<td>5.0 (0.0-13.0)</td>
</tr>
<tr>
<td>Once-a-week</td>
<td>2.5 (0.8-10.0)</td>
<td>4.5 (0.8-9.0)</td>
</tr>
<tr>
<td>As-and-when pain is experienced</td>
<td>5.5 (3.0-13.0)</td>
<td>4.0 (0.0-7.5)</td>
</tr>
</tbody>
</table>

Overview of Qualitative Themes

A total of 2 major themes were deducted from the manifest content of interview data: theme 1: perceived advantages/disadvantages of each time sampling strategy and theme 2: perceived changes in pain experiences during the study (subjective measurement reactivity). Children and young people and their parent preferences for pain reporting strategies are presented in theme 1, and perceptions of subjective measurement reactivity are presented in theme 2, alongside narratives of findings (subthemes). Supporting interview quotations for each theme are presented in Multimedia Appendix 2.
Theme 1: Perceived Advantages/Disadvantages of Each Time Sampling Strategy

An equal number of children and young people preferred once-a-day and as-and-when reporting (6/14, 43%). About 14% (2/14) of children and young people preferred twice-a-day reporting, with only one (1/14, 7%) participant reporting preference for once-a-week reporting. Within parents, 36% (5/13) reported that they most preferred once-a-day reporting, and slightly fewer preferred as-and-when strategy (4/13, 29%). Moreover, 14% (2/13) of parents preferred twice-a-day reporting, with one of these parents suggesting that an even more intensive time sampling strategy would have been appropriate (3 times a day). One parent (1/14, 7%) had no opinion on frequency of administration. Another parent preferred not to speak to the researcher about their preferences for reporting to encourage their child to be independently involved with the study by providing feedback about their use of the app on their own. This parent still provided consent and was present for the young person’s enrollment into the study.

Subthemes

Once-a-Day

Reflecting upon, capturing, and storing comprehensive pain information appeared to be valuable to children and young people and meant they could forget about their pain until the next day. Children and young people found that they could capture pain variations between days, an advantage that could not be accommodated by less intensive time sampling strategies. Once-a-day reporting appeared to be the easiest to remember to complete because it became routine, whereby other regular activities (such as going to bed) provided a cue. For many of the children and young people, completion when they did not have pain became problematic, and completing the app daily became redundant in these cases. Children and young people who experienced pain daily suggested that MPT should include the option to report on how pain might have changed from morning to evening in this schedule. This seemed to show that although for some children and young people, once-a-day reporting was most feasible, capturing within-day variations in pain was still important.

Parents thought that the shorter recall period made the process of comprehending and reporting pain experiences much easier for children and young people. Some parents believed that longer time between reporting made it more difficult to think about what had happened in pain experiences since children had last reported. The preference for the once-a-day time sampling strategy seemed to be apparent for parents regardless of the level of pain, and as for some parents, it was also useful to know their child was not in pain.

Twice a Day

For some children and young people, twice-a-day reporting was most valuable because it captured within-day variations of pain (eg, the difference between morning and evening pain), which was not useful for those whose pain did not change. For other children and young people, it was difficult to space twice-a-day reporting out, so they did not complete 2 consecutive reports too closely together.

Many parents of children and young people expressed concern for how they would be able to manage this intensive reporting schedule when they were busy. Parents believed that because children were too busy to report, the child would rush the pain report and not show exactly how the pain felt. Owing to the intensity of this time sampling strategy, the information captured may have been less meaningful because less effort was put into completion when pain tracking was too frequent.

Once-a-Week

With this less intensive time sampling strategy, children and young people felt less pressure to fill MPT in, and they could escape thinking about pain. However, once-a-week reporting made it difficult to appreciate changes in pain from day to day. The amount of pain information condensed into the 1 weekly report could be problematic, particularly in those with multi-site pain. Children and young people would forget what data they had input during some weeks (how often they had reported and whether they still needed to report at all) or how their pain had been (what types of pain they had, how often, and where the pain was).

As-and-When Pain Is Experienced

The main advantage of as-and-when pain is experienced strategy was reporting flexibility. Some children and young people thought it was useful compared with reporting at times where they might not necessarily have experienced pain. Some children and young people liked that there was not a set amount of times that they had to report pain. The unpredictability of this timing schedule meant that the decision making of when to report was entirely upon the child, which for some was burdensome. For others, the flexibility of the time sampling strategy was problematic because they found it challenging to judge whether they had sufficient pain to report. Some children and young people believed that they should only report pain when it was bad. This was a disadvantage for some because it also meant that this time sampling strategy failed to capture information about when pain was better than usual.

Some children and young people did not like as-and-when reporting because this could be problematic when they were in school. They would forget about pain by the time they were home. For some, they would forget both about the pain they had experienced and to report because they were not prompted to do so. Some parents particularly preferred the as-and-when reporting because they felt that this kind of reporting alerted them to their child being in pain.

Theme 2: Perceived Changes in Pain Experiences During the Study

The majority of children and young people (n=11) and their parents (n=11) did not perceive their pain to have been influenced by assessment frequency. For those who did report subjective reactivity (children and young people=3 and parents=2), it became apparent that there were 2 kinds of subjective measurement reactivity being referred to: cognitive/emotional and actual physical changes in the level of pain.
Subthemes

Cognitive/Emotional Reactivity

For a small number of children and young people (n=3), intensive pain reporting prompted them to think about pain more, which, in turn, made them more aware of it. These participants talked about how they would try to make a conscious effort to not let pain and thoughts about pain interfere with their day. Some children and young people in the study reported that focusing more on pain led them to notice smaller pains, which otherwise would have gone unnoticed or unreported. Children and young people talked about how they would only report pain that was worse than usual because some were used to a constant level of pain living with a chronic condition. Some parents believed that the bigger focus on pain affected their child’s mood and fatigue levels. Parents mentioned that mood and tiredness became worse because children were more aware of the pain (which parents believed their children would rather not think about) with higher frequency reporting. With this increase in the awareness of pain, parents talked about the difficulties of knowing whether to offer their child pain relief. These parents discussed how this difficult decision only seemed to arise when their child was more aware of how pain had felt in the more intense frequency time sampling schedules. It seemed that if children were not prompted to focus on pain for assessment, parents had more confidence in knowing that pain in and of itself was bothering their child.

Physical Pain Reactivity

One parent indicated that their child had experienced a reactive effect on pain severity in response to more intense reporting. In this particular interview, the child themselves did not perceive a change to have occurred. Pain was presumed to worsen by this parent because of the increased attention.

Discussion

Principal Findings

Although mHealth tools are increasingly being used to collect pain data in pediatric chronic pain [9], studies have failed to explore the impact of different time sampling strategies with patients and families [20]. It is important to explore this to develop administrative strategies, which balance reporting burden with the highest quality data collection techniques. Findings from this N-of-1 trial of different time sampling strategies suggest that statistically, there is no objective measurement reactivity with different pain reporting frequencies (in terms of pain interference). Qualitative findings suggest that children and young people and their parents have a preference for once-a-day and as-and-when reporting, but the disadvantages of as-and-when reporting (problematic flexibility and difficulties in remembering to report) far outweigh those cited for once-a-day. For some children and young people, there are perceived changes in emotion and fatigue in response to more intense pain reporting (subjective measurement reactivity). Children and young people demonstrate better adherence to less frequent time sampling strategies (once-a-week and once-a-day) in the short term. However, when reporting more flexibly (as-and-when pain is experienced strategy), some children and young people do not report pain at all, and for others, it can be problematic that good pain days are not captured.

Qualitative findings suggest that daily pain reporting is most feasible and preferred for children and young people with JIA, and quantitative data support that frequency of reporting has no impact on pain experience. Once-a-day strategy captured rich pain data, which children and young people valued and often looked back on in their pain report history (documented in MPT). This schedule enabled children and young people to explore patterns in pain (which would be useful for pain discussions with parents and/or health care professionals), and administration was perceived to be easily incorporated into routine. Although an equal proportion of children and young people preferred as-and-when reporting, there were more disadvantages cited for this time sampling strategy overall. For some, the flexibility of reporting was useful, but for others, this aspect of administration was burdensome because there were challenges associated with deciding when and how to report pain and which pains were significant. There were also difficulties associated with reporting pain experienced during school.

In addition to children’s and young people’s cited disadvantages, there are several methodological issues with event-based reporting, such as as-and-when pain is experienced (participant-initiated reports in response to pain occurrences [19]). In the interpretation of reports, it is impossible to know whether children did not have any pain or whether they did have pain but did not report it for whatever reason. This challenge would make it difficult to compare pain over time within individuals, which would be unfeasible in a clinical/home setting where there is remote data collection involved. Another problem concerns the data that are reported using as-and-when schedules. It is important to understand how and when children and young people define a painful event as occurring, and this would inevitably differ between participants [19]. As highlighted in the findings, some chose to only report unusually bad pain in as-and-when reporting. This schedule is problematic because the open interpretation of when it is necessary to report means that pain, which may be of interest to clinicians and researchers, is not captured.

In this study, patients’ preference was for daily pain reporting, whereas data entries were complete during once-a-week time sampling strategy, which may be an indication of the latter being a less demanding task. A strength of our work is that both subjective perspectives and objective indicators of completion were collected; however, the relative merits of each are important to consider. Lower adherence with a more frequent time sampling strategy still provides a more detailed picture (capturing daily variations) compared with complete but less intensive schedules. For example, a richer dataset is collected when a patient misses 3 of 7 daily reports (less adherent) compared with 1/1 weekly report (more adherent). From both research and health care professionals’ perspectives, a daily time sampling strategy with an incomplete dataset may appear more challenging to analyze, but it provides better contextual information about the pain experience overall. This advantage was also identified in the participant accounts.
Comparisons With Prior Work

In the adult literature, studies using electronic pain diaries have found no evidence of measurement reactivity (objective or subjective) in participants’ data responses [35,41-43]. These papers, however, focused only on reactivity in terms of effects on pain intensity, rather than exploring the relationship between measurement artifacts and other pain-related variables (such as pain interference). Pain-related variables may offer richer contextual information, which is why we chose to explore it in this study. Measurement of pain interference is now recommended as a key outcome in clinical trials [44] and refers to measurement of the extent to which daily activities are interfered with or limited by pain. The assessment of interference is important, especially given that pain intensity does not necessarily correspond with lived experience [45].

It is difficult to disentangle changes in actual experiences (eg, natural fluctuations in pain interference) and whether these would occur regardless of any potential reactive effect, which is an inherent risk of bias in studies such as this [46]. There are ongoing discussions about how to better control for this bias, but to partly address this issue in this study design, the number of measurements was balanced, and the timing of measurement was randomized within individuals and between groups. Furthermore, participants completed measurements of reactivity separate to the intervention, which was being explored (MPT), as they were asked to complete an additional measure (PROMIS pain interference scale), which was administered at weekly time points.

In terms of the implications for clinical pain assessment for those with JIA, this study provides some reassurance for health care professionals that fears about pain focusing or pain overreporting may not be justified [7]. The children and young people and their parents in this study reported few differences in their pain experiences during more intense time sampling strategies. Our findings also have implications for pediatric pain research and clinical assessment of pain. Many pediatric pain studies use scales with time reference periods, which encompass substantial periods, such as 2 weeks or a month’s worth of pain [47]. This study showed that once-a-week reporting was one of the least appropriate time sampling strategies from patients’ and parents’ perspectives because children and young people struggle to condense large time frames of information into 1 singular report. This task is inevitably more difficult in even wider time reference periods.

Strengths and Limitations

The substantial data collection period of this study should be considered a strength, as usually studies drawing on momentary assessment methodology in children and young people with chronic pain have narrow data collection periods (usually between 1, 2, or 3 weeks) [11,17,48]. A further strength of the study was the considerable sample size we recruited for the N-of-1 cross-over trials, which can be a burdensome study design for those involved. Very few N-of-1 trials have been conducted with children and where conducted in adults, it is not unusual to combine trial data from samples of less than 10 participants [26,49]. In N-of-1 trials, the number of data points per participant is considered to be more important than the total sample size [50].

A limitation of data collection is that participants were asked to verbally comment at the end of the study on whether they noticed changes in pain levels in response to the intensity of pain reporting. These subjective perceptions about measurement reactivity were thus based on their memory rather than objective assessment.

A limitation of this specific study design is that we did not explore the impact of random sampling protocols in children and young people (where randomly programmed iPad alerts would have prompted individuals when to report pain). This is the third main sampling type in real-time data collection techniques (in addition to time driven [based on preset schedules, such as once-a-day] and event-triggered [such as as-and-when schedule]). Exploring the feasibility of random scheduling would have allowed for a more complete picture of children’s experiences of using a wider range of momentary assessment techniques. A limit of the study findings is that N-of-1 trial findings are applicable to the patients the trial are conducted with and not for identifying population-level conclusions [51]. The findings of this intensive trial design possibly reflect the attitudes and impact of pain assessment frequency in some children and young people with JIA (we included participants of different ages and of different subtypes), but other patients may have different pain reporting needs that need to be investigated.

Future Research

Future research should aim to explore the experience of perceived subjective measurement reactivity and the quality of these perceptions/changes in more detail. Several children and young people in our study reported some changes in mood and fatigue in their perceived response to more intense reporting schedules, which aligns with concerns that attention to pain leads to overexaggeration of symptoms expressed by health care professional’s perspectives [7]. Given these concerns, it would be interesting to explore health care professionals’ perspectives on these approaches. Further research should identify those patients for whom more frequent assessment of pain might be problematic and particularly emotionally or cognitively demanding. From this, we should develop phenotypes of these individuals to ensure appropriate pain data collection with minimal harm in pediatric pain studies and clinical care using these complex, multidimensional pain assessment tools.

Conclusions

In conclusion, our study highlights that daily reporting of pain using mHealth multidimensional assessments is most feasible in terms of patient preference and adherence in long-term data collection with children and young people with JIA. There was no evidence to support that any timing schedule had an objective impact on pain interference, although there were some perceived changes in mood and fatigue in more intense reporting schedules for some participants. These findings are important for the development of administrative guidelines for remote pain monitoring tools, which accommodate momentary assessment
techniques. Overall, our findings support the use of mHealth multidimensional pain assessment tools regularly and frequently to better capture pain patterns in children and young people with JIA.
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Abstract

Background: Hospitals have been one of the major targets for phishing attacks. Despite efforts to improve information security compliance, hospitals still significantly suffer from such attacks, impacting the quality of care and the safety of patients.

Objective: This study aimed to investigate why hospital employees decide to click on phishing emails by analyzing actual clicking data.

Methods: We first gauged the factors that influence clicking behavior using the theory of planned behavior (TPB) and integrating trust theories. We then conducted a survey in hospitals and used structural equation modeling to investigate the components of compliance intention. We matched employees’ survey results with their actual clicking data from phishing campaigns.

Results: Our analysis (N=397) reveals that TPB factors (attitude, subjective norms, and perceived behavioral control), as well as collective felt trust and trust in information security technology, are positively related to compliance intention. However, compliance intention is not significantly related to compliance behavior. Only the level of employees’ workload is positively associated with the likelihood of employees clicking on a phishing link.

Conclusions: This is one of the few studies in information security and decision making that observed compliance behavior by analyzing clicking data rather than using self-reported data. We show that, in the context of phishing emails, intention and compliance might not be as strongly linked as previously assumed; hence, hospitals must remain vigilant with vulnerabilities that cannot be easily managed. Importantly, given the significant association between workload and noncompliance behavior (ie, clicking on phishing links), hospitals should better manage employees’ workload to increase information security. Our findings can help health care organizations augment employees’ compliance with their cybersecurity policies and reduce the likelihood of clicking on phishing links.

(J Med Internet Res 2020;22(1):e16775) doi:10.2196/16775
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hospitals have been increasing in both number and level of sophistication [5].

Cybersecurity pertains to protecting internet networks and their confidential information from unwanted invasions and accidental leaks [6]. In information security management, humans are the weakest link—any employee who violates information security policies (ISPs) makes their organization vulnerable to a cybersecurity attack [7,8]. Discovering “why” employees fail to comply with ISP is critical in protecting an organization’s information.

Phishing demonstrates this issue. Phishing is the practice of sending emails claiming a false identity to induce individuals to reveal information. These fraudulent emails are tailored to access information systems by targeting those with access to the system. Phishing poses a major cybersecurity risk for 2 reasons: (1) employees usually have detailed knowledge about IS within the organization and access the data frequently during their work and (2) even 1 innocent click could expose the organization to a network of hackers nearly impossible to trace [9-12]. A recent study analyzed phishing campaigns in health care organizations and found that, on average, as much as 14.2% of these phishing emails were clicked on by employees [5]. Organizations have taken steps to address this problem by providing training programs to educate and increase cybersecurity awareness, but these efforts remain insufficient. In fact, research shows that mandatory training programs did not make a large difference on reducing clicking rates on phishing links [13]. Recent evidence indicates that approximately 70% of hospitals fail to establish or uphold sufficient privacy and security measures [14].

To investigate employee’s compliance with ISP, previous research has often focused on cognitive beliefs based on the theory of planned behavior (TPB) [8,9]. TPB has often been validated and is the most commonly used theory to measure different antecedents to ISP compliance [15-18]. However, previous studies have not adequately investigated the components of these cognitive beliefs. One such component is trust. Trust influences how individuals assess cost-benefit considerations and make decisions, and ultimately their behavior [19,20]. Trust has been investigated from a broad range of research directions and has evolved to a widely accepted and established concept [21-24].

Particularly in regard to phishing attacks, 2 major questions remain unanswered: (1) What is the role of trust in predicting employees’ compliance intention? and (2) To what extent does compliance intention correspond to compliance behavior? To address these questions, we drew on the TPB and investigated factors that motivate compliance with information security guidelines. We conducted a survey and used data from phishing campaigns to highlight relationships among employees’ attitudes and behaviors and their actual compliance behavior.

The study consists of 2 steps: First, as a part of phishing tests, employees of hospitals received a faux phishing email. Second, about 6 weeks apart, all individuals (clickers and nonclickers) answered a survey that examined their attitudes and positions toward cybersecurity policy. As we were comparing individuals’ qualitative answers in the survey against their own clicking data, we were able to observe and compare their compliance intention with their actual behavior.

This paper is organized as follows: We first present the theoretical background and the research model. Next, we present our research methods, including the structure of the phishing ploy and the survey. Finally, we present our data analysis, results, and discussion.

Theory of Planned Behavior

TPB has emerged as one of the most influential frameworks for the explanation of human behavior [25,26]. The TPB explains that attitudes, subjective norms, and perception of behavioral controls (see Ajzen [27] for the definitions of these elements) form an individual’s intention to perform a certain behavior—intention is a direct antecedent of the actual behavior. A positive attitude toward ISP is assumed to predict compliance intention. Bulgurcu et al [9] focus on the link between employees’ attitudes toward compliance and their intention to comply and found a positive relationship. Similarly, Ifinedo [28] investigated ISP compliance of managers and IS professionals. These studies concluded that attitude toward compliance, subjective norms, and response efficacy positively influence employees’ general ISP compliance intentions. Although these findings all show that TPB is generally suitable for predicting intention in information security research, the specific context (ie, phishing) is a major influence on the behavioral intention—as the context might substantially influence the outcome. Thus, we build on previous research by proposing that TPB variables are associated with employees’ intention to comply specifically with ISP:

\[ H1a: \text{Attitudes toward ISP is positively related to the intention to comply.} \]
\[ H1b: \text{Subjective norm is positively related to the intention to comply.} \]
\[ H1c: \text{Perceived behavioral controls are positively related to the intention to comply.} \]

Collective Felt Trust

A second factor we believe influences compliance is collective felt trust. In their review, Mayer et al [29] suggest that trust influences employees’ behavior in the sense that it affects risk-taking in relationships and impacts processes and outcomes in an organization. Trust is defined as “a psychological state comprising the intention to accept vulnerability based upon positive expectations of the intentions or behavior of another” [24].

Trust has previously been shown to influence attitudes in the TPB. Pavlou et al [30] investigated whether trust is relevant for the attitude toward a certain product. They found that trust in the person providing a product had a significant effect on attitude toward the product. Management of an organization is responsible for providing a work environment within the company that enables employees to focus on their tasks. Moreover, trust has been shown to impact organizational support and commitment [31,32] and organizational citizenship behavior.
Meta-analytic evidence has shown that by trusting the management, employees feel more committed to their company and will be more willing to follow organizational policies [35]. Several studies report a positive relationship between trust and compliance [36-39]. In addition to this relationship, Deutsch Salamon and Robinson [40] found that felt trust increased employees’ responsibility norms and subsequently their performance. We assume that this effect holds in this context too: Employees that feel trusted by their management consider their behavior more closely to not violate the trust they are being given.

On the basis of these considerations, we argue that collective felt trust influences employees’ attitudes toward ISP and their perceived subjective norms. Thus, we propose:

\[ H3a: \text{Collective felt trust is positively related to the attitudes toward ISP.} \]

\[ H3b: \text{Collective felt trust is positively related to subjective norms.} \]

Trust in Technology

Although trust has often been researched on the interpersonal level, recent developments show that trust in technology is equally important [41,42]. Trust in technology has been shown to increase the acceptance and intention to use technologies [41,43], such as information and technology (IT) artifacts [44] and cloud technologies [45].

When individuals find themselves in risky situations in which they have to depend on technologies, trust in technology becomes essential [46]. Individuals are sensitive to the functioning of that specific technology—similar to trust in people, trust in technology is formed based on the perception of the attributes of technology. Lankton et al [22] suggest differentiating among perceptions of functionality, helpfulness, and reliability as factors affecting trust in technology. In the context of information security, the helpfulness (eg, of an antivirus) is rather limited, although functionality and reliability are highly relevant. High trust in technology will enhance the level of confidence in facing cyber threats. We therefore assume that:

\[ H4: \text{Trust in technology, consisting of (1) reliability and (2) functionality, is positively related to perceived behavioral control.} \]

In situations where individuals perceive a higher threat of cyberattacks, the attention toward potential harms might rise. Johnston et al [11] discuss the influence of fear appeals in IS security and argue that the more severe or susceptible a threat is perceived to be, the fewer individuals rely on the ability of the cybersecurity software. Thus, the higher the perceived risk, the more individuals are expected to pay attention to situations where the software did not adequately eliminate the threat, that is, phishing emails. We therefore propose that:

\[ H5: \text{Perceived risk is positively related to the compliance behavior.} \]

On the other side, employees that face a high workload might not be able to execute cognitive considerations to decide to follow ISP. Employees might even use their high workload as an excuse for violating ISP [12]. In situations where high workload stops employees from paying attention to details of an email, whether intentionally or accidentally, the likelihood of opening a potentially dangerous email might increase. Thus, we propose that:

\[ H6: \text{High workload is negatively related to the compliance behavior.} \]

Putting these hypotheses together, Figure 1 presents our proposed research model.
Table 1. Survey items.

<table>
<thead>
<tr>
<th>Construct and items</th>
<th>Loadings</th>
<th>Cronbach alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Attitudes toward information security policy</strong></td>
<td></td>
<td>.86</td>
</tr>
<tr>
<td>I believe it is beneficial for our organization to establish clear information security policies, practices, and technologies.</td>
<td>0.891</td>
<td></td>
</tr>
<tr>
<td>I believe it is useful for our organization to enforce its information security policies, practices, and technologies.</td>
<td>0.756</td>
<td></td>
</tr>
<tr>
<td>I believe it is a good idea for our organization to establish clear information security policies, practices, and technologies.</td>
<td>0.884</td>
<td></td>
</tr>
<tr>
<td><strong>Subjective norm</strong></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>People who influenced my behavior would think that I should follow the policies and procedures and use the cybersecurity technologies.</td>
<td>0.844</td>
<td></td>
</tr>
<tr>
<td>People whose opinions are important to me would think that I should follow the policies and procedures and use the cybersecurity technologies.</td>
<td>0.955</td>
<td></td>
</tr>
<tr>
<td>People whom I respect would think that I should follow the policies and procedures and use the cybersecurity technologies.</td>
<td>0.952</td>
<td></td>
</tr>
<tr>
<td><strong>Perceived behavioral control</strong></td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>I am able to follow the cybersecurity policies and procedures and technologies (eg, antivirus, or other products).</td>
<td>0.665</td>
<td></td>
</tr>
<tr>
<td>I have the resources and knowledge to follow the policies and procedures and use the cybersecurity technologies.</td>
<td>0.917</td>
<td></td>
</tr>
<tr>
<td>I have adequate training to follow the policies and procedures and use cybersecurity technologies.</td>
<td>0.850</td>
<td></td>
</tr>
<tr>
<td><strong>Intention to comply</strong></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>I intend to follow the information security policies and practices at work.</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td><strong>Collective felt trust</strong></td>
<td></td>
<td>.77</td>
</tr>
<tr>
<td>Management lets me have an impact on issues they find important.</td>
<td>Dropped</td>
<td></td>
</tr>
<tr>
<td>Management does not feel the need to keep an eye on me.</td>
<td>0.773</td>
<td></td>
</tr>
<tr>
<td>Management would be comfortable assigning me a critical task, even if they cannot monitor my actions.</td>
<td>0.735</td>
<td></td>
</tr>
<tr>
<td>Management believes that employees can be trusted.</td>
<td>0.688</td>
<td></td>
</tr>
<tr>
<td><strong>Trust in technology—reliability</strong></td>
<td></td>
<td>.95</td>
</tr>
<tr>
<td>The cybersecurity software at my workplace (eg, antivirus and firewall) is reliable.</td>
<td>0.897</td>
<td></td>
</tr>
<tr>
<td>The cybersecurity software at my workplace does not fail me.</td>
<td>0.939</td>
<td></td>
</tr>
<tr>
<td>The cybersecurity software at my workplace provides accurate service.</td>
<td>0.893</td>
<td></td>
</tr>
<tr>
<td><strong>Trust in technology—functionality</strong></td>
<td></td>
<td>.95</td>
</tr>
<tr>
<td>The cybersecurity software at my workplace has the functionality I need.</td>
<td>0.946</td>
<td></td>
</tr>
<tr>
<td>The cybersecurity software at my workplace has the features required for my tasks.</td>
<td>0.929</td>
<td></td>
</tr>
<tr>
<td>The cybersecurity software at my workplace has the ability to do what I want it to do.</td>
<td>0.909</td>
<td></td>
</tr>
<tr>
<td><strong>Perceived information security risk</strong></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>At my workplace, the risk to my computer and data from Internet security breaches is:</td>
<td>0.704</td>
<td></td>
</tr>
<tr>
<td>At my workplace, the likelihood that my computer will be disrupted due to Internet security breaches within the next 12 months is:</td>
<td>0.918</td>
<td></td>
</tr>
<tr>
<td>At my workplace, the chance that my computer will fall a victim to an Internet security breach is:</td>
<td>0.967</td>
<td></td>
</tr>
<tr>
<td>At my workplace, the vulnerability of my computer and data to Internet security risks is:</td>
<td>0.910</td>
<td></td>
</tr>
<tr>
<td><strong>Workload</strong></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>I feel that the number of requests, problems, or complaints I deal with at work is more than expected.</td>
<td>Dropped</td>
<td></td>
</tr>
</tbody>
</table>
As hospitals’ IT departments knew the identity of clickers, they distributed 1 survey link to employees that had clicked on the phishing link and the other survey link to those that had not. This separation helped facilitate the anonymity of the survey analysis, as we did not ask hospitals for any clicking data. Participants were informed that their participation in our survey was voluntary and anonymous.

By combining these 2 steps, we aimed to independently and systematically assess the extent to which attitudes and attributes are related to the actual clicking behavior. Collecting clicking data in the first step has the advantage that the results are not distorted by the survey. To nullify the concern of whether having clicked or not clicked on the phishing email would influence behavior in the survey, the survey was distributed about 6 weeks after the phishing emails were sent out.

### Measures

The survey contained questions about the personal attitudes toward the company and its ISP. A pilot test was run with 10 researchers to ensure that all questions were clear. A 5-point Likert scale (1=never, strongly disagree, or extremely low; and 5=always, strongly agree, or extremely high) was used for all items except for intention, our only single-item measurement, where a 7-point Likert scale (1=strongly disagree and 7=strongly agree) was used. See recommendations by Fuchs and Diamantopoulos [47] and Wirtz and Lee [48] for using a larger scale for single-item measurements.

All survey items were based on previously validated items to maximize reliability. The 9 constructs of the survey include attitudes, subjective norm, perceived behavioral control, intention [8,25], collective felt trust [29,40], trust in security technology based on reliability and functionality [22,41], perceived security risk [49], and workload [50].

As control variables in addition to the core concepts, we also asked for the average number of emails received daily, age, position (clinical or nonclinical), and education level.

### Data Analysis

The survey was sent to 3169 employees in 3 hospital networks. A total of 488 individuals participated in the study (488/3169, 15.40% response rate). Owing to missing data in variables essential for the proposed research model (eg, Intention to comply), 58 participants were excluded from the analysis. To minimize external influences, we also excluded participants from hospital network C, because from this hospital (a small local hospital), only 33 employees participated in the survey. Together, this led to the exclusion of 91 participants and a final sample of 397 (397/3100, 12.80% overall response rate). Of the remaining participants, 172 were from hospital network A, and 225 were from hospital network B.

Table 2 presents the individual response rates, and Table 3 presents the respondent characteristics of the final sample. The respondent characteristics show that the sample is heterogeneous, having a positive impact on the external validity of this study (see Table 3). As a proxy to test for nonresponse bias, we followed the recommendations by Armstrong and Overton [51] and tested differences in age, gender, position, education, and clicking behavior between early and late respondents. *t* test results show no significant differences between these 2 groups.

To test the strength of the relationship among different constructs and its effect on the actual clicking behavior, we used partial least squared structural equation modeling (PLS) in software SmartPLS (SmartPLS GmbH). PLS was chosen over covariance-based SEM, as it is widely applied in information security research [52] and does not assume a normal distribution, is particularly appropriate for complex models, and its bootstrapping method increases robustness [53].

Before testing the SEM, we assessed the constructs’ loadings and Cronbach alphas to evaluate the reliability of the measurement model. After 2 items were dropped from the analysis, all loadings were above the common threshold value of 0.70 [53]. In addition, Cronbach alphas all exceeded .70, also indicating good reliability [53]. Furthermore, the constructs showed adequate convergent validity as the average variance extracted (AVE) was above 0.68 and composite reliability was above 0.70 for all factors.

Discriminant validity was tested by using the Fornell-Lacker Criterion and Heterotrait-Monotrait ratios. The Fornell-Lacker Criterion indicated that the square root of the AVE of each construct was higher than the construct’s correlation with any other construct [54]. In addition, Heterotrait-Monotrait ratios were below the threshold of 0.9, also confirming discriminant validity for the measurement models [55]. Finally, all variance inflation factors values were below 5, which suggests multicollinearity is unlikely to be a problem [53]. The relevant reliability and validity fit indices on construct level are reported in Table 4.
<table>
<thead>
<tr>
<th>Hospital network and target group</th>
<th>Employees who received the questionnaire (N)</th>
<th>Responses included in the analysis, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hospital network A</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2100</td>
<td>172 (8.20)</td>
</tr>
<tr>
<td>Clicker</td>
<td>1600</td>
<td>122 (7.63)</td>
</tr>
<tr>
<td>Nonclicker</td>
<td>500</td>
<td>50 (10.0)</td>
</tr>
<tr>
<td><strong>Hospital network B</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1000</td>
<td>225 (22.50)</td>
</tr>
<tr>
<td>Clicker</td>
<td>500</td>
<td>109 (21.8)</td>
</tr>
<tr>
<td>Nonclicker</td>
<td>500</td>
<td>116 (23.2)</td>
</tr>
<tr>
<td><strong>Overall sample total</strong></td>
<td>3100</td>
<td>397 (12.80)</td>
</tr>
</tbody>
</table>
**Table 3. Respondent characteristics (N=397).**

<table>
<thead>
<tr>
<th>Category</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>82 (22.09)</td>
</tr>
<tr>
<td>Female</td>
<td>309 (76.28)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>2 (0.47)</td>
</tr>
<tr>
<td>Unanswered</td>
<td>4 (1.16)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>28 (7.05)</td>
</tr>
<tr>
<td>25-34</td>
<td>108 (27.20)</td>
</tr>
<tr>
<td>35-44</td>
<td>70 (17.63)</td>
</tr>
<tr>
<td>45-54</td>
<td>78 (19.65)</td>
</tr>
<tr>
<td>55-64</td>
<td>86 (21.66)</td>
</tr>
<tr>
<td>65-74</td>
<td>19 (4.79)</td>
</tr>
<tr>
<td>≥75</td>
<td>2 (0.50)</td>
</tr>
<tr>
<td>Unanswered</td>
<td>6 (1.51)</td>
</tr>
<tr>
<td><strong>Position</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>221 (55.67)</td>
</tr>
<tr>
<td>Nonclinical</td>
<td>172 (43.32)</td>
</tr>
<tr>
<td>Unanswered</td>
<td>4 (1.01)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>28 (7.30)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>47 (11.84)</td>
</tr>
<tr>
<td>Some college</td>
<td>111 (27.96)</td>
</tr>
<tr>
<td>2-year degree</td>
<td>43 (10.83)</td>
</tr>
<tr>
<td>4-year degree</td>
<td>120 (30.23)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>41 (10.33)</td>
</tr>
<tr>
<td>Unanswered</td>
<td>6 (1.51)</td>
</tr>
<tr>
<td><strong>Emails per day</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>87 (21.91)</td>
</tr>
<tr>
<td>11-20</td>
<td>133 (33.50)</td>
</tr>
<tr>
<td>21-30</td>
<td>72 (18.14)</td>
</tr>
<tr>
<td>&gt;31</td>
<td>101 (25.44)</td>
</tr>
<tr>
<td>Unanswered</td>
<td>4 (1.01)</td>
</tr>
<tr>
<td><strong>Response to phishing email</strong></td>
<td></td>
</tr>
<tr>
<td>Clicker</td>
<td>231 (58.19)</td>
</tr>
<tr>
<td>Nonclicker</td>
<td>166 (41.81)</td>
</tr>
</tbody>
</table>


Table 4. Reliability and validity of measurement model.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Cronbach alpha</th>
<th>Average variance extracted</th>
<th>Composite reliability</th>
<th>Heterotrait-Monotrait ratio</th>
<th>Attitudes</th>
<th>Subjective norm</th>
<th>Perceived behavioral control</th>
<th>Intention to comply</th>
<th>Collective felt trust</th>
<th>Reliability</th>
<th>Functionality</th>
<th>Perceived risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitudes</td>
<td>.88</td>
<td>0.80</td>
<td>0.92</td>
<td></td>
<td>a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Subjective norm</td>
<td>.94</td>
<td>0.89</td>
<td>0.96</td>
<td></td>
<td></td>
<td>0.391</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>.84</td>
<td>0.76</td>
<td>0.90</td>
<td></td>
<td></td>
<td>0.419</td>
<td>0.381</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Intention to comply</td>
<td>N/A b</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
<td>0.486</td>
<td>0.337</td>
<td>0.621</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Collective felt trust</td>
<td>.76</td>
<td>0.69</td>
<td>0.87</td>
<td></td>
<td></td>
<td>0.270</td>
<td>0.208</td>
<td>0.270</td>
<td>0.289</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Reliability</td>
<td>.94</td>
<td>0.89</td>
<td>0.96</td>
<td></td>
<td></td>
<td>0.298</td>
<td>0.251</td>
<td>0.320</td>
<td>0.466</td>
<td>0.324</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Functionality</td>
<td>.95</td>
<td>0.91</td>
<td>0.97</td>
<td></td>
<td></td>
<td>0.289</td>
<td>0.231</td>
<td>0.510</td>
<td>0.382</td>
<td>0.351</td>
<td>0.871</td>
<td>—</td>
</tr>
<tr>
<td>Perceived risk</td>
<td>.93</td>
<td>0.83</td>
<td>0.95</td>
<td></td>
<td></td>
<td>0.117</td>
<td>0.165</td>
<td>0.252</td>
<td>0.270</td>
<td>0.299</td>
<td>0.320</td>
<td>0.196</td>
</tr>
</tbody>
</table>
| Workload                   | .81            | 0.73                       | 0.89                  |                             |           | 0.122         | 0.032                       | 0.224               | 0.146                | 0.219       | 0.161       | 0.188        | 0.178

aTable is symmetric, only the lower triangle is presented.
bN/A: not applicable.

Results

Table 5 reports means, SDs, and zero-order correlations of all latent variables. For testing the SEM, bias-corrected bootstrapping based on a bootstrap sample of 5000 was applied [53]. The standardized paths coefficients and significance levels are presented in Figure 2.

Hypothesis 1 predicted that (1) attitudes toward ISP, (2) subjective norms, and (3) perceived behavioral control are positively related to the intention to comply. This prediction is supported: attitudes toward ISP (beta=.27; P<.001), subjective norm (beta=.08; P=.04), and perceived behavioral control (beta=.44; P<.001) showed significant relationships with intention to comply.

Hypothesis 2 predicted that the intention to comply is positively related to compliance behavior. Contrary to the assumption, our results show that intention and clicking behavior are not significantly related in our analysis (beta=-.03; P=.57). Thus, hypothesis 2 is not supported.

Hypothesis 3 predicted that collective felt trust is positively related to attitudes toward ISP and subjective norms. Our results support this hypothesis: Trust is significantly related to attitudes toward ISP (beta=.23; P<.001) and subjective norm (beta=.18; P=.001).

Hypothesis 4 predicted that trust in security technology, consisting of (1) reliability and (2) functionality, is positively related to perceived behavioral control. Our results support hypothesis 4a (beta=.42; P<.001) but not 4b (beta=.11; P=.15). Thus, trust in security technology is solely based on reliability perceptions.

Hypothesis 5 predicted that a higher perceived risk of cyberattacks is negatively related to the likelihood to click on phishing links. This hypothesis cannot be supported as our results indicate no significant relationship between perceived risk and the behavior to click on phishing links (beta=.10; P=.05).

Finally, hypothesis 6 predicted that high workload is positively related to the likelihood of clicking on phishing links. Our results show that this relationship is indeed significant, supporting this hypothesis (beta=.16; P=.001).

We included several control variables to test whether clicking on a phishing link was different for age groups, education levels, positions (clinical or nonclinical), or the number of emails received per day. None of these variables had a significant effect on the behavior of clicking on the link in the phishing email.
Table 5. Zero-order correlations and descriptive statistics.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Value, mean (SD)</th>
<th>Zero-order correlations</th>
<th>Attitudes</th>
<th>Subjective norm</th>
<th>Perceived behavioral control</th>
<th>Intention to comply</th>
<th>Collective felt trust</th>
<th>Reliability</th>
<th>Functionality</th>
<th>Perceived risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitudes</td>
<td>4.79 (0.42)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective norm</td>
<td>4.42 (0.72)</td>
<td>.38^b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>4.46 (0.38)</td>
<td>.34^b</td>
<td>.34^b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention to comply</td>
<td>6.69 (0.572)</td>
<td>.47^b</td>
<td>.34^b</td>
<td>.58^b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collective felt trust</td>
<td>4.81 (0.88)</td>
<td>.26^b</td>
<td>.21^b</td>
<td>.23</td>
<td>.29^b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reliability</td>
<td>4.09 (0.75)</td>
<td>.28^b</td>
<td>.25^b</td>
<td>.55</td>
<td>.46^b</td>
<td>.32^b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Functionality</td>
<td>4.05 (0.92)</td>
<td>.27^b</td>
<td>.22^b</td>
<td>.49^b</td>
<td>.38^b</td>
<td>.34^b</td>
<td>.87^b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived risk</td>
<td>2.46 (0.84)</td>
<td>-.10</td>
<td>-.16^c</td>
<td>-.24^b</td>
<td>-.26^b</td>
<td>-.29^b</td>
<td>-.32^b</td>
<td>-.20^b</td>
<td></td>
<td>.16^c</td>
</tr>
<tr>
<td>Workload</td>
<td>2.76 (0.72)</td>
<td>-.11</td>
<td>.01</td>
<td>-.18^c</td>
<td>-.12^d</td>
<td>-.19^c</td>
<td>-.14^d</td>
<td>-.17^c</td>
<td>.16^c</td>
<td></td>
</tr>
</tbody>
</table>

^aTable is symmetric, only the lower triangle is presented.

^bP<.001, 2-tailed.

^cP<.01, 2-tailed.

^dP<.05, 2-tailed.

Figure 2. Results of structural equation model.

Evaluating the overall model, we find that the data fit well for intention to comply with an R² of 0.397. The Stone-Geisser test has shown with a Q² value of 0.377 that the model has a large predictive relevance for intention to comply. In contrast, the model explains little variance of the clicking behavior (R²=0.044) and has a small predictive relevance for this construct (Q²=0.040).

Employees from 2 hospital networks were included in this analysis, with 172 participants being employed by hospital network A and 225 by hospital network B. Performing a subgroup analysis, we determined whether the hospital context affected the SEM results. Results of the subgroup analysis show no group differences regarding the (non) significant paths (see Table 6). Hypothesis 1b is only partially supported, as the overall effect is significant here, although no significant effect can be identified in hospitals A and B.

A multigroup analysis (MGA) was performed to test whether any significant differences in these path coefficients exist. The test for measurement invariance shows no significant differences in the measurement models between hospital networks A and B, which indicates that potential differences are not based on measurement error and that MGA provides reliable results at the construct level. In the overall sample, no control variable has a significant effect on the clicking behavior. However, the MGA reveals that the position (clinical vs nonclinical) significantly affects the clicking behavior in hospital B and that this effect differs significantly from the effect in hospital A (|hospital A-B|=0.216; P>.99). On the other hand, in hospital A, education has a significantly negative effect on the clicking behavior. This effect is not observed in hospital B and is significantly different (|hospital A-B|=0.184; P=.99).
Table 6. Results of structural equation model and its multi-group analysis.

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>Overall sample</th>
<th>Hospital A</th>
<th>Hospital B</th>
<th>Multigroup analysis</th>
<th>Assessment of hypotheses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta</td>
<td>$P$ value</td>
<td>Beta</td>
<td>$P$ value</td>
<td>Beta</td>
</tr>
<tr>
<td>H1a</td>
<td>.268</td>
<td>&lt;.001</td>
<td>.367</td>
<td>&lt;.001</td>
<td>.172</td>
</tr>
<tr>
<td>H1b</td>
<td>.083</td>
<td>.04</td>
<td>.105</td>
<td>.09</td>
<td>.053</td>
</tr>
<tr>
<td>H1c</td>
<td>.444</td>
<td>&lt;.001</td>
<td>.403</td>
<td>&lt;.001</td>
<td>.490</td>
</tr>
<tr>
<td>H2</td>
<td>-.037</td>
<td>.45</td>
<td>-.041</td>
<td>.58</td>
<td>-.021</td>
</tr>
<tr>
<td>H3a</td>
<td>.229</td>
<td>&lt;.001</td>
<td>.238</td>
<td>&lt;.001</td>
<td>.234</td>
</tr>
<tr>
<td>H3b</td>
<td>.178</td>
<td>&lt;.001</td>
<td>.179</td>
<td>.02</td>
<td>.178</td>
</tr>
<tr>
<td>H3c</td>
<td>.421</td>
<td>&lt;.001</td>
<td>.424</td>
<td>&lt;.001</td>
<td>.435</td>
</tr>
<tr>
<td>H4a</td>
<td>.112</td>
<td>.15</td>
<td>.144</td>
<td>.20</td>
<td>.087</td>
</tr>
<tr>
<td>H4b</td>
<td>.099</td>
<td>.05</td>
<td>.051</td>
<td>.58</td>
<td>.091</td>
</tr>
<tr>
<td>H5</td>
<td>.157</td>
<td>&lt;.001</td>
<td>.242</td>
<td>&lt;.001</td>
<td>.137</td>
</tr>
</tbody>
</table>

Controls

<table>
<thead>
<tr>
<th></th>
<th>Beta</th>
<th>$P$ value</th>
<th>Beta</th>
<th>$P$ value</th>
<th>Beta</th>
<th>$P$ value</th>
<th>[Difference]</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emails</td>
<td>.063</td>
<td>.26</td>
<td>-.071</td>
<td>.39</td>
<td>.112</td>
<td>.10</td>
<td>.183</td>
<td>.93</td>
</tr>
<tr>
<td>Age</td>
<td>.013</td>
<td>.81</td>
<td>-.070</td>
<td>.36</td>
<td>.027</td>
<td>.72</td>
<td>.097</td>
<td>.82</td>
</tr>
<tr>
<td>Position</td>
<td>.076</td>
<td>.14</td>
<td>-.083</td>
<td>.10</td>
<td>.133</td>
<td>&lt;.001</td>
<td>.216</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Education</td>
<td>.018</td>
<td>.74</td>
<td>-.108</td>
<td>.01</td>
<td>.076</td>
<td>.25</td>
<td>.184</td>
<td>.99</td>
</tr>
</tbody>
</table>

aBeta=effect size.
bNot applicable.

Discussion

Principal Findings

This study investigates the relationship between employees’ compliance intention and their actual compliance with ISPs (ie, not clicking on the phishing link). As hypothesized in H1, we found that attitudes, subjective norm, and perceived behavioral control were positively related to the intention to comply with organizational ISPs. However, contrary to what was suggested in H2, there was no significant relationship between the intention to comply and the compliance behavior itself. In contrast to this finding, previous studies have provided evidence for a positive relationship [56,57]. However, because of the difficulty of observing actual behavior, these studies have relied on self-reported data to assess the relationship between intention and the actual compliance. This process leaves room for method biases because individuals could give desirable answers, or previous answers could influence later answers [58,59]. In a recent review of employees’ security behavior, the authors challenge the assumption that intention predicts behavior in the information security context [15]. In line with this, our results indicate that in the context of phishing emails, intention and compliance might not be as strongly linked as previously assumed. Thus, the role of context in compliance investigations should be carefully considered as it might prove to be highly relevant.

We also found that collective felt trust was significantly related to employees’ attitudes and subjective norms, supporting H3. Higher collective felt trust is associated with more positive attitudes and subjective norms, which in turn positively influence the compliance intention. The results indicate that management can have an influence on how employees perceive security policies. Moreover, the rich literature of trust and control points toward another benefit: Trust in the management reduces the risk that employees perceive security policies as a sign of management distrust in them and their abilities [60]—employees might understand that ISP are not designed to reduce their freedom but to enhance their protection. In addition, with high levels of trust, employees are likely to internalize the organization’s goals and thus are more willing to protect the company by accepting the policies [61,62].

Considering the relationship between trust in technology and perceived behavioral control, we found that only trust in technology based on reliability has a significant influence on an employee’s perceived behavioral control. Trust based on functionality was not significantly related. This finding supports H4a but not H4b. With high trust in information security technologies in use, employees may think that they are more capable of controlling their own behavior. Trust in technology has been shown to increase the adoption of new technologies and has frequently been used in IS literature [63,64]. Such reliance and trust in technology is also seen in health care settings as medical professions constantly introduce or utilize programs that allow most convenient—as well as easy—access to patient records [65]. This is done to ensure that physicians can offer the best care for their patients. Unbeknown to them, however, this also allows for easier access to sensitive personal information for attackers. Furthermore, research on information system security has not yet been adopted into this concept. Thus,
these findings not only contribute to security compliance but also enhance the understanding of application areas for trust in technology.

Moreover, we found no significant effect of perceived risk on compliance behavior, contrary to what was assumed in H5. A reason for this might be that the risk is too abstract for employees or that the perceived benefits in a certain situation outweigh the perceived risk [49]. More specifically, in the health care setting, the risk of clicking on a foreign email or revealing sensitive information would most likely outweigh the risk of patient safety, treatment quality, private information, and data theft—which would be the most plausible explanation for this result [66].

As assumed in H6, we found a significant effect between workload and compliance behavior. As none of the cognitive variables showed a significant relationship with the behavior, the workload is the only variable related to the compliance behavior. This finding is interesting because it offers an insight into the situations in which phishing emails are opened. Any form of noncompliance behavior (in this case, the necessity to cope with a high workload) might lead to less eagerness to follow security policies [12]. Furthermore, high workload might cause unintended noncompliance behavior—high volumes of work could make one click on a phishing link because an overworked employee could have been too occupied to notice the imposed threats [15]. This is especially concerning given that cyberattacks today are extremely hard to detect because they have become extremely intricate; they are targeted attacks that have been carefully planned according to each organization’s needs [67]. Tactics such as social engineering—the act of psychologically manipulating people into revealing personal information or allowing access to a secured server—have been increasingly successful in phishing [68]. More specifically, spear-phishing, a specified type of attack, uses context-specific, sophisticated emails that are tailored to meet individual and company-specific needs. It is difficult to detect—and requires much attention to detect—because the reader must consider the plausibility of the written text—rather than visual or auditory deception [69]. In the case of an overworked, occupied employee, such sophisticated attacks are more likely to be successful.

Practical Implications

Our findings offer a number of practical implications. Practitioners need to consider organizational factors when designing security policies and training programs. Our results show that engaging in trust-building activities can subsequently influence the perception of top management participation and imply that managers need to show that they acknowledge the problems associated with IS security and are able to provide a foundation of security policy and behavior upon which employees can build [8,70,71].

Furthermore, the positive relationship between trust in technology and perceived behavioral control indicates that the feeling of reliance on technology is associated with a higher intention to comply. Besides ensuring good quality of security technologies, managers need to communicate and inform employees about security technologies. If employees cannot learn about the technology in place, they cannot know how much to rely on it. Trust in technology can be developed through training and by enhancing understanding of the technology—see Puhakinen and Siponen [70] and Safa et al [72] for more discussion.

As our results show that in the context of phishing emails, the compliance intention was not related to the actual compliance behavior, hospitals must remain vigilant with vulnerabilities that cannot be easily managed.

Finally, our results present a relationship between workload and noncompliance behaviors. This finding suggests that hospitals should better manage workload to increase information security—for instance, extensive emailing may unnecessarily add to workload. Our observations working with organizations show that in addition to communication with colleagues through emails, individuals receive multiple emails on a daily basis including announcements and other general notes, which add to individuals’ email loads, putting them in more risks of clicking on phishing emails.

Limitations

Although this study provides several insights, it is also subject to some limitations. First, the low response rate and the gender imbalance in our sample might indicate a selection bias. Selection bias is often associated with low generalizability of the results, as it is assumed that only a certain group of people responded to a study. Previous research has reported that response rates are generally low in this field [73,74]. To investigate potential bias that arise from this issue, we checked for nonresponse bias via factor analysis using the principal component as well as marker variable test [59,75,76]. All tests showed nonsignificant results, and although the presence of such bias can never be completely excluded, the results suggest that bias is not an issue in our analysis. We also included gender as a control variable in our model; however, the results showed no significant influence. As gender does not explain additional variance, we excluded this control variable from the analysis.

Although our results provide evidence for an insignificant relationship between intention and behavior, future research should investigate this relationship in a different context to validate these findings. We used a specific case of phishing emails to investigate employees’ compliance in hospitals. As previous studies have shown, the effects between TPB constructs and influencing variables might depend on the underlying scenario. Moody et al [17] found support for TPB in scenarios concerning USB use, workstation logout, and password sharing. The intention-behavior gap might be more relevant in certain situations than in others. For instance, employees might not intend to open a suspicious email but then end up doing it because of spontaneous curiosity or inattentiveness. Moreover, we focused on the hospital industry to keep the sample as consistent as possible. This restriction might limit the generalizability of our results. Organizational factors and governance structure should be considered when transmitting these results to other industry settings.
Finally, we used a generic measure to assess the intention to comply with ISP, which means we asked for general compliance instead of focusing on phishing emails. We did so because (1) we were interested in the general assessment of their own intention to comply and (2) we did not want to influence the response by drawing attention toward phishing specifically. We think that a generic measure is justified in this situation because employees in the investigated hospitals are expected to know about phishing email regulations. In both hospital networks we investigated, information security staff had already raised awareness of this issue among the employees—both hospital networks had antiphishing email training. Therefore, we did not want to draw additional attention to this matter but pose a broader question about general compliance.

Conclusions
Employees’ compliance with policies is a key concern in information security research, especially because even an accidental security breach from a phishing attack could severely impair sensitive patient information and safety in a health care setting. This study focused on factors related to employees’ compliance intention and their actual compliance (ie, not clicking on phishing links) in hospitals. Using the lens of the TPB, we investigated the role of collective felt trust and trust in technology as an influence on attitudes, subjective norms, and perceived behavioral control. We found positive effects between collective felt trust and attitudes toward compliance and subjective norms. Trust in technology was strongly related to perceived behavioral control. In the health care setting, this trust is even more evident and exploited, as previous research revealed that more than half of the information breaches came from within the health care organizations. In addition, employees showed strong preference for trust in electronic records—over paper records—because online systems were easily accessible remotely or offsite and readily available in cases of emergency.

Surprisingly, we did not find an association between the intention to comply and the actual compliance behavior. With major improvements in cyberattack technologies (ie, tailoring information to be specific to the needs of the target audience or organization), it becomes nearly impossible for both employees and servers to filter phishing emails, and so employees with high intention to comply may still fall in the trap of the hackers. However, we found that a higher workload was positively related to noncompliance behavior. This finding suggests that, in the context of phishing emails, context effects are highly relevant.

A major strength of this study is that we separated data collection for the dependent (clicking behavior) and the independent (personal and organizational) variables. This is one of the few studies in information security literature that observed the compliance behavior rather than using self-reported data. This approach enabled us to obtain more reliable outcomes, given that self-reports may differ based on perception and mood, among others. We hope that our findings motivate the information security community to improve current training programs and design effective interventions to increase information security compliance.
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Abstract

Background: Timely, precise, and localized surveillance of nonfatal events is needed to improve response and prevention of opioid-related problems in an evolving opioid crisis in the United States. Records of naloxone administration found in prehospital emergency medical services (EMS) data have helped estimate opioid overdose incidence, including nonhospital, field-treated cases. However, as naloxone is often used by EMS personnel in unconsciousness of unknown cause, attributing naloxone administration to opioid misuse and heroin use (OM) may misclassify events. Better methods are needed to identify OM.

Objective: This study aimed to develop and test a natural language processing method that would improve identification of potential OM from paramedic documentation.

Methods: First, we searched Denver Health paramedic trip reports from August 2017 to April 2018 for keywords naloxone, heroin, and both combined, and we reviewed narratives of identified reports to determine whether they constituted true cases of OM. Then, we used this human classification as reference standard and trained 4 machine learning models (random forest, k-nearest neighbors, support vector machines, and L1-regularized logistic regression). We selected the algorithm that produced the highest area under the receiver operating curve (AUC) for model assessment. Finally, we compared positive predictive value (PPV) of the highest performing machine learning algorithm with PPV of searches of keywords naloxone, heroin, and combination in the binary classification of OM in unseen September 2018 data.

Results: In total, 54,359 trip reports were filed from August 2017 to April 2018. Approximately 1.09% (594/54,359) indicated naloxone administration. Among trip reports with reviewer agreement regarding OM in the narrative, 57.6% (292/516) were considered to include information revealing OM. Then, we used this human classification as reference standard and trained 4 machine learning models (random forest, k-nearest neighbors, support vector machines, and L1-regularized logistic regression). We selected the algorithm that produced the highest area under the receiver operating curve (AUC) for model assessment. Finally, we compared positive predictive value (PPV) of the highest performing machine learning algorithm with PPV of searches of keywords naloxone, heroin, and combination of both in the binary classification of OM in unseen September 2018 data.
more cases with improved performance (129 cases; PPV=0.99). Combined keyword and L1-regularized logistic regression classifier further improved performance (146 cases; PPV=0.99).

Conclusions: A machine learning application enhanced the effectiveness of finding OM among documented paramedic field responses. This approach to refining OM surveillance may lead to improved first-responder and public health responses toward prevention of overdoses and other opioid-related problems in US communities.

(J Med Internet Res 2020;22(1):e15645) doi:10.2196/15645
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Introduction
Background
The more than 47,000 opioid-involved overdose deaths in 2018 in the United States [1,2] insufficiently reflect the nonfatal burden associated with prescription opioid misuse and heroin use (OM) by an estimated 10.3 million people [3]. Timely, precise, and localized surveillance of nonfatal events is needed to define medical treatment trends related to OM and improve response and prevention of overdoses and other opioid-related problems. Timely information sources about nonfatal opioid-related events include hospitals, emergency departments (EDs) [4], and prehospital emergency medical services (EMS). Paramedics routinely encounter patients with symptoms consistent with drug overdose and administer naloxone (an effective opioid antagonist) to reverse symptoms [5]. EMS data have helped estimate opioid overdose incidence, including nonhospital, field-treated cases [6-8]. Frequency of naloxone administration has positively correlated with opioid and heroin overdose-related ED visits [9] and fatal opioid overdose rates [10], suggesting that naloxone administration might be a relevant proxy to monitor need for interventions.

Opioid misuse and heroin use [11] refer to illicit use and nonmedical prescription opioid use for extended periods or for experience and feelings derived from the medication [12]. Naloxone, administered by paramedics to reverse opioid-induced respiratory depression [13,14], might serve as a potential OM sentinel, particularly when OM has resulted in an opioid overdose [5,9,10]. However, as naloxone is often used by EMS personnel in unconsciousness of unknown cause, attributing naloxone administration to opioid overdose and OM may misclassify events as opioid-related. A study of EMS-administered naloxone reported poor sensitivity and low positive predictive value (PPV) for opioid overdose [15].

Objective
Better methods are needed to accurately identify opioid-related problems and trends of OM. To fill this gap, we sought to develop and test a natural language processing (NLP) method that would improve classification of OM among paramedic trip reports with documentation of naloxone administration or evidence of heroin use.

Methods
Setting
Denver Health’s (DH) [16] Paramedic Division is the main provider of EMS for the city and county of Denver. Their record system adheres to the National Emergency Medical Services Information System data standard version 3.4.0 [17]. We processed the following variables for each trip report: free-text narratives, primary impressions, alcohol or drug use note, and list of medications administered by paramedics. Table 1 summarizes the 3 study phases.

The Quality Improvement Committee of DH, which is endorsed by the Colorado Multiple Institutional Review Board at the University of Colorado, Denver, determined that this work did not constitute human subjects research.

Table 1. Summary of study phases to classify emergency medical services trip reports for potential opioid misuse, Denver, Colorado, 2017.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Purpose</th>
<th>Description of methods</th>
<th>Time frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Assess performance of keyword search approaches</td>
<td>Searched trip reports for keywords (ie, “naloxone,” “heroin,” and both combined) and reviewed charts of identified reports to assess positive predictive value</td>
<td>August 2017 to April 2018</td>
</tr>
<tr>
<td>2</td>
<td>Train and test supervised machine learning classification</td>
<td>Guided machine learning models using previous phase’s chart review classification results and selected the highest performing algorithm in binary classification of opioid misuse and heroin use</td>
<td>August 2017 to April 2018</td>
</tr>
<tr>
<td>3</td>
<td>Validate performance measures across approaches</td>
<td>Compared the highest performing machine learning algorithm with the performance of searches of keywords “naloxone,” “heroin,” and combination of both</td>
<td>September 2018</td>
</tr>
</tbody>
</table>

Phase 1: Assess Text String Search Approaches
Naloxone administrations have been previously used to flag potential OM resulting in opioid overdoses [5,9,10], and heroin use implies OM. To reduce the DH EMS dataset to a prescreened subset of all paramedic reports, we searched for presence of keywords naloxone (or narcan) among administered medications or heroin (or misspelled variations herion and
heroin) in trip report narratives between August 1, 2017, and April 30, 2018. No opioid brand names (eg, Oxycontin or Tramadol) were used to identify opioid-related events. Trip reports that included the keywords were reviewed by 2 independent reviewers, both DH paramedics, to answer the question: “Is there narrative evidence (yes, no or unsure) of illicit opioid use or prescription OM (ie, use beyond clinical needs, for extended periods, or for experience and feelings derived from the medication)?” If unsure or when adverse events from opioids did not imply misuse, reviewers were to classify that report as negative. We hypothesized lower false-positive rates for the heroin vs naloxone methods because heroin use implies OM. To visualize trends, weekly potential OM paramedic trip report counts for each search approach were calculated. Pearson correlation coefficients (r) assessed correlation between weekly OM paramedic trip report counts by search approach and reviewer assessments.

Phase 2: Train and Test Supervised Machine Learning Classification

Trip reports with naloxone among administered medications or heroin in narratives, plus reviewer agreement regarding OM in the narrative, served as our reference standard classification for training and validation of machine learning models; trip reports without reviewer agreement were omitted (examples in Multimedia Appendix 1). We removed the blank space between words in all variables, except in narratives, to create single-text entities (ie, DenverHealth instead of Denver Health). We stemmed words and removed stop words (eg, the, a, or and). To prevent overfitting, an 80% training set and 20% test set were created. Training corpus was converted into a document term matrix (terms as columns and documents as rows) that described the frequency of terms that occurred in narratives. To classify trip reports (OM evidence: yes or no), we used NLP machine learning models available from the caret Package [18] on R version 3.4.1 (ie, random forest, k-nearest neighbors, support vector machines, and L1-regularized logistic regression). Values of hyperparameters and parameters for each model were estimated using default configurations (ie, no hyperparameter tuning), which were optimized with 3 repeats of 5-fold cross-validation and then fit to the entire training set. We assessed performance of each model by calculating PPV, negative predictive value (NPV), true-positive rates (TPRs), true-negative rates (TNRs), and areas under the receiver operating characteristic curves (AUCs), and we selected the binary classification algorithm with the highest AUC for subsequent model assessment. Details can be found in authored R code in Multimedia Appendix 2.

Phase 3: Validate Performance Measures Across Approaches

We searched for presence of the keywords naloxone (or narcan) among administered medications or heroin (or misspelled variations herion and heroine) in narratives of unrevealed September 2018 trip reports. Resulting trip reports were manually assessed following the same methodology as in phase 1. We then applied the machine learning classifier selected in phase 2 of the study to the reduced dataset of September 2018 trip reports. We hypothesized that these machine learning models would decrease false-positive classifications of the combined naloxone and heroin search method because the algorithm would have learned and benefited from agreement in human assessments in phase 1. Reviewers’ assessment was used as a reference standard to calculate PPV for each approach.

Results

Phase 1 Findings

In total, 54,359 trip reports were filed, and 1.09% (594/54,359) indicated naloxone administration; reviewers agreed on assessment in 86.9% (516/594) of reports. Among trip reports with agreement, 56.6% (292/516) were considered to include information revealing OM.

Approximately 1.63% (884/54,359) of all trip reports mentioned heroin in the narrative. Reviewers agreed on potential OM assessment in 92.9% (821/884) of these. Among trip reports with agreement, almost all (784/821, 95.5%) were considered to include information revealing OM.

Combined results, where naloxone was administered by paramedics and heroin was mentioned in the narrative, accounted for 2.39% (1298/54,359) of trip reports. Reviewers agreed on potential OM assessment in trip reports in 89.83% (1166/1298) of these. Among trip reports with agreement, more than three-quarters (907/1166, 77.79%) included information consistent with OM.

Weekly counts of keywords mention varied by approach; Figure 1 is annotated to show periods of divergent trends between weekly sums of flagged reports and those affirmed by reviewer assessment. The naloxone approach was not consistent with reviewer assessment trends (r=0.60); the heroin and combined approaches were consistent with reviewer assessment trends (r=0.88 and r=0.90, respectively).
Phase 2 Findings
The reference standard used to train and test machine learning models included details of 1166 naloxone- and heroin-flagged trip reports with positive OM reviewer assessment in phase 1. L1-regularized logistic regression was the highest performing algorithm (AUC=0.94; PPV=0.95; TPR=0.91; NPV=0.72; and TNR=0.84), followed by support vector machines (AUC=0.91; PPV=0.92; TPR=0.92; NPV=0.73; and TNR=0.73), random forest (AUC=0.91; PPV=0.91; TPR=0.95; NPV=0.79; and TNR=0.65), and k-nearest neighbors (AUC=0.81; PPV=0.79; TPR=1; NPV=0.1; and TNR=0.08). L1-regularized logistic regression yielded higher performance than the other algorithms; further statistical analyses, confusion matrices, and features that scored highest are presented in Multimedia Appendix 3.

Phase 3 Findings
Among 5983 September 2018 trip reports, naloxone identified 63 events, and chart review revealed 20 false positives (PPV=0.68). Examples of false positives are presented in Multimedia Appendix 4. Keyword heroin identified 129 trip reports, and chart review revealed 1 false positive (PPV=0.99). Combined naloxone and heroin searches identified 171 trip reports with 20 false positives (PPV=0.88).

L1-regularized logistic regression, the highest performing machine learning algorithm from phase 2, did not identify the one true negative of OM in reports flagged by heroin but identified 18 of the 20 true negatives of OM in reports flagged by naloxone administrations. The classifier identified 146 potential OM events from the 171 trip reports flagged by the combined text search with only 2 false positives. Results are summarized in Table 2. The machine learning classifier produced counts closer to those from reviewer assessment (Figure 2 shows counts for weeks 36 to 39 of 2018).
Table 2. Performance of natural language processing approaches to identify potential opioid misuse and heroin use in unseen September 2018 paramedic trip reports, Denver, Colorado.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Number of identified trip reports by approach (N)</th>
<th>Positive predictive value, n (%)</th>
<th>Correlation(^a) between weekly opioid misuse counts and chart review assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naloxone search among administered medications</td>
<td>63</td>
<td>43 (68.3)</td>
<td>0.86</td>
</tr>
<tr>
<td>Heroin search in narratives</td>
<td>129</td>
<td>128 (99.2)</td>
<td>0.99</td>
</tr>
<tr>
<td>Combined search approach (naloxone or heroin)</td>
<td>171</td>
<td>151 (88.3)</td>
<td>1</td>
</tr>
<tr>
<td>Machine learning(^b) on combined search approach</td>
<td>146</td>
<td>144 (98.6)</td>
<td>0.99</td>
</tr>
</tbody>
</table>

\(^a\)Pearson correlation coefficient.  
\(^b\)L1-regularized logistic regression.

Figure 2. Trends in weekly number of potential opioid misuse events by detection method in paramedic trip reports, Denver, Colorado, September 2018.

Discussion

Principal Findings

This study sought to better understand documentation in paramedic trip reports as a tool to support more effective nonfatal OM surveillance. Accurate detection of potential OM events in survivors of EMS runs can reflect short-term trends in OM-related events at the community and national levels. These are potential leading indicators for assessing the nonfatal magnitude of the opioid crisis in an area.

Fluctuating supplies and introduction of powerful, illicitly manufactured opioids may rapidly change local morbidity and mortality patterns [19,20]. Availability of near real-time data of opioid-related problems from the field may guide prevention and intervention efforts of emergency responders, health care providers, and public health practitioners [4]. Our methods, similar to those used to identify opioid overdose risk [21], could be applied to enhance information accuracy of EMS data for state and local public health departments, an important goal in the Centers for Disease Control and Prevention (CDC) Emergency Response Cooperative Agreement [22].

https://www.jmir.org/2020/1/e15645
Public health agencies in the United States are seeking data sources and data-driven indicators for early warning systems to identify medical consequences of misuse of prescription and illicit opioids [23]. Our study found that naloxone administrations inaccurately identified and underestimated opioid-related paramedic trip events in Denver. This result is compatible with recent findings that naloxone administration was a poor proxy for opioid overdose [15]. Our study also found that EMS-administered naloxone did not reflect trends (rise or fall) in OM-related EMS runs assessed by chart review. By itself, EMS naloxone administration was a poor stand-alone indicator and would benefit from additional information embedded in EMS records.

As a simple alternative, the keyword *heroin* increased over 2.5-fold (from 63 flagged by the current standard [ie, naloxone administrations] to 171) the number of records with potential OM. This strategy flagged OM reports accurately, with only 1 false positive. Combined *naloxone* and *heroin* NLP search increased sensitivity but with substantial false positives. To improve this, we applied a machine learning algorithm that produced both higher sensitivity and specificity. This same tactic, previously employed to identify alcohol misuse in clinical notes of electronic health records [24], could be extended to include more opioid-related terms such as prescription opioid names. New studies should try to assess the effects of including records flagged by keywords such as *heroin* or opioid brand names in model training, testing, and validation.

**Limitations**

Two main limitations were present in this study. First, we used data from only 1 EMS system. Although DH paramedics adhere to a widely used data standard [17], implementation may vary between organizations. Second, calculation of the probability that cases not flagged by NLP methods were truly negative cases (NPV) was impossible as manual chart review of all trip reports would require human effort beyond our capacity.
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Abstract

Background:  Patients are increasingly seeking Web-based symptom checkers to obtain diagnoses. However, little is known about the characteristics of the patients who use these resources, their rationale for use, and whether they find them accurate and useful.

Objective:  The study aimed to examine patients’ experiences using an artificial intelligence (AI)–assisted online symptom checker.

Methods:  An online survey was administered between March 2, 2018, through March 15, 2018, to US users of the Isabel Symptom Checker within 6 months of their use. User characteristics, experiences of symptom checker use, experiences discussing results with physicians, and prior personal history of experiencing a diagnostic error were collected.

Results:  A total of 329 usable responses was obtained. The mean respondent age was 48.0 (SD 16.7) years; most were women (230/304, 75.7%) and white (271/304, 89.1%). Patients most commonly used the symptom checker to better understand the causes of their symptoms (232/304, 76.3%), followed by for deciding whether to seek care (101/304, 33.2%) or where (eg, primary or urgent care: 63/304, 20.7%), obtaining medical advice without going to a doctor (48/304, 15.8%), and understanding their diagnoses better (39/304, 12.8%). Most patients reported receiving useful information for their health problems (274/304, 90.1%), with half reporting positive health effects (154/302, 51.0%). Most patients perceived it to be useful as a diagnostic tool (253/301, 84.1%), as a tool providing insights leading them closer to correct diagnoses (231/303, 76.2%), and reported they would use it again (278/304, 91.4%), with half reporting positive health effects (154/302, 51.0%). Patients who discussed findings with their physicians (103/213, 48.4%) more often felt physicians were interested (42/103, 40.8%) than not interested in learning about the tool’s results (24/103, 23.3%) and more often felt physicians were open (62/103, 60.2%) than not open (21/103, 20.4%) to discussing the results. Compared with patients who had not previously experienced diagnostic errors (missed or delayed diagnoses: 123/304, 40.5%), patients who had previously experienced diagnostic errors (181/304, 59.5%) were more likely to use the symptom checker to determine where they should seek care (15/123, 12.2% vs 48/181, 26.5%; P=.002), but they less often felt that physicians were interested in discussing the tool’s results (20/34, 59% vs 22/69, 32%; P=.04).

Conclusions:  Despite ongoing concerns about symptom checker accuracy, a large patient-user group perceived an AI-assisted symptom checker as useful for diagnosis. Formal validation studies evaluating symptom checker accuracy and effectiveness in real-world practice could provide additional useful information about their benefit.

(J Med Internet Res 2020;22(1):e14679) doi:10.2196/14679
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Introduction

Background

Patients are increasingly seeking to be more involved in their health care [1,2]. As a result, digital health care tools (both online and mobile health tools) have proliferated [3,4], and their use by patients has dramatically increased [5]. Overall, 1 in 3 US adults reported going online to try to self-diagnose a medical condition in 2013 [6]. In addition to searching the internet for health information, use of digital health care tools includes online, artificial intelligence (AI)–assisted symptom checkers for obtaining diagnoses or self-triage [7-10]. A previous report assessed the accuracy of general symptom checkers using patient vignettes [9] and found that diagnostic accuracy (defined as the correct diagnosis being listed first) was 34% and triage advice was appropriate 57% of the time. Accuracy varied considerably among symptom checkers (with a range of 5%-50%), leading to a concern about their use [11,12]. Furthermore, it is unknown if patients [7] use online symptom checkers as a replacement for seeing physicians in person. Also unknown are the rationale why patients use symptom checkers, whether they find them accurate and useful, and if these tools provide them with any benefit.

In light of evidence that approximately 1 in 20 US adults experience a diagnostic error every year (with half incurring severe or permanent harm) [13], the National Academies of Sciences, Engineering, and Medicine recommends the use of patient engagement tools, including symptom checkers and other digital health tools, in efforts to address this issue [14]. As a part of the solution digital health tools offer patients broader, quicker access to health information, [15], but their use may differ among patient groups. Mobile phone use for looking up general health information differs across race and ethnicity (with 67% of African Americans/blacks, 73% of Hispanics, and 58% of whites reportedly doing so) [16] and patients with chronic health conditions tend to have less access to the internet [17]. It is unclear how these patterns would relate to the use of online symptom checkers, but differences in use among these groups of patients could result in disparate benefits of the tools. Furthermore, other patient characteristics, such as previous positive or negative health care experiences, could also alter use, usefulness, and experiences with such tools.

Currently, it is unclear if patients use symptom checkers to supplement medical advice (which is what many of the tool developers suggest in addition to speaking with physicians about the obtained results) or if they are using them as a substitute for in-person health care by seeking in-person health care only if instructed by the symptom checker. Finally, in assessing symptom checker benefits, it is vital to understand patient perspectives [18] after actual use [19] (rather than to just assess their accuracy in fictitious situations as these data may not be ecologically valid). Knowledge about both the benefits of symptom checkers and how they can be improved could maximize patient benefits and minimize unintended consequences (such as cyberchondria, anxiety, or unnecessary health care use—proposed consequences of Web-based medical tools) [20-22].

Objectives

To address current knowledge gaps, we examined user characteristics and experiences and potential consequences of symptom checker use, including subsequent physician discussions around use of the symptom checker in relation to a popular online AI-assisted symptom checker, the Isabel Symptom Checker [23]. In addition, we compared perceptions of the symptom checker in patients who previously experienced errors in diagnosis versus those who did not, because these experiences may affect symptom checker favorability.

Methods

Description of the Isabel Symptom Checker

The Isabel Symptom Checker (Isabel Healthcare) [23] is a free Web-based, AI-assisted symptom checker intended for use by patients (as opposed to the Isabel Differential Diagnosis Generator [Isabel Healthcare] intended for clinicians) and has been shown to have better accuracy than the average symptom checker in a vignette-based study (defined as having the correct diagnosis listed first in 44% of cases compared with an average rate of 34% in the 23 symptom checkers tested) [9]. It currently has over 12,000 registered users globally, with almost 7000 in the United States (not all users register) and the symptom checker completes between 200,000 to 300,000 searches per month [24]. Patients research their symptoms by entering their age range, gender, pregnancy status, geographic location or travel history, and symptoms in everyday language. Using machine learning and a training database of 6000 disease presentations, the symptom checker uses evidence-based natural language processing techniques to create a list of likely diagnoses ranked in order of relevance for the symptoms entered. Patients can sort their likely diagnoses as a top-10 list; a full list of all relevant diagnoses; a list including only red-flag, do-not-miss diagnoses, which indicate that medical advice should be sought immediately; or as a list divided into common versus rare diagnoses. Diagnoses are linked to reference resources, allowing patients to learn more. These resources include the consumer-facing Merck Manual (Merck Sharpe & Dohme Corp) [25], MedlinePlus (National Library of Medicine) [26], a patient version of UpToDate (UpToDate, Inc) [27], and the Mayo Clinic website (Mayo Foundation for Medical Education and Research) [28]. Next steps are provided where users can “contact a doctor,” “find a lab test,” or determine where they should go for medical care using additional triage functionality (using the “Where Now” button). The symptom checker is freely available and provides information for both adult and pediatric patients (see Figure 1 for example screenshot).
Participants

With the help of Isabel Healthcare, we sent email invitations to all registered US users of the Isabel Symptom Checker (4000) to complete an online survey through SurveyMonkey (SurveyMonkey) [29], a commercial survey website. All of these users had registered and used the symptom checker within the last 6 months. On the basis of the limited available internal institutional funding, we were able to offer a survey incentive to only the first 385 respondents, all of whom received US $20 gift card incentives; these available funds thus determined sample size. Local institutional review board approval was obtained at Baylor College of Medicine and written consent was obtained from the participants.

Survey

The survey was created by a multidisciplinary team (authors AM, TG, CS, and HS) with expertise in patient experience, cognitive psychology, psychometrics, internal medicine, and diagnostic errors. It comprises multiple-choice questions, 5-item Likert-type questions (with choices ranging from strongly disagree to strongly agree), and 5 open-ended questions and was designed to elicit information related to 4 main areas (see Multimedia Appendix 1 for full survey):

1. User characteristics (including age, gender, race, level of education, household income, and presence of chronic health conditions; see Multimedia Appendix 2 for full list).

2. Experiences of symptom checker use (including why and how patients used the tool, self-reported health and financial outcomes related to its use [in multiple-choice, Likert-type, and open-ended versions], whether they thought the symptom checker gave them useful information for their health problem, whether they followed the symptom checker’s advice to go to the emergency department (ED) if advised to do so, how easy to use and useful the tool was, and whether the tool led them closer to correct diagnoses; see Multimedia Appendix 3 for full list).

3. Experiences discussing symptom checker results with physicians (whether patients discussed symptom checker use with physicians, and if so, physicians’ receptiveness to patients’ use of the tool [including an open-ended question further detailing those experiences], and if not, why they chose not to [in both multiple-choice and open-ended versions]; see Multimedia Appendix 4 for full list).

4. Personal experience of an error in diagnosis previously (defined for them as whether or not they have ever been given either the wrong diagnosis for a health concern or not given any diagnosis for a health concern that they were seeking medical help for; this includes both multiple-choice questions and an open-ended response, where participants could detail their diagnostic error experiences).

After development, the survey was pilot tested in both paper and online forms with 5 and 13 patients, respectively, and correspondingly refined to increase readability and understandability by simplifying and clarifying the language.
Data Analysis
All data were summarized using descriptive statistics, except open-ended responses, which were coded using content analysis. In addition, we compared demographics, experiences around Isabel Symptom Checker use, and subsequent interactions with physicians between users who had previously experienced diagnostic errors and those who had not using independent t tests, Chi-square, or Fisher exact tests where appropriate. We also conducted additional subanalyses using Chi-square or Fisher exact tests to determine whether certain behaviors (following the advice of the symptom checker and going to the ED and talking to one’s doctor about Isabel results) were associated with other demographics. All tests were two tailed, done using IBM SPSS Statistics 22 (IBM Corporation), and considered significant when \( P < .05 \).

Results

Sample
From the sample of 385 respondents, 329 provided mostly complete (>90% of the survey was complete) and relevant data (18 participants’ responses were excluded for not completing >90% of the questions and 38 because they described using the tool as a medical professional for either education or diagnosing patients when elaborating on the question, “What prompted you to use the Isabel Symptom Checker?” after choosing the “Other” response). Only data from the 329 nonexcluded respondents are reported. The mean time to complete the survey was 12:21 (SD 10:43) min.

User Characteristics
Mean respondent age was 48.0 (SD 16.7) years; most of them were women (230/304, 75.7%), white (271/304, 89.1%), with bachelor’s degrees or higher (191/302, 63.2%), and had less than US $100,000 in household income (216/287, 75.3%), health care coverage (296/304, 97.4%), and chronic health conditions (216/329, 65.7%; Multimedia Appendix 2).

Experiences Around Symptom Checker Use
Patients most commonly used the symptom checker to better understand what could cause their symptoms (232/304, 76.3%). The next most common reasons included to decide whether to seek in-person health care (101/304, 33.2%), to decide what health care setting to visit (eg, primary or urgent care: 63/304, 20.7%), to get medical advice without going to the doctor (48/304, 15.8%), or to better understand the diagnosis made by their doctor (39/304, 12.8%). Many respondents used the symptom checker before (119/304, 39.1%) or both before and after seeing a physician (113/304, 37.2%). Of additional note, of the 26 patients given advice to proceed to the ED, 14 (54%) did. Most users thought the symptom checker gave them useful information for their health problems (274/304, 90.1% either strongly agreeing or agreeing) with about half reporting positive health effects (154/304, 51.0%). Although over half were neutral in terms of benefitting financially (172/303, 56.8%); most found the symptom checker useful: perceiving it to be satisfying (263/304, 86.5%), easy to use (182/303, 60.1%), useful as a diagnostic tool (253/301, 84.1%), and providing them with insights leading them closer to correct diagnoses (231/303, 76.2%). In addition, most reported they would use it again (278/304, 91.4%; Multimedia Appendix 3).

Open-ended responses detailing effects on health based on what participants learned most often included positive consequences (168/175, 96.0%). Most often, patients conveyed that symptom checker use enabled them to determine whether their condition might be serious, which helped them distinguish when to seek medical attention based on symptoms and severity (49/175, 28.0%; see Multimedia Appendix 5 for additional findings). Similarly, open-ended responses about financial effects were mostly positive (64/69, 93%) and most often related to reporting fewer doctor visits post–symptom checker use (34/69, 49%; see Multimedia Appendix 5 for additional findings).

Experiences Discussing Symptom Checker Results With Physicians
Of those who visited physicians after using the tool (213/304, 70.1%), almost half discussed the findings with their physicians (103/213, 48.4%). Their experiences were mixed, but patients more often felt physicians were interested (42/103, 40.8%) than not interested (24/103, 23.3%) in learning about the tool’s results. Similarly, patients more often felt their physicians were open (62/103, 60.2%) than not open (21/103, 20.4%) to discussing the tool’s results (Multimedia Appendix 4). In open-ended responses, patients described both positive (15/29, 52%) and negative (14/29, 48%) interactions with their doctors when discussing their Isabel results. For example, the most often talked about positive experience discussing the results with physicians was the perception that physicians were open to the use of Isabel (6/29, 21%), yet the most often talked about negative experience was frustration on behalf of the patients during such discussions (7/29, 24%; see Multimedia Appendix 5 for additional findings).

Patients who chose not to discuss the findings with their physicians (110/213, 51.6%) did so because of various concerns, including thinking their doctors would not approve of their use of the tool or the doctors would think the patients mistrusted them or were trying to second guess or replace them by using the tool (see Multimedia Appendix 4). In the corresponding open-ended response, they most often described not discussing the results with their doctors because of worry about pushback or concerns about their physicians’ reactions (21/52, 40%; see Multimedia Appendix 5 for additional findings).

Previous Experiences of Diagnostic Errors
More than half of the patients reported previously experiencing diagnostic errors (181/304, 59.5%). Females made up 80.7% (146/181) of the diagnostic error group but only 68.3% (84/123) of the nonerror group (see Multimedia Appendix 2; \( P = .01 \)). In addition, patient users reporting previous diagnostic errors reported having more doctor visits in the last year (10.4 vs 4.1 visits; \( P < .001 \); had higher use of online resources to obtain medical information, including sources other than WebMD or Google (35/181, 19.3% vs 10/123, 8.1%; \( P = .01 \)); and were more likely to have arthritis (88/169, 52.1% vs 38/121, 31.4%; \( P < .001 \)), asthma (47/166, 28.3% vs 15/117, 12.8%; \( P = .002 \)), or other chronic health conditions (93/181, 51.4% vs 25/123, 20.7%).
Users who previously experienced diagnostic errors were also more likely to use the Isabel Symptom Checker to determine where they should seek care (48/181, 26.5% vs 15/123, 12.2%; \( P=.002 \)) and to use it both before and after seeing a doctor (rather than at only one time point; 86/181, 47.5% vs 27/123, 22.0%; \( P<.001 \)). They were also more likely to experience positive health benefits from the symptom checker compared with others (98/181, 54.1% vs 56/121, 46.3%; \( P=.03 \)). The diagnostic error group was also more likely to perceive they obtained insights about their diagnoses from the tool (141/180, 78.3% vs 90/123, 73.2%; \( P=.01 \)), and less often found their doctors supportive regarding their use of the tool (61/179, 34.1% vs 48/121, 39.7%; \( P=.02 \); Multimedia Appendix 3).

Users who previously experienced diagnostic errors were more likely to see a doctor after using the symptom checker than those who did not (145/181, 80.1% vs 68/123, 55.3%; \( P<.001 \)), but they were equally likely to discuss the results with their physicians (69/145, 47.6% vs 34/68, 50.0%; \( P=.74 \)). In these conversations, however, they less often felt their doctors were interested in learning about their symptom checker results (22/69, 32% vs 20/34, 59%; \( P=.04 \); Multimedia Appendix 4).

When describing their diagnostic errors in open-ended responses (n=108), patients reported several contributory factors to their diagnostic errors. These included their perceptions that physicians (1) were unable to manage diagnostic uncertainty (33/108, 30.6%), (2) made multiple unnecessary referrals to others when faced with challenging diagnoses (22/108, 20.4%), (3) prioritized financial gains over patient benefit (19/108, 17.6%), (4) unfairly labelled patients (eg, as drug or attention seekers, as drama queens, as having symptoms “all in [their] head[s],” or as not “look[ing] sick”: 16/108, 14.8%), and (5) did not take the time to listen to patients (13/108, 12.0%). Several patients reported harm, including long-term health consequences from errors, such as disability or life-threatening experiences (73/108, 67.6%; see Multimedia Appendix 5 for additional findings).

Additional Behavioral Differences as Related to Demographics

Neither likelihood of going to the ED when the symptom checker suggested (n=25) nor the likelihood of discussing the results with their doctors (assuming they saw a doctor after using the symptom checker; n=217) were significantly related to gender, income, education, or being an underrepresented minority in our sample (see Multimedia Appendix 5 for details).

Discussion

Principal Findings

Patients used an online symptom checker to learn more about what could cause their symptoms, to determine whether to seek care or where, to get medical advice without going to a doctor, or to better understand their diagnosis. Most patients thought the tool gave them useful information for their health problems and thought it provided them with insights leading them closer to correct diagnoses. Half of the patients reported positive health effects. However, the patients who discussed the findings with their physicians conveyed mixed experiences about whether physicians were interested or open about discussing symptom checker results.

Strengths

The strengths of this study are the examination of naturalistic patient experiences and the assessment of subsequent related events, which are often missing from existing digital health tool studies (most previous studies examined vignette-based assessments [30,31] or patients already presenting to their doctors [32-35] with limited follow-up) [7]. Most patients used the symptom checker between 2 weeks and 4 months before the survey, allowing for adequate time for diagnoses to evolve and related subsequent events to occur, such as the completion of diagnostic tests, referrals, treatment, and potential responses to treatment.

Limitations

However, there are several study limitations. As we rely on self-reported data, there is no validation of patient outcomes via some type of medical record audit, making it difficult to assess outcome accuracy. Nonetheless, over time, patients would have enough information to make a determination about the ultimate accuracy of the diagnosis suggested by the tool. In addition, as with all surveys, participants may be subject to acquiescence bias—the tendency to agree with most statements. However, we did not find much evidence for this: despite much agreement with positively worded questions, negatively worded questions were not similarly agreed with (people were not merely agreeing). An additional limitation is that these data represent patient perceptions of only 1 symptom checker, and it is not clear if these results would generalize to other symptom checkers, especially to those that do not utilize AI-assisted natural language searching. We also offered an incentive of a US $20 gift card to the first 385 participants, which may have skewed our sample to people who are quick to respond to emails. Our sample might also be unique: participants had a mean of 8 visits to physicians within the last 12 months, meaning they could be different—perhaps sicker—compared with the general population. However, this population may also be more likely to use such tools given their high interaction with the health care system, so these patterns are still important to understand. In addition, our sample is overwhelmingly female and white, with a mean age of 48 years, thereby reducing our ability to examine demographic differences in terms of experiences or behavior related to symptom checker use. However, this represents user data available from Isabel Healthcare (females represented 62% of users over the last year, with 39% of users aged between 40 and 64 years). It is difficult to know if our sample is representative of typical users in other ways. Finally, this study was not designed to explain the differences in perceptions and experiences between groups who had experienced diagnostic errors versus those who had not, but only to describe them: the reasons for these differences are likely very complicated and future studies could further examine the roots of these differences.
For Additional Discussion

Some findings warrant additional consideration. For example, previous studies show that some underrepresented groups use mobile resources more for obtaining health information [16]. Perhaps these groups are using digital health tools as a substitute for other less-available health resources. Given that the long-term implications of using these tools are not understood, this could represent disparities affecting health outcomes, especially as patients in this study used the tool to triage themselves or get medical advice without going to a doctor. Nonetheless, our sample did not overwhelmingly include underrepresented groups. As such, additional research is needed to further scrutinize disparities related to symptom checker use.

Another finding worth additional consideration is that over half of the respondents reported previously experiencing diagnostic errors. Although this may seem high, this is a selected sample of symptom checker users, many of whom have had multiple interactions with the health care system. We do not intend this to be a population-based estimate. Nonetheless, the National Academies of Sciences, Engineering, and Medicine have extrapolated from large estimates that most Americans will get a wrong or late diagnosis at some point in their lives [14], and population-based surveys suggest that 12% of patients may have been misdiagnosed, so the high rate of misdiagnosis is quite possible in our sample [36]. These patients used the tool at more time points and used more online health resources in general, but they perceived their doctors to be less interested when discussing the tool’s results. This could relate to the higher incidence of chronic diseases reported in this group and more negative health care experiences that often occur in patients with chronic disease [37]. Although past dissatisfaction with the health care system has been linked to increased use of the internet for health-related purposes [38-40], the impact of medical circumstances or past diagnostic errors on the use of alternate health resources (such as symptom checkers) remains ripe for exploration.

Our findings also highlight a disconnect between patients and physicians when it comes to the use of digital health tools. Although the sample was generally enthusiastic and satisfied with the tool, the patients felt their physicians showed mixed receptivity to the information and mixed openness to discussing it. This might discourage future use of such tools and future engagement by patients, similar to patterns seen in the contrasting patient and physician enthusiasm about email use for health communications [41].

In addition to this concern, a fear that has surfaced over the use of these tools is the potential for patients’ anxiety to increase, thereby increasing health care utilization. These data show that many patients are using the tool to see whether they needed to see a doctor and help them determine where they should seek care. Despite this, a previous study pointed out that this particular symptom checker never advises self-care, which may also increase health care utilization [9]. We currently do not know if such tools would lead to a significant increase in health care use. A larger sample and additional objective follow-up data would help us understand if this represents appropriate utilization of resources.

Finally, we think it is worth reflecting on the effect that such tools might have on patients’ sense of confidence in their abilities to diagnose themselves. Diagnosis is a task that often involves clinical uncertainty, something physicians themselves face [42]. Undoubtedly, patients would experience more diagnostic uncertainty than physicians owing to less expertise, but as more patients use these types of tools and obtain answers without actually seeing a health care professional, it will be important to examine the effect of these tools on how patients think about self-diagnosis and any resulting consequences thereof (such as false reassurance, suggested by others [43]). This study is an initial examination of real-life symptom checker use, but as Fraser et al point out [43], the evaluation of such tools should assess them with increasing ecological validity and should examine multiple aspects: usability, effectiveness, and safety. We have begun to examine usability and effectiveness, but much more remains to be understood to thoroughly investigate all of these facets in real-world situations.

Conclusions

In conclusion, while accessing a popular online symptom checker for triage and diagnosis, patients reported receiving useful information for their diagnostic process, despite ongoing concerns about the accuracy of various types of symptom checkers [43]. Prior negative health care experiences related to misdiagnoses might affect how patients use and benefit from these tools for triage and diagnosis, an area ripe for exploration. Evaluation of long-term, objective health benefits, particularly in diverse patient groups, is needed to better understand the broader impact of symptom checkers on diagnosis and health outcomes.
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Abstract

Background: The use of electronic health (eHealth) interventions is suggested to help monitor and treat degenerative and chronic diseases through the use of sensors, alarms, and reminders and can potentially prevent hospitalizations for home-dwelling older persons receiving community care. It is increasingly recognized that the health care personnel’s acceptance of a technological application remains a key challenge in adopting an intervention, thus interventions must be perceived to be useful and fit for purpose by the actual users.

Objective: The aim of this study was to identify and explore the perspectives of managers and health care personnel in community care regarding the use of eHealth interventions in terms of prevention of hospitalizations for home-dwelling older persons receiving community care.

Methods: A case study with a qualitative approach was carried out in community care in a Norwegian municipality, comprising individual interviews and focus group interviews. A total of 5 individual interviews and 2 focus group interviews (n=12) were undertaken to provide the health care personnel’s and managers’ perspective regarding the use of eHealth interventions, which could potentially prevent hospitalizations for home-dwelling older persons receiving community care. Data were analyzed by way of systematic text condensation, as described by Malterud.

Results: The data analysis of focus group interviews and individual interviews resulted in 2 categories: potential technological applications and potential patient groups. Discussions in the focus groups generated several suggestions and wishes related to technical applications that they could make use of in their day-to-day practice. The health care personnel warranted tools and measures to enhance and document their clinical observations in contact with patients. They also identified patient groups, such as patients with chronic obstructive pulmonary disease or dehydration or urinary tract infections, for whom hospitalizations could potentially have been prevented.

Conclusions: We have shown that the health care personnel in community care warrant various technological applications that have the potential to improve quality of care and resource utilization in the studied municipality. We have identified needs and important matters in practice, which are paramount for acceptance and adoption of an intervention in community care.

(J Med Internet Res 2020;22(1):e12797) doi:10.2196/12797
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Introduction

Background
The global shift in demographics represents an epidemiological transition from a predominance of infectious diseases to noncommunicable diseases (ischemic heart disease, stroke, and chronic lung disease) [1]. The use of electronic health (eHealth) is suggested to help monitor and treat degenerative and chronic diseases through the use of sensors, alarms, and reminders [2-5].

The underlying assumption is that the use of digital technologies can potentially redesign care pathways in a way that will improve monitoring and treatment of degenerative and chronic diseases, encourage better self-management of health problems, and alert professional support if devices signal a problem [2,3,6-9], ultimately reducing the disruptive impact of acute unscheduled hospital admissions, for example, for older persons [10]. Previous research has identified that emergency hospital admissions often occur when an older person has reached a point of crisis because of a combination of circumstances, such as an exacerbation of a chronic condition, change in social setting, or a cascade of symptoms because of multimorbidity and frailty [11-17]. The use of eHealth could thus be applied as a tool to prevent a severe state of illness that requires hospitalization by discovering and addressing the patients’ symptoms at an early stage.

In addition, from a resource perspective, the prevention of hospitalizations for older persons has gained much attention in the last decade [14,15,18,19]. Persons aged older than 65 years are substantial consumers of hospital care; there is a peak in hospitalization rates for both men and women in the age group of 80 years and older in all European countries [20]. Increasing age is thus associated with an increasing demand for specialized health care [21-23], and this may threaten the sustainability of the health care systems, as a larger share of older persons in the population implies a dwindling proportion of the workforce, consequently likely to aggravate existing strains on formal health systems [24,25]. Norwegian policy documents emphasize that a major response to the resource challenge in health care is to enable and empower people to live in their own home for as long as possible, as well as provide timely treatment interventions at the proper level in the health care system. The government introduced the Coordination Reform January 1, 2012, which represents a transition in responsibility for providing health care services, where the municipalities are to play a much larger role in meeting the demand for services [26]. In the reform, the preventative perspective in health care is of great focus, where an important assumption is that there is a potential for preventing hospital admissions for the older persons receiving community care.

Despite the rhetoric associated with the benefits of adopting eHealth interventions in community care to prevent hospitalizations, the use of such technologies has not developed at the pace and scale anticipated [27]. The resource and safety challenges are appropriate and well-rehearsed incentives to adopt certain technology interventions, but it is increasingly recognized in the research literature that the health care personnel’s acceptance of the technological application itself remains a key challenge in adopting an intervention [28-30], underlining the vital importance that the involved stakeholders (eg, researchers, policy makers, health care personnel, patients, and carers) are able to judge the value of an eHealth intervention in its own right. Conversely, until we develop interventions that are considered to be useful and fit for purpose by the actual users, there will be reluctance regarding adoption of technologies in health care [30,31].

A review by Joseph et al [32] found that identifying issues and needs in practice were the main challenges related to the development and implementation of telehealth projects. This implies that identification of patients who might benefit from an intervention and a clearly defined role of a technological application (whether it is a new application, a new clinical tool, or a new system for delivering care remotely) are factors paramount for acceptance and adoption of an intervention [27,33]. These aspects are, however, not described in the body of research concerning the development of eHealth interventions in community care. Consequently, knowledge concerning the health care personnel and managers in this context of care is scarce.

On the basis of the notion that the managers and health care personnel in community care play a pivotal role in informing an eHealth intervention, it is of vital importance to explore their perspectives, thus gaining a better understanding of which technology-based interventions are deemed to be more appropriate and which patient groups an intervention could target. Ultimately, this knowledge can contribute to a more optimized intervention by increasing the probability for staff acceptance, as the intervention is developed on the basis of needs and suggestions defined by the managers and health care personnel in community care.

Informing an Electronic Health Intervention in Community Care
EHealth interventions are suggested as a means to improve efficiency, quality, and safety of care [33,34]. According to previous research, the adoption and implementation of such interventions in a complex health care system is challenging. In complex systems, elements are interdependent and mutually reinforcing; they interact with other systems in unexpected ways, as they comprise several aspects, such as technologies, humans and its social environment, which can simultaneously be members of several interrelated systems [35,36]. This sociotechnical perspective recognizes that people, technologies, organizations, and process of care interact in complex ways [37-39]. The unique competence that the nurses are in possession of should be taken into account to optimize the uptake and use of an eHealth intervention. By nature, the intervention is intimately and reciprocally entwined with the professional skills and networks that support technology use and the development of community care services and with the local, national, and transnational policy on technological innovation and assisted living [37,40,41]. Thus, nurses who provide care using eHealth must be well-grounded in general nursing knowledge, theory, and practice competencies and should furthermore have clinical experience and capacity to possess attributes of intuition and creativity to enhance a holistic care [42].
On this backdrop, this paper focusses on building a rationale for adopting an eHealth intervention in community care by exploring the perspectives provided by the health care personnel and managers in community care. The UK Medical Research Council’s (MRC) framework for the development and evaluation of complex interventions [43,44] has guided the building of a rationale for adopting eHealth interventions in community care. The MRC’s framework is recommended for the development of interventions containing several interacting components. The study reported in this paper pertains to the first step in the framework, which is Development. It encompasses identifying a relevant existing evidence base, ideally by carrying out a systematic review [44]. However, components of an intervention can also be identified through focus group interviews with the patients or health care personnel [45].

Aim and Research Questions

The aim of this study was to identify and explore the perspectives of the managers and health care personnel in community care about the use of eHealth interventions to prevent hospitalizations for home-dwelling older persons receiving community care.

There were 2 research questions that guided the study:

1. Which eHealth interventions do health care personnel identify as appropriate to apply to prevent avoidable hospitalizations of home-dwelling older persons receiving community care?
2. From the health care personnel’s perspective, for which patients could hospitalizations potentially be prevented?

Methods

Context

The study was carried out in an urban municipality in Western Norway. Community care in this municipality is organized into 4 geographically based units and comprises 1600 older persons. This study involved 2 of these units with 800 older persons receiving community care. The municipality was in the process of integrating eHealth solutions in community care during the next few years.

This study was undertaken as a work package (WP) in a larger project, Development and Implementation of eHealth in Municipalities. The WP reported in this paper aimed at (1) identifying relevant patient groups who could potentially take advantage of eHealth in community care, (2) identifying the health care personnel’s and managers’ perspective of and readiness to use eHealth in community care, and (3) based on findings in (1) and (2), suggesting an eHealth intervention for the case municipality.

Design

The study design was a single embedded case study with a qualitative approach, comprising (1) individual interviews and (2) focus group interviews. A case study approach is particularly useful to employ when there is a need to obtain an in-depth appreciation of how eHealth could be used in community care to prevent hospitalizations for home-dwelling older persons, in its natural real-life context [46,47]. The case is defined as community care in a Norwegian municipality.

Recruitment and Data Collection

A total of 5 individual interviews and 2 focus group interviews (n=12) were undertaken to provide the health care personnel’s and managers’ perspective regarding the use of eHealth interventions, which potentially could prevent hospitalizations for home-dwelling older persons receiving community care. We conducted 5 individual semistructured interviews with senior managers in the municipality, applying a semistructured interview guide that focussed on the potential use of eHealth in community care. Using purposeful sampling [48], we sought informants who were most able to inform us on the research question. Senior managers were selected because they held major roles in the municipality’s work with eHealth in community care and were in the best position to validate and provide relevant information for the study. Administrative personnel in the municipality who otherwise were not involved in this study recruited informants; they recommended potential informants who could best explicate the aspects of interest. MTG then asked potential informants face-to-face about participation and all accepted. There was no relationship between the informants and interviewer before study commencement. The interviews were conducted by the same person (MTG) for consistency and took place at the respective informants’ office, with only the informant and interviewer present. The interviews lasted approximately 60 min and were audiotaped and transcribed verbatim.

We used focus group interviews to explore the health care personnel’s perceptions of uptake and use of eHealth interventions that could potentially prevent hospitalizations. The focus group method is a useful data collection technique when the aim of the research is to explore attitudes, experiences, beliefs, and concerns [49]. In total, 2 focus group interviews (6+6 informants, n=12) were undertaken in 2014 by the author (MTG) as a moderator to ensure rich and relevant data [49]. A co-moderator made notes on observations and impressions during the interviews. Both interviews lasted approximately 90 min and were audiotaped and transcribed verbatim. A thematic interview guide was developed for the purpose of exploring aspects related to the uptake and use of eHealth interventions, including thoughts concerning which technological solutions they would have liked to have in their day-to-day practice and implementation and implications of eHealth in community care. To reduce the risk of any predetermined responses, participants did not see the interview guide before the interviews, thus also increasing the chance of open focus group discussions. To take advantage of homogeneity, shared experiences, and existing group dynamics, each focus group comprised health care personnel in direct patient care or nurse managers in community care. Administrative personnel in the municipality, who otherwise were not involved in this study, recruited informants. The studied municipality was in the process of integrating various technological applications in community care, consequently we were not in a position to seek participants who had operational experience of eHealth in their daily activities. To ensure appropriately experienced health care professionals working on the ground, we identified a maximum variation...
sample; 12 health care professionals were invited and all agreed. Of them, 11 women and 1 man in the age range between 30 and 55 years, who had worked in community care for more than 5 years, participated in the interviews.

**Data Analysis**

Qualitative data were analyzed by way of systematic text condensation [50], as it is well-suited to analyze the multifaceted phenomena of eHealth. This approach involves the following steps in the analysis process: (1) establishing an overall impression of the data material and identifying preliminary themes, (2) identifying and sorting units of meaning into code groups, (3) condensing the contents of each of the code groups into subgroups, and (4) summarizing and recontextualizing the contents of each code group to generalize descriptions and concepts, in this case, related to the uptake and the use of eHealth in community care. Malterud argues that the data analysis will benefit from being conducted by more than one researcher [50], thus all authors read all interview transcripts to get an overall impression of the full data material, (step 1 of the systematic text condensation process). This step of the analysis requires the researcher to read, with an open mind from a bird's-eye perspective, all pages with transcripts and then ask which preliminary themes (usually 4-8 themes) can be identified in the material. We identified 4 preliminary themes: factors related to implementation, ethical aspects, training, and potential use.

This paper reports on findings related to the theme *potential use* (an analysis of contextual factors related to implementation has been published elsewhere [51]). The first author (MTG) undertook all the subsequent data analysis pertaining to the *potential use* theme (steps 2-4 of the systematic text condensation process) with input from the coauthors. The analytical process is demonstrated in Table 1.

**Table 1. Analytical process.**

<table>
<thead>
<tr>
<th>Meaning units (selected)</th>
<th>Subgroups</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dehydrated; they are admitted for a short time, have some IV and then sent home.</td>
<td>Short stay; Simple intervention</td>
<td>Identification of potential patient groups</td>
</tr>
<tr>
<td>COPD patients are left to themselves when they are discharged, and then the anxiety comes...</td>
<td>Discharged without support</td>
<td>Identification of potential patient groups</td>
</tr>
<tr>
<td>A lot of UTIs...many men who are catheterized for 1.5-2 litres. If we had a bladder scanner, we could have solved it ourselves...instead of going to the A &amp; E.</td>
<td>Potentially preventable hospitalization</td>
<td>Identification of potential patient groups</td>
</tr>
<tr>
<td>We don’t have a bladder scanner, consequently we have to catheterize more often to be on the safe side, but then there is an infection and another hospitalization because of the infection</td>
<td>Use of technology to potentially prevent hospitalization</td>
<td>Identification of potential technological tool</td>
</tr>
<tr>
<td>A swollen leg, or whatever...there is much that could have been done if you could provide a picture or a video. ... then we postpone, and eventually they are in such a bad shape that we have to call A &amp; E.</td>
<td>Video or photo as a tool for providing info about clinical condition</td>
<td>Identification of potential technological tool</td>
</tr>
</tbody>
</table>

*aNot applicable.

**Ethics**

This project has been approved by the Norwegian Data Protection Official (approval ref# 21/2013). Informants have provided a written consent with information that they could redraw from the study at any point and without reason. Qualitative data from the interviews were transcribed verbatim and anonymized by exchanging informants’ names with a number. We recorded informants’ gender and years of work experience. All data were collected and stored in accordance with data protection regulations; stored electronically on computers, which were access-controlled via passwords. Hard copies of transcripts were securely stored in locked filing cabinets in offices that were accessible only to research staff. Data will be deleted at the end of the study.

**Results**

The data analysis of focus group interviews and individual interviews resulted in 2 categories: potential technological applications and potential patient groups. These 2 categories answer the research questions which eHealth interventions that are considered as appropriate to prevent hospitalizations, and a health care personnel’s perspective on which patient groups hospitalizations potentially can be prevented. Content from step (4) in the analysis (recontextualization) is presented as analytical text with category heading, respectively, and assembled with quotes that are representative of the category.

**Potential Technological Applications**

Discussions in the focus groups generated several suggestions and wishes related to technical applications they could make use of in their day-to-day practice. Findings from the individual interviews identified several technology applications that could be useful in community care, but 1 manager expressed an important aspect:

*It is very important to differentiate between the various types of technological applications; what can be useful in the day-to-day practice, for both the patients and the health care personnel in community care, in order to prevent hospitalizations and...*
The findings pertaining to this category demonstrates that the health care personnel warranted tools and measures to enhance and document their clinical observations in contact with patients. By doing so, they saw the potential of saving a trip to the outpatient emergency clinic for the patient and they could provide better quality of the home care.

In Norway, general practitioners (GPs) and doctors at the outpatient emergency clinic are obliged by law [52] to offer home visits to patients who are not fit to meet for a consultation at the doctor’s clinic or when it is deemed necessary to provide sufficient treatment and care. The focus group participants described a practice where home visits were seldom undertaken, because either way the patient had to go to the clinic to take the necessary tests. If, however, home care personnel could have done the tests, they would have saved the patient for a potentially strenuous transportation to the doctor’s clinic and at the same time reported much more precise clinical data. They had several suggestions in this matter; the possibility of drawing blood for a C-reactive Protein test (CRP) was suggested on the grounds that this was the first thing the doctor asked for when they made contact for an assessment of a patient. As they did not have the equipment to do this procedure, the patients had to book an appointment either with their GP or at the outpatient emergency clinic. According to the informants’ experience, this often also involved the use of an ambulance for transportation. One situation they described was when they would contact the outpatient emergency clinic (in night-time and/or weekends) and they could only provide a diffuse description of the patient’s condition, as they did not have access to measures that could help them be more precise in the description:

I’m calling the outpatient emergency clinic and report a patient who’s had a general decline throughout the week, and the personnel there say that we have to take a blood sample (C-reactive Protein=CRP) and oxygen saturation... we can’t perform this and consequently they are picked up by an ambulance.....We should have had the possibility to do these measures... [Several nurses, focus group interview 2]

They also discussed the possibility of applying a video link to a doctor. This application could support their observations as well as provide a possibility for the doctor to assess a patient’s condition without being face-to-face. They suggested using video link as a tool for the doctor to observe symptoms related to respiration and swollen legs/peripheral edema.

Furthermore, the participants in the focus group interviews wished to be equipped in a manner that made them more self-sufficient in providing high quality care and suggested, for example, the use of a bladder scanner as a tool, in relation to a problem with reoccurring urinary tract infections (UTIs):

If we had a bladder scanner, we could have solved it ourselves...instead of going to the outpatient emergency clinic. [Nurse, focus group interview 1]

This was discussed in the context of patients who had been scanned and catheterized several times per day during their hospital stay (because of UTIs), whereas when they were discharged from the hospital to their home, the home care personnel had no tools to help them observe the phenomenon of residual urine. This is a crucial observation for the prevention of UTIs [53].

Informants in both the focus group interviews and individual interviews suggested the use of a tablet in the day-to-day practice in community care. A tablet installed with the quality/record system used in community care would enable the health care personnel to enhance and document their clinical observations in contact with patients. To date of the data collection, the personnel documented the clinical assessments on paper, which they would plot once they came to the home care base (office) where they had access to a computer and the patients’ record. The informants expressed a clear potential to work safer, in terms of clinical measures being transmitted directly in the patients’ record, as contrary to first record the measures on paper, bring it to the home care base, and then manually plot them in the record.

In the focus group interviews, the use of a tablet was also discussed as a means to be more prepared when there was an emergency callout. Emergency callouts were a daily activity, as most patients had a safety alarm that would alert the health care personnel in community care if they activated it (ie, pushed a pendant alarm). A typical situation would be if a patient had fallen, but it could also be that they were tired of waiting for their medication or wanted help to get to the toilet. However, the health care personnel would only receive an alarm signal, and the first step in the response was to receive a phone call from an emergency dispatcher who provided information about the patient’s name, address, and phone number. If the alarm concerned a patient who they were not familiar with, they had no possibility to check the patient’s record for relevant information:

One is always out driving, on the way from one patient to another, and then you have to stop the car, receive information about which patient – their name, address and phone number, by phone and write it down. It would be much easier to receive a text message with this information, and then log on to the patient’s record on a tablet. I would like our quality system to be an app installed on a tablet! [Nurse, focus group interview 2]

Informants both in the individual interviews and in the focus group interviews discussed technological applications related to a safe home environment and the potential for the patients to increase the degree of self-management using automated devices (smart house technology), alarms, and reminders. More concretely, they suggested that the safety alarm could be a hub for various types of applications, such as reminders for when to take their medication and when it was time to eat and movement-based light sensors located near the floor. The latter was suggested as a means to prevent patients from falling when they had to go to the toilet during the night.
Potential Patient Groups

Findings pertaining to this category represent a direct response to the question about patients for whom hospitalizations could be prevented. The findings stemming from the individual interviews bear a notion of managers being motivated by national policy regarding the resource utilization. The managers did not talk about specific patient groups but had a more general approach to preventing hospitalizations for home-dwelling older persons, which they described to be an appropriate task for the municipality/community care to undertake.

We have to look at possibilities for how to follow up on home-dwelling patients—they should not be admitted to hospital! We should be able to draw blood in their home and do measurements in their home...
[Assistant director]

The informants in the focus group interviews started off by discussing various clinical conditions, and patients that they viewed did not necessarily need the competence provided in specialized health care services that a hospital represents. If a patient was to be hospitalized because of dehydration, they considered the treatment or intervention initiated at the hospital to be rather short and simple, implying that this sort of intervention did not require specialized health care:

Dehydrated patients; they are admitted for a short time, have some intravenous fluid (IV) and then sent home. [Nurse, focus group interview 1]

Another group of patients who they discussed about was those who have Chronic Obstructive Pulmonary Disease (COPD). In their experience, these patients had frequent readmissions to hospital, not necessarily because of the clinical condition itself, but because of the anxiety that often follows having respiratory problems:

COPD patients are left to themselves when they are discharged, and then the anxiety comes...the use of a telemonitoring device for promptly measures is neat.
[Nurse, focus group interview 1]

The informants agreed that a clinical condition described as potentially preventable was UTI. Especially, male patients were characterized as vulnerable in this context, as the personnel had seen problems with residual urine in the bladder:

A lot of UTIs...many men who are catheterized for 1.5-2 liters. We have to catheterize more often to be on the safe side, but then there is an infection and then they are hospitalized again due to this... [Nurse, focus group interview 1]

As demonstrated above, the informants in this study are quite clear about which technological applications they consider potentially useful in their practice. They also discussed the patient groups for whom hospitalizations potentially could be prevented. There was partly a connection between the suggested technological applications and the identified patient groups. The results are discussed against the relevant literature, providing suggestions for future intervention research.

Discussion

From a health care personnel’s perspective, the main incentive to adopt eHealth in community care was the practical use in daily care. The various technological applications as well as different patient groups were identified, where the use of technological applications potentially could provide a more precise clinical assessment of home-dwelling older persons receiving care services.

Findings from this study revealed that the health care personnel in community care were vigilant in observing clinical decline but lacked tools to measure this decline. More specifically, they actually warranted the use of technological applications in their work, implying that they regard the use of eHealth as integral to their nursing practice in community care. This perspective is in contrast to what May et al found in their study from 2011 [2], where they identified problems in terms of health care professionals in community care to be indifferent and sometimes even hostile to the implementation of telecare systems. In addition, a more recent study by Greenhalgh et al [4] found that some clinicians would adopt readily to the use of video outpatient consultations, whereas others needed incentives and support.

However, May et al [2] also found that some health care professionals adopted the telecare service regardless, given that they perceived it as effective. On the basis of interviews with potential users of eHealth solutions (ie, health care personnel), our findings suggest that such applications have the potential to enable the nurses in community care to provide a more accurate description of the problem(s) when contacting a doctor. This implies that there is a potential to increase the quality of community care through the use of warranted technological applications. Moreover, the likelihood of successful adoption is increased as the interventions are considered to be useful and fit for purpose by the actual users [2,31,32]. Thus, the approach applied in our study provides great value in terms of developing appropriate interventions to prevent hospitalizations for home-dwelling older persons receiving community care, as it identifies issues and needs in practice [27,32,54].

The latter aspect is extremely important as it is increasingly recognized that the health care personnel’s acceptance of the technological application itself remains a key challenge in adopting an intervention [28-30]. Furthermore, the informants in our study suggested the use of a video link to facilitate remote consultations with a doctor to deal with some of the nonurgent inquiries and potentially reduce the use of specialized health care services. Greenhalgh et al [4] found that video outpatient consultations appeared safe, effective, and convenient to use when the clinicians judged the patients to be clinically appropriate, but such situations were merely a fraction of the overall clinic workload. Although the use of a video link is perhaps not efficient in terms of reducing the workload, the informants in our study expressed an interest in saving patients for a potentially strenuous transportation to the doctor’s clinic. This is an important care aspect, even though it cannot compromise the appropriate health care interventions to be undertaken. The finding must be seen in concordance with the
previous aspect; they saw the potential of providing improved quality of care, both in terms of making precise clinical assessments and caring for a patient’s resources. This holistic care practice is an expression of nurses who are well-grounded in general nursing knowledge, theory, practice competencies, and clinical experience and furthermore possess attributes of intuition and creativity to enhance a holistic care by the use of eHealth [42,55].

Previous research has identified that emergency hospitalizations of older persons often occur when the patient has reached a point of crisis, such as an exacerbation of a chronic condition, change in social setting, or a cascade of symptoms because of multimorbidity and frailty [14-17]. The use of technological applications as suggested by the health care personnel in our study could potentially prevent a severe state of illness that requires hospitalization, by discovering and addressing the patients’ symptoms at an early stage. This is important with regard to both quality of care and resource utilization [13,19].

Limitations
This case study does not formulate a solution for how an eHealth intervention should be developed, but the insights from the study could inform a future intervention in comparable settings. One premise in this paper is to acknowledge that people and technologies are linked in a dynamic health care system made up of multiple interacting stakeholders. We have not focused on the patients or other stakeholders (eg, technology suppliers) as intended users of a technological solution. This needs to be explored for building an even more solid rationale for applying a technological application in community care. An intervention should be informed by all stakeholders—individual users, service providers, and technology suppliers—to ensure a person-centered, holistic, and ethical approach. Such coproduction should be addressed in future research.

The findings from this case study pertain to a particular community care and context prevailing in the included Norwegian municipality. Other municipalities, countries, and settings may illustrate different opportunities and challenges, which should be explored. It could be argued that our sample of informants including 17 community care managers and health care personnel should have been larger. However, based on the study’s rather narrow aim and the use of theory to extend the sources of knowledge beyond the empirical interview data, the sample offered sufficient information power, as described by Malterud et al [56]. The sample of 12 health care personnel had daily patient contact and represented future users of eHealth solutions. Hence, their perspectives may be transferable to other similar contextual settings as described in this study.

Conclusions
Through this study, we have generated empirical knowledge about which eHealth interventions could potentially prevent hospitalizations for home-dwelling older persons receiving community care. By identifying issues and needs in practice we have identified factors paramount for acceptance and adoption of an intervention [27,54]. We have shown that the health care personnel in community care warrant various technological applications that have the potential to improve quality of care and resource utilization in the studied municipality.

Previous research has pointed to a poorly founded rationale for the use of an eHealth intervention as a reason for slow and fragmented uptake and use of eHealth in community care [27,41]. The findings in this study can specifically inform future interventions aiming to prevent hospitalizations for home-dwelling older persons in community care, as the identified potential applications are considered useful and fit for purpose. Furthermore, by providing a description of the development phase of a future intervention as described in the MRC’s framework [44], it adds significantly to the general body of knowledge regarding developing eHealth interventions in community care.
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Effectiveness of Upper Limb Wearable Technology for Improving Activity and Participation in Adult Stroke Survivors: Systematic Review

Abstract

Background: With advances in technology, the adoption of wearable devices has become a viable adjunct in poststroke rehabilitation. Upper limb (UL) impairment affects up to 77% of stroke survivors impacting on their ability to carry out everyday activities. However, despite an increase in research exploring these devices for UL rehabilitation, little is known of their effectiveness.

Objective: This review aimed to assess the effectiveness of UL wearable technology for improving activity and participation in adult stroke survivors.

Methods: Randomized controlled trials (RCTs) and randomized comparable trials of UL wearable technology for poststroke rehabilitation were included. Primary outcome measures were validated measures of activity and participation as defined by the International Classification of Functioning, Disability, and Health. Databases searched were MEDLINE, Web of Science (Core collection), CINAHL, and the Cochrane Library. The Cochrane Risk of Bias Tool was used to assess the methodological quality of the RCTs and the Downs and Black Instrument for the quality of non RCTs.

Results: In the review, we included 11 studies with collectively 354 participants at baseline and 323 participants at final follow-up including control groups and participants poststroke. Participants’ stroke type and severity varied. Only 1 study found significant between-group differences for systems functioning and activity (P ≤ .02). The 11 included studies in this review had small sample sizes ranging from 5 to 99 participants at an average (mean) age of 57 years.

Conclusions: This review has highlighted a number of reasons for insignificant findings in this area including low sample sizes and the appropriateness of the methodology for complex interventions. However, technology has the potential to measure outcomes, provide feedback, and engage users outside of clinical sessions. This could provide a platform for motivating stroke survivors to carry out more rehabilitation in the absence of a therapist, which could maximize recovery.

Trial Registration: PROSPERO CRD42017057715; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=57715

(J Med Internet Res 2020;22(1):e15981) doi:10.2196/15981
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Introduction

Background

Stroke is a leading cause of mortality and disability worldwide [1], and the economic costs of treatment and poststroke care result in a mean cost to the economy of £46,039 a year per patient for the first 5 years after admission in England, Wales, and Northern Ireland alone [2]. Following a stroke, survivors are left with multiple impairments, and as a result only 5% to 20% will regain full function of the upper limb (UL) with up
to 66% still being impaired in the chronic phase [3]. This often results in functional limitations in activities of daily living and decreased quality of life [4].

Over recent years, there has been a contextual shift in service delivery from hospital-based rehabilitation to the community. Although it has been recommended that rehabilitation should continue until maximum recovery has been achieved [5], owing to the increasing demand on services and financial constraints, service needs cannot be met; therefore, radical innovation and the adoption of a self-management paradigm are considered as a way of delivering independent home-based rehabilitation, thereby meeting the challenges faced in health care [6].

Evidence exists supporting the need for intensity and repetition of motor skills to promote neuroplasticity and motor relearning. With significant advances in information and communication technology (ICT) and more specifically in the rapid development and deployment of sensor technology for health care monitoring, a number of technological aids with a potential to measure and monitor poststroke activity have been explored for both the lower limb [7] and the UL [8]. However, many include the use of expensive, large, complex, ungainly equipment that is impractical to use in everyday contexts [9]. Therefore inexpensive, wearable, and commercially available sensors have become a more viable option for quantifying movements and activities during poststroke rehabilitation [10-12].

A number of recent systematic and nonsystematic reviews highlight the growing use of wearable devices to provide poststroke rehabilitation in both clinical and nonclinical settings for motion analysis and physical activity monitoring [12-17]. These include microelectromechanical systems containing accelerometers, gyroscopes, and magnetometers; fabric and body-worn sensor networks [18], pressure sensors [19-22], and physiological monitoring such as blood pressure and oxygen saturation [23,24]. Other wearable devices specifically designed and used for poststroke rehabilitation also include robotics [25], virtual reality [26], functional electrical stimulation (FES) [27,28], electromyographic biofeedback [29], and transcutaneous electrical nerve stimulation [30-32].

However, while these devices have the potential to reliably measure duration, frequency, intensity, and quality of activity and movement, all of which are key variables for poststroke recovery [33], no reviews have synthesized the evidence underpinning the use of these devices for independent poststroke UL rehabilitation. Therefore, the aim of this review will be to explore and examine how effective these medical devices are as interventions for improving the function of the UL in adult stroke survivors.

The International Classification of Functioning, Disability, and Health (ICF) [34] considers the interaction between pathology (body structure and function), impairment (signs and symptoms), activities (functionality), and participation (social integration), and it has now become the main conceptual framework for poststroke rehabilitation [5,35,36].

Objective
For this review, we focused on the activities and participation domain of the ICF as this would provide an indication of how the interventions have or have not led to functional gains in everyday life.

Methods
The review protocol was registered on PROSPERO (CRD42017057715). The review was undertaken in accordance with the general principles recommended in the Preferred Reporting Items for Systematic Reviews and Meta-Analyses [37].

Definitions
Wearable technologies can be subdivided into those operating independently and functioning as central connectors for other devices “and” or “or” information (eg, wrist-worn fitness tracker and smartphone) and those capturing specific actions or executing a measurement (eg, heart rate monitor worn around the chest) offloading to a primary wearable device for analysis [38]. We define a wearable device in the context of poststroke rehabilitation as “a wearable device that is worn externally on the body that is portable (the user is able to wear the device but is free to move around and not fixed to a station) and is able to use the device independently of a therapist.”

Search Methods
As per the Cochrane Handbook [39], the Population Intervention Comparison Outcome Study Design framework helped authors to define the inclusion and exclusion criteria and the search terms of this review. For this review, the population refers to poststroke adults, the intervention to technological interventions for UL rehabilitation in stroke survivors, and included studies included a comparison group and were not limited to randomized controlled trials (RCTs). The outcome focused on activity and participation measures of UL function poststroke. Search terms and databases were selected based on Cochrane literature and institutional information specialist advice.

The following databases were searched from the year 2000 to April 2019: MEDLINE, Web of Science (Core collection), CINAHL, Scopus, and the Cochrane Library. Medical Subject Headings (MeSH) keywords used were cerebrovascular disorders, hemorrhage, cerebral hemorrhage, sensory feedback, motor skills, physical therapy modalities, physical and rehabilitation medicine, exercise, exercise therapy, rehabilitation, exercise movement techniques, information technology, technology, self-help devices, telemedicine, upper extremity, arm, hand joints, shoulder joint, elbow joint, and wrist joint. Text terms used were stroke, UL, rehabilitation, and technology. These were combined with the following synonyms: CVA, cerebrovascular accident, poststroke, cerebrovascular, brain ischemia, brain vascular, upper extremity, arm, shoulder, hand, axilla, axilla, elbow, forearm, finger, wrist, physiotherapy, physical therapy, physiatric, exercise, biofeedback, sensory feedback, advise, train, therapy, treat, motor skills, motor relearn, re-educate, recovery, enhance, promote, support, function, activity, physical, information technology, IT, ICT, information and communications technology, assistive technology, telehealth, telecare, telerehabilitation, and wear. Boolean logic was used to combine terms using AND and OR. MeSH terms refer to specific terms that are recognized for
indexing journals and books in electronic databases. The free text terms and synonyms were words used in the search strategy that was looked for in titles and abstracts. The MEDLINE search strategy can be found in Multimedia Appendix 1. Electronic citations were downloaded into a reference manager. The inclusion and exclusion criteria for the search strategy are presented in Textboxes 1 and 2, respectively.

As technology is changing very quickly, authors deemed technology before the year 2000 to be particularly outdated. RCTs and randomized comparable trials were chosen as the appropriate study design for inclusion in this review as the review aims to assess the effectiveness of the included interventions. Non-RCT and nonrandomized comparable trial evidence is therefore outside the scope of this review. Comparators (control groups) could include treatment as usual and exercise therapies that do not include any other intervention or sham stimulation.

The primary outcome measures for this review are those that assess activity or participation as defined by the World Health Organization (WHO) ICF [40]. These measures include the following: the Box and Blocks Test (BBT) [41]; Action Research Arm Test (ARAT) [42]; Barthel Index (BI) [43]; Chedoke Arm and Hand Activity Inventory (CAHAI) [44-47]; Jebson-Taylor Hand Function Test (JTHFT) [48]; Wolf Motor Function Test (WMFT) [49]; Motor Activity Log (MAL) [50]; Motor Assessment Scale (MAS) [51]; Stroke Impact Scale (SIS) [52]; the Rivermead Motor Assessment (RMA) [53]; Upper Extremity Function Test (UEFT) [54]; and the short version of disabilities of arm, shoulder, and hand (QuickDASH) [55].

A total of 3 measures of system functioning WHO ICF, namely, the Fugl-Meyer Test [56], the Arm Motor Ability Test [57], and the pain Visual Analogue Scale [58], were not included in this review as the aim was to explore and examine how effective medical devices are used as interventions for improving function (activity and participation) of the UL in adult stroke survivors.

Textbox 1. Inclusion criteria.

- English-language articles
- Studies recruiting people over the age of 18 years
- Studies evaluating upper limb wearable technology
- Studies reporting randomized controlled trials or randomized comparable trials
- Studies measuring activity and or participation as classified by the World Health Organization International Classification of Functioning, Disability, and Health
- Intervention that could be used independently by the stroke survivor
- Wearable and portable technology that measures or monitors activity
- Research article

Textbox 2. Exclusion criteria.

- Non-English–language articles
- Studies recruiting people under the age of 18 years
- Studies not evaluating upper limb wearable technology
- Studies not reporting randomized controlled trials or randomized comparable trials
- Studies not measuring activity and or participation as classified by the World Health Organization International Classification of Functioning, Disability, and Health
- Intervention that could not be used independently by the stroke survivor
- Wearable and portable technology that does not measure or monitors activity
- Not a research article
- Studies where the intervention is not clearly defined (it was unclear to the authors that the study did or did not meet the inclusion/exclusion criteria)
- Study protocols
- Studies reporting a nonwearable, nonportable intervention

Quality Assessment of Included Studies

The methodological quality of the included RCTs was assessed using the Cochrane Risk of Bias (CRoB) assessment criteria [59]. This addresses specific fields including sequence generation, allocation concealment, blinding of participants and personnel, blinding of outcome assessment, incomplete outcome data, and selective outcome reporting. RCTs were classed as having an overall low risk of bias if they were rated as low for 3 of the key areas: allocation concealment [60], blinding of outcome assessment, and completeness of outcome data. They were judged as overall high risk of bias if any of these key areas
were judged as being an overall high risk. RCTs judged as being at an overall unclear risk of bias were so if any of the 3 areas above were judged as unclear.

For the included non-RCTs, the methodological quality was assessed using the Downs and Black Instrument [61]. This instrument provides a score for each study, and the maximum score is 37. It assesses the way studies report their findings, their external and internal validity as well as selection bias.

**Data Extraction**

The titles, abstracts, and/or papers were screened by the authors LP and JP to find studies that meet the review inclusion criteria. Final papers were decided between the authors JP and LP, and any disagreement was resolved through discussion. A standardized Excel form was used to extract data and study characteristics. This is where information such as data on the interventions and participant characteristics were recorded. The author LP carried out the data extraction and checked for accuracy by the author JP. Whenever applicable, missing data were requested from the authors of the study.

**Outcome Measure Quality Assessment**

When undertaking a systematic review, it is important to assess the quality of the outcome measures used in the included studies to ensure that the results are valid and reliable. To achieve this, 3 clear domains can be considered for each of the outcome measures used: (1) whether the psychometric properties of the scale have been assessed previously [62], (2) whether the clinimetric properties of the scale have been considered [63-67], specifically the Minimally Clinically Important Difference (MCID) [66], and (3) whether the statistical analysis of the data provided by the scale fulfills the requirements of measurement theory [68-70].

We identified all outcome measures (N=12) used in the 11 included studies and reviewed each individually to assess whether they fulfilled the first 2 domains outlined above. The outcome measures measuring activity included BBT [41]; ARAT [42]; BI [43]; CAHAI [44-47]; JTHFT [48]; WMFT [49]; MAL [50]; MAS [51]; RMA [53]; UEFT [54]; and QuickDASH [55]; and the outcome measures measuring participation included SIS [52].

This was determined by reviewing the literature of each of the outcome measures. How the outcome measure was used and how the data were scored and analyzed was then examined for each of the 11 included studies.

All 12 outcome measures were measures of activity (N=11) or participation (N=1) as classified by the WHO ICF [40].

**Data Synthesis**

A narrative review is presented on the included studies with supporting evidence tables for study characteristics and findings, risk of bias, and outcome measure assessment. A meta-analysis was not undertaken because of the variability of outcome measures used across the 12 included studies.

**Appraisal of Evidence**

Studies in this review include RCTs and randomized trials without a control group. The included studies were appraised using the levels of evidence [71]. This is to enhance the understanding of the best levels of evidence included in this review [72]. The highest level of evidence to this end is that of the RCT and is considered to be of level 1 evidence. Randomized trials without a control group are considered to be of level 2 evidence. This is important as the study design can affect the validity and reliability of results. For example, RCTs are often considered the gold standard of research evidence and the most reliable because of the measures taken to reduce the influences of confounds [73].

**Results**

**Search Results**

The electronic searches identified 2517 citations following deduplication. No additional citations were identified via handpicking methods. Following deduplication, 2517 records were screened and 2445 records were excluded through the title and abstract screening phases. At this stage, 72 full papers were obtained and 61 of these were excluded (reasons for exclusion can be found in Multimedia Appendix 2 [74-132]). Of these, 11 studies reported across 11 publications were included in this review (see Figure 1).

The review included 11 studies carried out in the United States (5), the Netherlands (2), Australia (1), Spain (1), Turkey (1), and Italy (1) with collectively 354 participants at baseline and 323 participants at final follow-up including control groups and participants from 17 days to 5-year poststroke. Of which, 7 studies were RCT level 1 and 4 were level 2 comparison trials and 6 of the 11 studies included acute stroke survivors. Participants’ stroke type and severity varied from mild to severe. The interventions used FES (3), a hand device/glove (7), and arm worn garment (1). The duration of the intervention was from 3 to 12 weeks with varying intensity. Only 1 study found significant between-group differences for systems functioning and activity ($P \leq .02$). The 11 included studies in this review had small sample sizes ranging from 5 to 99 participants at an average (mean) age of 57 years old.
Figure 1. Article selection. WHO ICF: The World Health Organization International Classification of Functioning, Disability, and Health.

Quality Assessment
The CRoB quality assessment summary can be found in Table 1, the Downs and Black quality assessment for non-RCT designs in Table 2 and the outcome measure quality assessment in Multimedia Appendix 3. Full details of the CRoB assessment can be found in Multimedia Appendix 4 and the Downs and Black quality assessment in Multimedia Appendix 5. First, 2 of the 7 included RCTs were judged as having an overall high risk of bias [73]. Of these, 1 of these RCTs was judged to be at high risk of having incomplete outcome data [141], 1 reported outcome assessment was not blinded [142], and 3 did not report blinding of participants and personnel [142-144]. Then, 4 RCTs were judged as having an overall unclear risk of bias [144-147], and 1 of the included RCTs was considered to be at an overall low risk of bias [143].

Non-RCT evidence was assessed using the Downs and Black Instrument, as they were studies that did not involve control groups. Overall, the 4 studies assessed using this instrument received high scores for reporting domains (items 1-10) and internal validity bias (items 14-20). Overall, they obtained lower scores for the external validity (items 11-13), selection bias (items 21-26), and power (item 27). The maximum score that could be obtained from this instrument is 32. Of the 4 studies assessed using this method, the highest score obtained was 21 [148] and the lowest was 14 [149].
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Table 1. Cochrane risk of bias quality assessment summary.

<table>
<thead>
<tr>
<th>Author, year</th>
<th>Random sequence generation</th>
<th>Allocation concealment</th>
<th>Blinding of participants and personnel</th>
<th>Blinding of outcome assessment</th>
<th>Incomplete outcome data</th>
<th>Selective reporting</th>
<th>Overall judgment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alon, 2008 [145]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low risk</td>
<td>Unclear</td>
</tr>
<tr>
<td>da Silva Cameira'o, 2011 [141]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low risk</td>
<td>High risk</td>
<td>Low risk</td>
<td>High risk</td>
</tr>
<tr>
<td>Lannin, 2016 [143]</td>
<td>Low risk</td>
<td>Low risk</td>
<td>High risk</td>
<td>Low risk</td>
<td>Low risk</td>
<td>High risk</td>
<td>Low risk</td>
</tr>
<tr>
<td>Nijenhuis, 2017 [142]</td>
<td>Low risk</td>
<td>Unclear</td>
<td>High risk</td>
<td>High risk</td>
<td>Low risk</td>
<td>Low risk</td>
<td>High risk</td>
</tr>
<tr>
<td>Vilafane, 2018 [147]</td>
<td>Low risk</td>
<td>Unclear</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Unclear</td>
</tr>
<tr>
<td>Wolf, 2015 [144]</td>
<td>Low risk</td>
<td>Unclear</td>
<td>High risk</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Unclear</td>
</tr>
<tr>
<td>Nakipoglu Yuzer, 2017 [146]</td>
<td>Low risk</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Unclear</td>
</tr>
</tbody>
</table>
Table 2. Downs and Black quality assessment summary.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1^a</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2^b</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3^c</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4^d</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5^e</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6^f</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7^g</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8^h</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9^i</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>10^j</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>External validity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11^k</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12^l</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13^m</td>
<td>0 UTD</td>
<td>0 UTD</td>
<td>0 UTD</td>
<td>0 UTD</td>
</tr>
<tr>
<td>Internal validity—bias</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14^o</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15^p</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>16^q</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>17^r</td>
<td>0 N/A</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>18^t</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>19^u</td>
<td>0 UTD</td>
<td>1</td>
<td>1</td>
<td>0 UTD</td>
</tr>
<tr>
<td>20^v</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Internal validity—confounding (section bias)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21^w</td>
<td>0 UTD</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>22^x</td>
<td>0 UTD</td>
<td>0 UTD</td>
<td>0 UTD</td>
<td>0 UTD</td>
</tr>
<tr>
<td>23^y</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>24^z</td>
<td>0 UTD</td>
<td>1</td>
<td>0 UTD</td>
<td>0 UTD</td>
</tr>
<tr>
<td>25^aa</td>
<td>0 UTD</td>
<td>0 UTD</td>
<td>0 UTD</td>
<td>0 UTD</td>
</tr>
<tr>
<td>26^ab</td>
<td>1</td>
<td>0 UTD</td>
<td>1</td>
<td>0 UTD</td>
</tr>
<tr>
<td>Power</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27^ac</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>16</td>
<td>21</td>
<td>20</td>
<td>14</td>
</tr>
</tbody>
</table>

^a: Clarity of aims, objectives, and hypothesis.
^b: Clarity of main outcomes described.
^c: Clarity of participant characteristics.
^d: Clarity of intervention description.
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Quality Assessment of Measurement Scales

All of the outcome measures used in the 11 studies had the psychometric properties of the scale assessed previously with only the floor and ceiling effect of the BBT, JTHFT, the CAHAI, QuickDASH, and the UEFT not studied. The MAL had no evidence of content validity or predictive validity. The WMFT had no evidence of predictive and content validity or responsiveness.

From a clinimetric perspective, all of the scales with the exception of the UL item of the MAS, UEFT, and the JTHFT had defined MCID in the literature. All data, parametric or nonparametric, were analyzed using appropriate statistical methods. This quality assessment of outcome measurements used provides some confidence in the evidence reported by each study (see Multimedia Appendix 3 for further details of the outcome measures of quality assessment and Multimedia Appendix 6 for a summary of the included studies in this review).

The 11 included studies in this review had small sample sizes ranging from 5 to 99 participants at an average (mean) age of 57 years.

Discussion

Principal Findings

This review set out to answer the question What is the effectiveness of UL wearable technology for improving activity and participation in adult stroke survivors?

Following exclusions, outcome measure assessment and quality assessment, 11 studies were included (see Multimedia Appendix 6). Of the 11 studies included, only one [141] found significant between-group differences using the CAHAI. However, this study was assessed as being high risk (see Table 1 and Multimedia Appendix 4) because of having >20% dropout rate. This study also included acute stroke survivors <19 days poststroke, which could mean that improvements are subject to acute natural improvement such as the spontaneous recovery following stroke [152]. Some improvements were found across all the studies included for both the control and intervention groups who all had an increase in rehabilitation dosage. This may suggest that a key mechanism for improvement is increasing the amount of rehabilitation carried out, which has been recognized in the national clinical guidelines for stroke [5]. However, further research is required to distinguish between the mechanism of dosage and intensity where dosage is the amount of rehabilitation activity and intensity is the amount of rehabilitation over time [153]. In other words, is it more effective to carry out more rehabilitation or is more effective to carry out more rehabilitation in a shorter period of time?
The 11 studies included in this review had small sample sizes ranging from 5 to 99 participants at an average (mean) age of 57 years old, whereas in England, Wales, and Northern Ireland, the average age for men to have a stroke is 74 and the average age for women to have a stroke is 80 [154]. It is also important to note that only one of the RCTs [143] was assessed as being low risk using the CROB tool and of the non-RCTs [148-151], all obtained low scores on the Downs and Black instrument (14-21 out of 32), particularly for the external validity and selection bias domains. This suggests that the results may be difficult to generalize to the wider stroke population. However, quality appraisal is reliant on adequate reporting and some interventions may rely heavily on direct clinical input, which negates the ability to blind the participants and assessors.

A total of 12 outcome measures were used across the studies (11功能s and 1 participation) to assess the effectiveness of the intervention in their respective ICF domains. A review of each of the outcome measures used to determine if the psychometric properties, the clinimetric properties, and the method of analysis were suitable revealed that all data had been analyzed appropriately. However, the UL item of the MAS, UEFT, and the JTHFT are yet to establish the MCID. This is important as it represents the smallest improvement considered worthwhile by a patient. The concept of an MCID is offered as the new standard for determining effectiveness of a given treatment and describing patient satisfaction in reference to that treatment [155]. Although some studies may reveal statistical significance, this may not mean that the intervention has made a meaningful difference to the functional capability of the stroke survivor.

An RCT methodology aims to control the conditions of each arm of a study to reduce bias [156]. Using technology to facilitate independent poststroke rehabilitation involves combining complex interventions with a complex condition. No two strokes are the same and no two contexts of adoption are the same. There are many complex nuances involved in using a device, independently often in the home environment. Therefore, using methodologies that account for these differences are important such as realism evaluation [157,158].

The use of technology to facilitate independent poststroke rehabilitation has the potential to motivate stroke survivors in that they are often interactive, fun to use, and engaging [12]. Furthermore, technologies have the potential to measure intervention outcomes over long periods of time that would normally be undetectable (ie, muscle activity in microvolts); provide formative, summative, and real-time feedback to the user in ways that could not be provided by a therapist (ie, the use of readily available graphics); and provide guidance and instruction out of clinical sessions. However, the lack of large, robust clinical trials can limit the uptake and acceptance of technological interventions in clinical practice. Indeed, since Moore's law published in 1965, which observed that the number of transistors on integrated circuits doubles approximately every 2 years [159], one of the difficulties is keeping up with the speed of new technologies against the time it takes to provide high-level clinical evidence. However, the recent publication of the National Institute for Health and Care Excellence Evidence Standards Framework for Digital Health Technologies (DHTs) sets out to describe standards for the evidence that should be available, or developed, for DHTs to demonstrate their value in the UK health and care system could speed up the uptake of DHTs [160].

The results of the included studies were not combined for a meta-analysis due to the varied types of data collected for the primary outcome measures. It would also be difficult to compare primary outcomes across the included studies accurately as there were a wide variety of functional and participation outcome measures used across the studies.

Future research could focus on adopting the principles and concept of technology use rather than on a specific device. Nonetheless, conventional research rigor is still required including robust methodologies that account for the complexity of use, larger sample sizes that reflect the population, valid, reliable measurement tools with MCID values, and importantly, the technology is suitable for the purpose of use.

Conclusions
This review found that there is little evidence in the literature to support the use of wearable technologies to improve activity and participation for independent UL rehabilitation following a stroke. However, this may be because of small sample sizes and the limitations of using an RCT and randomized comparison trial methodology with a complex intervention and with a complex condition. The studies included in this review did highlight that improvements can be made when more rehabilitation is carried out, but the mechanisms of this are yet to be investigated fully. Future technologies may have the potential to measure outcomes, provide feedback, and engage users outside of clinical sessions. This could provide a platform for motivating stroke survivors to carry out more rehabilitation in the absence of a therapist, which could maximize recovery.
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Abstract

Background: Recent progress in genome data collection and analysis technologies has led to a surge of direct-to-consumer (DTC) genetic testing services. Owing to the clinical value and sensitivity of genomic data, as well as uncertainty and hearsay surrounding business practices of DTC genetic testing service providers, DTC genetic testing has faced significant criticism by researchers and practitioners. Research in this area has centered on ethical and legal implications of providing genetic tests directly to consumers, but we still lack a more profound understanding of how businesses in the DTC genetic testing markets work and provide value to different stakeholders.

Objective: The aim of this study was to address the lack of knowledge concerning business models of DTC genetic testing services by systematically identifying the salient properties of various DTC genetic testing service business models as well as discerning dominant business models in the market.

Methods: We employed a 3-phased research approach. In phase 1, we set up a database of 277 DTC genetic testing services. In phase 2, we drew on these data as well as conceptual models of DTC genetic testing services and iteratively developed a taxonomy of DTC genetic testing service business models. In phase 3, we used a 2-stage clustering method to cluster the 277 services that we identified during phase 1 and derived 6 dominant archetypes of DTC genetic testing service business models.

Results: The contributions of this research are 2-fold. First, we provided a first of its kind, systematically developed taxonomy of DTC genetic testing service business models consisting of 15 dimensions in 4 categories. Each dimension comprises 2 to 5 characteristics and captures relevant aspects of DTC genetic testing service business models. Second, we derived 6 archetypes of DTC genetic testing service business models named as follows: (1) low-cost DTC genomics for enthusiasts, (2) high-privacy DTC genomics for enthusiasts, (3) specific information tests, (4) simple health tests, (5) basic low-value DTC genomics, and (6) comprehensive tests and low data processing.

Conclusions: Our analysis paints a much more complex business landscape in the DTC genetic testing market than previously anticipated. This calls for further research on business models and their effects that underlie DTC genetic testing services and invites specific regulatory interventions to protect consumers and level the playing field.

(J Med Internet Res 2020;22(1):e14890) doi:10.2196/14890
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Introduction

Background and Objectives

When 23andMe opened its Web store to the public in 2007, it was among the first in the second wave of the so-called direct-to-consumer (DTC) genetic testing services that publicized the idea of personal genomics [1]. The surge of DTC genetic testing services such as 23andMe, Ancestry.com, or FamilyTreeDNA, to name a few, during the last decade is thereby mainly driven by the rapidly declining costs for collecting and analyzing genome data [2] and the public’s growing interest in genomics [3]. Overall, estimates suggest that the global DTC genetic testing market will be worth approximately US $610 million by 2026 [4].

DTC genetic testing refers to genetic tests targeted toward consumers that do not require the involvement of a medical professional in mediating the service and interpreting it [5]. Typical tests offered by DTC genetic testing services include ancestry tests, nonmedical lifestyle tests (eg, traits, fitness, nutrition), and medical tests (eg, carrier status, genetic health) [3]. Compared with conventional medical testing, DTC genetic tests are, however, initiated by consumers, not their physicians, and sold directly to consumers over the internet [6]. Consequently, consumers are responsible for controlling and managing their genetic information on the Web, as well as choosing an interpreter for their genetic information or interpreting it themselves [6]. Despite the ongoing proliferation of genetic testing and the public’s rising interest therein, DTC genetic testing has been a source of controversy ever since the inauguration of the first services offering such tests [5]. This especially pertains to business practices underlying DTC genetic testing services, as it is often believed that such services resell access to their consumers’ genetic data to increase revenue and to compensate for selling budget-priced tests. 23andMe, for example, uses its DTC front end to build a health information database and sells access to this database to clinical research and biopharmaceutical companies [7]. Concerns about the impact and business practices of DTC genetic testing services climaxed in several professional associations recommending to consumers to refrain from using DTC genetic testing services at all [5] and the US Food and Drug Administration (FDA) sending out cease and desist letters to several DTC genetic testing services in 2013 [6].

To realize the full potential of a disruptive technology such as genetic testing, it needs to be met by innovative business models [8]. Toward this end, DTC genetic testing can be regarded as a class of business models that can serve to make genetic testing more affordable and accessible. In light of the glaring contradiction between the ongoing proliferation of DTC genetic testing services, on the one hand, and the spreading skepticism toward their business practices on the other hand [9], however, there still seems to be little consensus among providers of such services, policy makers, professionals, and the general public on what actually constitutes suitable business models for DTC genetic testing. Several DTC genetic testing services, for example, recently started to shift their business models toward greater involvement of medical professionals and test approvals by regulatory bodies [6]. This resulted in the FDA-granting approvals for certain DTC genetic tests [6], which is likely to provide additional impetus to this market. Thus far, research provides little guidance for assessing or developing business models in the context of DTC genetic testing. Owing to the clinical value and sensitivity of genome data, past research on DTC genetic testing has primarily focused on ethical and legal issues surrounding genetic tests offered directly to consumers [10], including impact and clinical utility of DTC genetic tests [11], as well as studies of awareness and perceptions of DTC genetics and its risks [12-14]. Most of our knowledge about business models of DTC genetic testing services today stems from newspaper articles [15], blogposts discussing specific DTC genetic testing services [7], or company reports [16]. To the best of our knowledge, so far only a single white paper explicitly investigates business models underlying DTC genetic testing services (cf, the Business Models in Genomics section), and there are no published academic articles on this topic. A first step toward closing this knowledge gap pertains to scrutinizing the status quo and understanding what characterizes business models in the DTC genetic testing context today as well as what, if any, dominant business models have emerged in this market. We therefore ask the following research questions:

- RQ1: What are salient properties of DTC genetic testing service business models?
- RQ2: What dominant business models of DTC genetic testing services have emerged?

To answer these research questions, we develop a taxonomy of DTC genetic testing service business models (RQ1) and subsequently draw on this taxonomy to derive archetypes of DTC genetic testing service business models (RQ2). In doing so, we provide a systematic classification of DTC genetic testing service business models and expose their essential characteristics. We posit that the knowledge encapsulated in the taxonomy and dominant archetypes makes fruitful contributions to research on the role and impact of building innovative (internet-based) business models in health care. It can aid policy makers to better understand how DTC genetic testing services operate and design policies and regulations to protect consumers and enable fair competition when possible while realizing their full potential. Moreover, it should also help addressing health professionals’ concerns regarding the impact of these services and increase consumers’ awareness to make more informed decisions about using such services. Finally, for nascent businesses in the DTC genetic testing industry, our findings can serve as a blueprint of the emerging competitive landscape and as a roadmap to advance their business models.

Business Models in Genomics

Despite the term business model being commonly used in management and strategy, little consensus prevails over what constitutes a business model [17]. Extant literature has proposed an abundance of definitions for business models [8,18,19]. Drawing on Shafer et al [17], who synthesized extant conceptualizations of business models within scientific literature, we understand a business model as “a representation of a firm’s underlying core logic and strategic choices for creating and capturing value within a value network.” Consequently, business
models comprise 4 major categories of components: (1) strategic choices (e.g., customers, target markets, value propositions, revenues and pricing, competitors), (2) value creation (e.g., key resources, assets, processes), (3) value network (e.g., information and product flows between an organization, its suppliers, and customers), and (4) capturing value (e.g., profit-making mechanisms).

As pointed out earlier, disruptive technologies like genetic testing must be met by innovative business models to realize their full potential [8]. However, the health care sector is knowingly slow in adopting disruptive technologies, especially the innovative business models that these technologies afford [8,20]. Looking at genetic testing, we see that this nascent but arguably increasingly important aspect of modern health care is no exception to this phenomenon. Toward this end, scientific literature on the business aspects of DTC genetic testing services, especially their underlying business models, remains scarce [21]. The stream of research that is closest to this topic relates to socioeconomic research on DTC genetic testing [1]. Research in this stream is concerned with the marketing strategies of DTC genetic testing services and their impact on consumers [22,23], as well as economic implications of consumers freely sharing their genome data [24-26]. Extant literature has also covered the history [27] and size [28] of the global DTC genetic testing market. Our review of the related literature resulted, however, in only 1 white paper by Vanhala and Reijonsaari [29] that explicitly investigates business models in the context of DTC genetic testing. They define a business model as connecting consumers’ needs with the solution offered by a service. Accordingly, any DTC genetic testing service business model comprises value propositions, distribution channels, revenue logic, customer segments, and key resources (e.g., genome data). On the basis of these 5 business model aspects, Vanhala and Reijonsaari [29] further derive 5 categories of DTC genetic testing service business models: (1) comprehensive genomic tests for consumers and as genome data bank material (e.g., 23andMe), (2) genomics as part of individual health planning (e.g., MD Revolution), (3) genomic services based on comprehensive genetic testing (e.g., Genetrainer), (4) medical precision tests for consumers (e.g., Myriad Genetics), and (5) restricted trait tests (e.g., Genecodebook Oy) [29]. Although this categorization certainly is a valuable step toward shedding light onto DTC genetic testing service business models, the authors provide little information on the employed methodology and base their analysis on assessing only a limited number of DTC genetic testing services. Adding to this, the study was published in 2013 and thus does not account for recent changes in the landscape of DTC genetic testing service business models.

Methods

Overview

To answer our research questions, we adopted the 3-phased approach of Remane et al [30]. A detailed description of each phase is given later, and Table 1 provides a brief summary of the individual phases.

Table 1. Overview of the research approach.

<table>
<thead>
<tr>
<th>Phases</th>
<th>Phase 1: Database setup</th>
<th>Phase 2: Taxonomy development</th>
<th>Phase 3: Cluster analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inputs</td>
<td>• Desk research&lt;br&gt;• Web-based genetic testing service repositories [31-33]</td>
<td>• DTCa genomics literature (deductive iterations)&lt;br&gt;• List of DTC genetic testing services (inductive iterations)</td>
<td>• DTC genetic testing service business model taxonomy</td>
</tr>
<tr>
<td>Steps</td>
<td>• Compile a list of DTC genetic testing services&lt;br&gt;• Filter services not available anymore&lt;br&gt;• Collect information about services from multiple sources (e.g., websites, blogs, research, or news articles)</td>
<td>• Define a meta-characteristic&lt;br&gt;• Develop taxonomy iteratively until all ending conditions are met</td>
<td>• Identify suitable numbers of clusters (Ward’s method)&lt;br&gt;• Run iterative partitioning algorithm with the identified numbers of suitable clusters&lt;br&gt;• Select the most fit cluster solution&lt;br&gt;• Analyze cluster solution and derive archetypes</td>
</tr>
<tr>
<td>Outcomes</td>
<td>• List of 277 DTC genetic testing services</td>
<td>• Taxonomy of DTC genetic testing services’ business models with 41 characteristics in 15 dimensions</td>
<td>• 6 archetypes of DTC genetic testing service business models</td>
</tr>
</tbody>
</table>

aDTC: direct-to-consumer.

Phase 1: Database Setup

In phase 1, a database of DTC genetic testing services was set up. It served as a basis for taxonomy development and cluster analysis in phases 2 and 3, respectively. As we are solely interested in DTC genetic testing services that have a Web presence, the internet provided a good starting point to collect information about these kinds of services. We therefore conducted a desk search using the internet to set up our database.

Our search led to the identification of 3 central resources that list a large body of genomic service providers (not limited to DTC genetic testing services). First, Phillips [31] has compiled a comprehensive list of 301 DTC genetic testing services, which is available on her website. Second, DNA Testing Choice [32], a UK-based news and reviews service of genetic tests, offers rankings for a variety of DTC genetic tests. As some DTC genetic testing services may offer more than one test, they may also appear in multiple rankings on DNA Testing Choice.
Finally, the International Society of Genetic Genealogy [33] also provides a list of DTC genetic testing services. Overall, all 3 sources together listed 428 genetic testing services. For each service, we noted its name, website, a brief service description, and relevant sources (i.e., websites that reference the respective service). As the focus of this study is on DTC genetic testing services, we screened all entries for DTC genetic tests before the taxonomy development process. This led to the exclusion of 171 services that were either not available anymore or did not fit our definition of DTC genetic testing services (e.g., services that offered genetic testing of animals). We further identified 20 additional DTC genetic testing services while collecting information about services already included. In total, our final database contains 277 DTC genetic testing services. A complete list of services included in and excluded from our database can be found in Multimedia Appendix 1.

Phase 2: Taxonomy Development

The second phase focused on the development of a taxonomy of DTC genetic testing service business models (thus answering RQ1). Taxonomies are important tools in scientific disciplines as they provide researchers with fundamental categories to analyze and understand complex domains [34]. We based the development of our taxonomy on the method by Nickerson et al [34]. It provides a systematic approach (as opposed to an ad hoc approach) to taxonomy development that combines inductive and deductive reasoning and has been extensively used to systematically develop taxonomies for phenomena in health care [35-42] and other domains [30,34,43,44]. The method consists of 7 iterative steps and provides guidelines for each step in the taxonomy development process. Step 1 abides the selection of a so-called meta-characteristic. Being the most comprehensive characteristic, the meta-characteristic serves to avoid a situation of naïve empiricism, acting as the basis for the choice of characteristics included in the taxonomy [34]. Each characteristic in the taxonomy must therefore be a logical consequence of the meta-characteristic [34]. Drawing on RQ1, we defined our meta-characteristic as salient properties of business models of DTC genetic testing services. As steps 3 to 7 of the taxonomy development are iterative, some predetermined conditions that end the process must be defined in step 2. For this research, we adopted the 5 subjective ending conditions (i.e., conciseness, robustness, comprehensiveness, extendibility, and explanatory) and 8 objective ending conditions (e.g., characteristics in a dimension are mutually exclusive, and there were no changes made to the taxonomy during the last iteration) provided by Nickerson et al [34]. Next, steps 3 to 7 involve the iterative development of the taxonomy (cf. Multimedia Appendix 2), whereby each iteration starts by choosing either a conceptual-to-empirical (deductive) or empirical-to-conceptual (inductive) approach in step 3 and ends with a review of whether the ending conditions are met in step 7 [34]. If the ending conditions are not met, an additional iteration is performed.

In total, we performed 7 iterations. An overview of the development of dimensions for individual iterations is given in Figure 1. The first iteration followed the conceptual-to-empirical approach and was based on the model of Vanhala and Reijonsaari [29]. It led to an initial taxonomy with 8 dimensions. We classified DTC genetic testing services examined by Vanhala and Reijonsaari [29] and the top 10 ancestry, paternity, and health test service providers according to DNA Testing Choice [32] in the second iteration to verify the validity of our initial taxonomy. This led to the addition of 2 new dimensions.
Before the next iteration, we grouped all services based on the tests they offered. Similar to DNA Testing Choice’s ranking categories, we grouped services into 1 of the 3 categories: (1) genomics enthusiasts (eg, ancestry, genetic dating, trait testing), (2) relationship tests (eg,aternity, maternity), and (3) health tests. Like iteration 2, iteration 3 also followed the empirical-to-conceptual approach. After the analysis of the genomics enthusiasts subset, we added 3 dimensions. At this point, a review of dimensions and characteristics in iteration 4 (conceptual-to-empirical) resulted in the addition of 1 further dimension. In iteration 5 (empirical-to-conceptual), we analyzed all services offering relationship tests, which led to the addition of 1 new dimension. The following iteration 6 again followed the conceptual-to-empirical approach. Within this iteration, we merged 2 dimensions and split 1 dimension into 2 distinct dimensions. During iteration 7, the remaining subset of Health Tests was examined, which led to no alterations to the taxonomy. At this stage, the taxonomy fulfilled all ending conditions after 7 iterations (cf, Multimedia Appendix 3).

**Phase 3: Cluster Analysis**

The third phase focused on deriving archetypes of DTC genetic testing service business models (RQ2) using the previously created taxonomy as a baseline for cluster analysis. Cluster analysis is a process of finding distinct groups of objects (ie, clusters) in data [45]. The objective is to find groups (clusters) for which the objects of 1 group are highly similar in selected attributes, whereas they are as dissimilar as possible from objects in the other groups [45]. An abundance of clustering methods is available, and choosing the most suitable method can be cumbersome and error prone in terms of what similarity or dissimilarity measure to choose, how many clusters to generate, or overall performance of clustering algorithms [46]. Iterative partitioning algorithms such as k-means, for example, provide better performance than hierarchical clustering methods, but in turn usually require the a priori definition of how many clusters to produce [46]. To address these problems, we adopted the 2-stage clustering approach suggested by Punj and Stewart [46]. In this process, the first stage utilizes a hierarchical method to determine a preliminary solution, which can be used to deduce candidate numbers of clusters that serve as starting points for the iterative partitioning algorithm in stage 2. On the basis of the candidate number of clusters obtained in stage 1, an iterative partitioning algorithm arranges the included objects in their final cluster solution in stage 2 [46]. According to Remane et al [30], we utilized Ward’s method for stage 1 and the k-means algorithm for stage 2.

Ward’s method is an agglomerative clustering procedure. It starts by combining the 2 objects closest to each other into 1 cluster and repeats this process until all objects belong to the same cluster [47]. During each iteration, the similarity between 2 clusters is calculated by the number of identical characteristics. As our taxonomy holds only binary data (ie, a characteristic is either applicable or not), the squared Euclidean distance, which places progressively greater weight on objects that are further apart from each other, is a suitable similarity measure [30]. The dendrogram produced by Ward’s method indicated that a 4-, 5-, or 6-cluster solution would have the most explanatory power for our dataset. Also, by reviewing the scree plot, the elbow rule suggested the 4-, 5-, 7-, or 9-cluster solution in this particular order. With the preliminary cluster solutions in place, we used the k-means method to derive our final cluster solution in the second stage. The k-means method produces a partition of the dataset into an a priori defined number of clusters [47]. Starting with an initial partition, objects are moved into other clusters if they are closer to its mean vector than that of their current cluster, usually calculated using Euclidean distance. After each iteration, the mean vectors are updated [47]. The procedure continues until all objects are closer to the mean vector of their own cluster than to the mean vectors of any of the other clusters or no significant changes are found [47]. For the 4, 5, 6, 7, and 9 cluster solutions, the algorithm ran through 10, 17, 9, 13, and 12 iterations before achieving convergence, respectively. However, retrieved significance values for characteristics (ie, how relevant a certain characteristic is for the cluster solution) indicated that the 4 and 5 cluster solutions were of inadequate quality because they possessed too many irrelevant characteristics (cf, Multimedia Appendix 4). We therefore did not consider those cluster solutions any further. The remaining cluster solutions (ie, 6, 7, and 9 clusters) were next manually compared for their explanatory power by 2 researchers (ie, we sought to find meaningful interpretations for all clusters in all cluster solutions). Although we were able to find meaningful interpretations for the 7-cluster solution, it produced entirely different clusters, which we deemed less meaningful and providing little to no additional insight compared with the 6-cluster solution. For the 9-cluster solution, on the other hand, we were unable to find meaningful interpretations for all clusters. Hence, we selected the 6-cluster solution as the most suitable one for this study and report it below.

**Results**

**Direct-to-Consumer Genetic Testing Service Business Models Taxonomy**

Our final taxonomy consists of 15 dimensions. Each dimension consists of 2 to 4 characteristics, with a total of 41 characteristics. Furthermore, the dimensions have been grouped into 4 categories based on the previously outlined categories of components of business models (ie, strategic choices, value network, create value, and capture value) to provide a better understanding of how the dimensions relate to each other. Table 2 offers an overview of the final taxonomy, whereas the results of our coding can be found in Multimedia Appendix 5. In the following, we describe each dimension and its characteristics in detail.
Table 2. Taxonomy of direct-to-consumer genetic testing services’ business models.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strategic choices</strong></td>
<td></td>
</tr>
<tr>
<td>Business purpose</td>
<td>For profit; nonprofit</td>
</tr>
<tr>
<td>Region of operation</td>
<td>Local; worldwide</td>
</tr>
<tr>
<td>Consumer target group</td>
<td>Enthusiasts; specific information seekers; enthusiasts and specific information seekers; chronic health issue and risk group</td>
</tr>
<tr>
<td>Consumer research consent</td>
<td>Mandatory; optional; data not used</td>
</tr>
<tr>
<td><strong>Value network</strong></td>
<td></td>
</tr>
<tr>
<td>Distribution channel</td>
<td>Internet only; health care professionals only; multicontact service</td>
</tr>
<tr>
<td>Sampling site</td>
<td>Home collection; lab collection; home and lab collection</td>
</tr>
<tr>
<td>Sampling kit provider</td>
<td>Service provider; third party; service provider and third party</td>
</tr>
<tr>
<td>Sample storage</td>
<td>Never; mandatory; consumer decision</td>
</tr>
<tr>
<td><strong>Create value</strong></td>
<td></td>
</tr>
<tr>
<td>Genome test type</td>
<td>Genotyping; sequencing; genotyping and sequencing</td>
</tr>
<tr>
<td>Data storage</td>
<td>No storage; isolated storage; database for service provider</td>
</tr>
<tr>
<td>Data ownership</td>
<td>Consumer; service provider</td>
</tr>
<tr>
<td>Data processing</td>
<td>No interpretation; basic interpretation; value-added interpretation</td>
</tr>
<tr>
<td><strong>Capture value</strong></td>
<td></td>
</tr>
<tr>
<td>Fee type</td>
<td>Pay-per-use; pay-per-use and subscription; no fee</td>
</tr>
<tr>
<td>Fee payer</td>
<td>Consumer only; consumer and health insurance</td>
</tr>
<tr>
<td>Reselling of genome data</td>
<td>Yes; no</td>
</tr>
</tbody>
</table>

**Strategic Choices**

The first category of components of a business model entails 4 dimensions related to strategic choices of a DTC genetic testing service, such as target markets and customers. The *business purpose* dimension answers the basic question of whether a service provider seeks to generate profit or whether it is a nonprofit organization that contributes to genomics research and makes DTC genetic testing more accessible to consumers. The *region of operation* dimension answers the question where a DTC genetic testing service is offered. In our taxonomy, we distinguish between the characteristics local (ie, tests are only available in the country the service has been registered in) and worldwide (ie, tests are offered all over the world with the exception of countries that do not allow such tests by law). The third dimension, *consumer target group*, divides DTC genetic testing services into 4 target groups. Products aimed at enthusiasts seek to spark the curiosity of the consumer for information on their DNA such as ancestry, taste tests, lactose intolerance, or health traits [29]. The second target group concerns specific information seekers. Services for this target group offer genetic tests that aim to answer a specific question and include, for example, paternity and other relationship tests, immigration tests, or tests for certain diseases. There are also genetic testing services that target both enthusiasts and specific information seekers and are summarized in the third characteristic of this dimension. The last target group addresses consumers dealing with chronic health issues and related risks (eg, individuals with diabetes, individuals with high blood pressure, or individuals with an increased risk of cancer). Finally, the *consumer research consent option* dimension indicates whether DTC genetic testing service providers ask for consumers’ consent to use their data for research. For some services, it is mandatory that consumers give their consent for using their data for research to purchase the service. Other service providers either give consumers the option to consent into their personal genome data being used for research or do not utilize their customers’ data for research purposes at all.

**Value Network**

The value network category comprises 4 dimensions that characterize a DTC genetic testing service’s relationship to key partners and customers, as well as how information, products, and services flow through this network. The *distribution channel* dimension describes how products and services are communicated and offered to the consumer. Although many DTC genetic testing service providers only offer an internet presence for all consumer means, some service providers may require a health care professional to be involved. However, health care professionals mainly serve as a means for distributing and, in some cases, carrying out sample collection and follow-up patient counseling but are responsible neither for performing the actual genetic testing nor for interpreting test results. The third and most comprehensive distribution channel is described as a multicontact service [29]. This includes internet solutions, mobile apps, telephone consulting, stores, and home visits to offer the product to the consumers. The *sampling site* dimension summarizes where a consumer’s genome sample is collected.
Many services offer the collection of genetic material via home collection kits that are mailed to their consumers. The sample is then taken by the consumers themselves (e.g., buccal swab or saliva sample) and sent back for analysis. Other services require their consumers to visit a lab, where samples are taken by the staff. Lab collection is usually offered either as a convenience to the consumer or because it is legally required (e.g., a paternity test that is to be acknowledged by the court). Some services offer home and lab collection of genome samples. Adding to this, the **sampling kit provider** dimension describes whether a service provider offers their own sample collection kit or whether a third-party sample collection kit is used. Some services offer both, their own sample collection kit and the option to use a third-party kit. Finally, the **sample storage** dimension indicates whether the collected sample is destroyed (ie, never stored) or kept after the genome data have been generated. Although for some genetic testing services it is mandatory that genetic samples are kept (eg, for legally binding paternity tests), others leave this decision up to their customers.

**Create Value**

The third category contains 4 dimensions, which describe how DTC genetic testing services create value for customers. It thus focuses on their products and processes. The **genome test type** dimension determines what kind of method is used to generate genome data and consists of three characteristics. A service provider may either offer genotyping only, sequencing (whole genome or whole exome) only, or both, genotyping and sequencing. Next, the **data storage** dimension considers how DTC genetic testing services store the genome data of their consumers. Service providers can either not store the produced data, store it isolated for the consumers’ access only, or store it in a common database, which is used to improve service quality. If the data are not stored, then they are deleted shortly after the consumers retrieve their genome data. Some services collect fees for the isolated storage of the data and will only keep it as long as the consumers decide to store it. The **data ownership** dimension classifies DTC genetic testing services in terms of who owns the genome data. By purchasing a product from a service, the consumers agree to their terms of service. The terms of service usually state whether the collected genome data are the property of the consumers or the service provider. If the ownership stays with the consumers, the decision power over the data also remains with the consumers. If a business claims ownership of the data, then it is authorized to use the data without restrictions to further the company’s interests. Finally, the fourth and last dimension, **data processing**, describes the degree of genome data analysis provided by a service. Some DTC genetic testing services do not offer any interpretation but instead deliver the raw genome data by means of genotyping or DNA sequencing, only. If services offer interpretation of the produced genome data, they usually create reports on certain information. Most services provide an analysis of the genome data in terms of ancestry information, health traits, paternity tests, or cancer tests. Alternatively, some services offer value-added interpretation, whereby they augment their interpretation with additional services such as, for example, carrying out legally binding paternity tests (as opposed to cheaper nonlegally binding tests) or providing diet plans or supplements based on the analysis of their consumers’ genome.

**Capture Value**

Capture value is the final category of business model components. It pertains to three dimensions that describe how DTC genetic testing service providers generate revenue. The **fee-type** dimension is concerned with the providers’ pricing model. Consumers may be charged on a per-use basis or on a per-use basis paired with a subscription model (eg, to account for additional services besides the actual test). Some tests are offered to consumers free of charge. The **fee-payer** dimension describes who pays for the offered tests. Tests can be paid for entirely by consumers themselves as well as partly or completely by the consumers’ health insurances. The **reselling of genome data** dimension relates to whether a service provider generates revenue from reselling collected genome data to third parties. Possible customers for genome data include research institutes, clinics, or pharmaceutical companies.

**Archetypes of Direct-to-Consumer Genetic Testing Services’ Business Models**

The clusters in the 6-cluster solution comprise between 21 and 73 of the 277 DTC genomics services in our database. Thereby, each cluster has a different focus regarding the dimensions and characteristics of the DTC genetic testing service business model taxonomy. As the taxonomy development method by Nickerson et al [34] results in characteristics that are mutually exclusive and collectively exhaustive, the data can be interpreted as percentages. For example, 89% (42/47) of the companies in cluster 1 operate worldwide whereas 11% (5/47) offer services in their respective country only. Table MA6-1 in Multimedia Appendix 6 provides an overview of the results of the cluster analysis, whereby darker colors represent higher percentages of services in the cluster belonging to a characteristic for the corresponding dimension. We elaborate on each cluster below by highlighting its most representative characteristics and providing examples of typical DTC genomics services.

**Cluster 1: Low-Cost Direct-to-Consumer Genomics for Enthusiasts**

The first cluster combines the low-cost genotyping tests offered by companies like 23andMe (see Figure 2 for a screenshot of their website) with the costlier sequencing tests provided by companies like Veritas Genetics who strive to make sequencing affordable for the enthusiast DTC market. These companies operate worldwide as they provide their services over the internet and less via multicontact channels. Most operators like 23andMe only charge the consumers a 1-time fee for their home collection kit but claim the rights of the produced genome data and utilize it to improve their own services and resell it for profit to compensate for the relatively low prices of their tests. Other services like Ancestry.com operate on a pay-per-use and subscription fee model and therefore leave the ownership of the data with the consumer. Finally, some services offer health-related tests that are eligible for insurance coverage. Although the offered services are value-added tests, services either make it mandatory or give customers the option to willingly participate in research with their data. Other prominent
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examples of services in this cluster are FamilyTreeDNA, MyHeritageDNA, or the Genographic Project.

Figure 2. Screenshot of the 23andMe website from October 2019.

Cluster 2: High-Privacy Direct-to-Consumer Genomics for Enthusiasts

Cluster 2 is in many aspects similar to cluster 1 but differentiates itself in the crucial dimensions concerning the customers’ data privacy. Most services in cluster 2, such as African Ancestry, provide internet only or internet and telephone solutions for genomic enthusiasts. African Ancestry provides a simple genotyping test that answers the general question of whether a customer has origins tracing to Africa and other information regarding their African ancestry. The tests can only be taken with a home collection kit and results are made available on the Web. The generated genome data remain the property of the consumer for all services in this cluster, and the genome data are either erased or stored in an isolated storage accessible by the consumer only. It is not sold for revenue. Furthermore, the data are usually not used for research, but consumers may be given the option to provide their data. The costs for these tests are covered by a 1-time fee for the consumer or an additional subscription. Other examples of services in this cluster include EasyDNA, FitGenes, or The Makings of Me.

Cluster 3: Specific Information Tests

The third cluster holds DTC genetic testing services that provide consumers with solutions to specific questions and aim to provide a more elaborate service with value-added data processing. One prominent example for this group is DNA Diagnostics Center (see Figure 3 for a screenshot of their website). Their choice of distribution channel over the internet and via telephone allows for a worldwide service. DNA Diagnostics Center offers a variety of genome tests on specific information ranging from relationship to forensics on a 1-time cost basis for the customer. Although all genome tests of this cluster cover genotyping, the sample collection can either be performed by the consumers themselves with a service-provided home collection kit or by a professional (eg, for a legal paternity test at a laboratory operated by DNA Diagnostics Center). The genome data are primarily stored in isolation and sometimes used to improve service quality (ie, the data are stored in a database for later reference during the genotyping process), whereas the consumers’ genome data are not used for inhouse research or sold to a third party for revenue. Moreover, it is often mandatory to store the sample (eg, for later reference of legal relationship tests). This cluster holds several representative service providers such as Alpha Biolabs, Dadchecksilver, or Who’z the daddy.

Cluster 4: Simple Health Tests

Cluster 4 combines chronic health-related genomic services such as Fulgent Diagnostics with the more casual health and wellness focused services such as SkinDNA Canada. These health-related services are either available through health professionals only or multicontact services, which may also include health professionals. This elaborate customer relationship leads to many services only operating locally, though some have a worldwide network. It comes as no surprise that this cluster contains most services aimed at chronic health issue and risk group consumers. Nevertheless, the cluster is still mainly populated with specific information seekers and enthusiast target groups. The 1-time fees are usually covered by the consumers but may be covered by insurances as well. The companies provide their own sampling kit and after genotyping, the sample is destroyed if storing it is not necessary. These services offer a lab collection option but come also with a home collection kit. Although the data ownership remains with the consumers and genome data are not sold for revenue or utilized in research, the results are mostly basic reports, which may require further interpretation by a local physician. Other examples of services in this cluster include International Bioscience or Pillcheck.
Cluster 5: Basic Low-Value Direct-to-Consumer Genomics

Cluster 5 differentiates itself from all other clusters in that it contains for profit as well as nonprofit companies that either charge a 1-time fee or offer services that are completely free. As services like Genetic Genie rely mostly on third-party sample collection, they can offer their services worldwide, exclusively via the internet as the consumers choose the sampling provider (eg, 23andMe) independently. The compatible sampling kits are for home collection only and aimed at genotyping tests. Consequently, the data ownership always lays with the consumers for services in this cluster and if stored, the genomic data are accessible for the customers only. Furthermore, Genetic Genie does not sell the data for revenue, and there is no research consent option. As a result, the data processing is mostly done automatically, and the resulting interpretation is only of a basic nature. Nonetheless, enthusiasts may find a convenient way for additional insight into their genome. Other members of this cluster are Promethease, Roots for Real, or My Genetic Health.

Cluster 6: Comprehensive Tests and Low Data Processing

Offering sequencing only or sequencing and genotyping tests, the last cluster holds services focusing on the sample processing mostly (ie, offering no or basic interpretation of the genome data only). Dante labs (see Figure 4 for a screenshot of their website), for example, offers a worldwide whole genome sequencing home collection kit via their website with a basic health analysis and Web access to the consumers’ entire sequenced genome. Other services in this cluster offer other forms of customer contact such as local labs or health professionals. The sampling kit may be provided by the service provider or additionally by a third party. Although this cluster has no specific target group, services are always paid for by the consumers with a 1-time fee. To compensate for the comprehensive genome tests and generate profit, companies often resell access to the produced genome data, make participation in research mandatory, or claim the right to use the data for company services. This is also mirrored in the data ownership, which may lie with the customer as well as with the company. Additional examples for services in this cluster are Full Genomes Corporation, Helix, or Genes for Good.
Discussion

Principal Findings

Analysis of the taxonomy and derived archetypes unveils interesting insights into the current state of the DTC genetic testing market.

First, our results paint a much more heterogeneous landscape of the DTC genetic testing market than most of the extant literature in this area has conceived. This is not only highlighted because of the presence of 6 diverse business model archetypes that we identified but also supported by the fact that the archetypes’ corresponding clusters are relatively evenly sized with cluster 5 being the smallest (n=21) and cluster 3 being the largest (n=73). Looking at the 5 business models described by Vanhala and Reijonsaari [29], the business model archetypes described here are rooted in a more diverse set of distinguishing dimensions (ie, 15 dimensions as opposed to 5 dimensions). This resulted in less (albeit still prevalent) emphasis on the different value propositions and consumer target groups and instead also included aspects such as major cost drivers (eg, dimensions such as sampling site and sampling kit provider). Furthermore, comparing the presented taxonomy with business model taxonomies of other disruptive technologies [30,48,49], we see that they share some similarities but also exhibit distinctive differences. Accordingly, our taxonomy includes several dimensions that are inherent to any business model, especially those dimensions that are related to customer segments, key partners, value propositions, or service pricing. Our fee-type dimension, for example, is comparable with the price structure dimension found in the carsharing business model taxonomy of Remane et al [30], albeit with slightly different characteristics. At the same time, however, the taxonomy presented here also includes several dimensions whose characteristics are more tailored toward the DTC genetic testing market (eg, distribution channel, fee payer), as well as dimensions that are entirely unique to the DTC genetic testing context (eg, genome test type).

Second, much of the controversy surrounding DTC genetic testing originates from concerns over the clinical value of such tests [50], consumers’ capabilities of dealing with potentially misleading test results [11], and the assumption that DTC genetic testing services sell access to their consumers’ genomic data to third parties [51]. To this end, cluster 1 seems to represent a business model archetype that many skeptics of DTC genetic testing services have in their minds when thinking of DTC genetic testing. This is further supported by the fact that the most prominent and probably most often criticized players in the DTC genetic testing market such as 23andMe, AncestryDNA, and FamilyTreeDNA can be found in this cluster. The business model archetype represented by cluster 1 also closely resembles the comprehensive genomic tests for consumers and as genome data bank material business model described by Vanhala and Reijonsaari [29]. Overall, however, our analysis showed that the majority of DTC genetic testing services do, for example, not resell access to their consumers’ genomic data to third parties for revenue (237 of 277). Even more so, cluster 2 represents a business model archetype where special emphasis is placed on consumers’ privacy. Several explanations might exist for these surprising, yet interesting, findings. Genomics, particularly DTC genetic testing, is still a relatively young business [28]. Next to the dimensions in the capture value category, the consumer research consent and data ownership dimensions are especially deeply related to a DTC genomics service provider’s profit as both dimensions exert a strong influence on what service providers can and cannot do with their primary resource, the produced genomic data. In this regard, it is important to note that scale benefits are mostly on the DTC genetic testing services’ side rather than the consumers’ side, as service providers can use already produced data to improve their service quality. Some service providers might also seek to incentivize interested individuals to use their service to establish a large enough database of genomic data that they...
can then use to develop complementary revenue streams, which
do not directly involve selling access to genomic data to third
parties (eg, use collected data to develop new drugs).
Accordingly, some services might still be in a phase where
growth is considered more important than short-term profit by
the services’ stakeholders. Finally, some services might
anticipate further declining costs for genome data collection
and analysis because of technological advances, eventually
making them more profitable and changing the relative benefits
of different business models in the long run. An example for
such a service is Veritas Genetics, who seek to provide whole
genome sequencing services costing less than US $1000 to their
consumers.

The third interesting finding pertains to recent debates about
shifts in DTC genetic testing service’s strategies and the
emergence of what some call DTC genomics 2.0. Compared
with the currently prevailing DTC genomics paradigm, DTC
genomics 2.0 is characterized by a greater involvement of
regulatory bodies and health care professionals, a stronger
separation between health and nonhealth tests, and improved
support and counseling for consumers [6]. To this end, our
clusters show a clear separation between services mainly
targeting specific information seekers and people with chronic
diseases (clusters 3 and 4), and those primarily targeting
enthusiasts (clusters 1, 2, 5, and 6). Specifically, cluster 4
exhibits the largest number of services whose primary
distribution channel are health care professionals and services
whose tests are often paid for by consumers’ insurances. Cluster
4 represents a business model archetype that can serve as a
prime example for a shift toward DTC genomics 2.0. Although
such services arguably blur the lines between what is
traditionally considered DTC genetic testing (ie, genetic tests,
directly sold to consumers via the internet) and other forms of
genetic testing (eg, in clinical or research settings), we think
that the distinguishing factor is the primary recipient (ie, the
consumers themselves and not clinicians) rather than the form
distribution or who actually pays for the tests. We also found
several services (28 of 277) that offer genome sequencing to
their consumers as opposed to only genotyping, potentially
providing higher accuracy and clinical value than pure
genotyping services. In consequence of these observations, our
research supports the notion of an ongoing shift in the DTC
genetic testing market to more mature DTC genomics 2.0.

Fourth, although most DTC genetic testing services were profit
oriented, we found it interesting that there were at least 14
nonprofit services in our sample. Although these services did
not form their own cluster in our 6-cluster solution, the majority
of these services (n=9) can be found in cluster 5. They almost
exclusively operate worldwide, only over the internet, and only
offer third-party home collection kits and genotyping services.
A notable exception to this is the DTC genetic testing service
of Genes for Good that operates only in the United States,
provides its own home collection kit and offers sequencing
services. It is a nonprofit organization run by the University of
Michigan, which seeks to engage people in genetic research.
Generally, nonprofit DTC genetic testing services heavily rely
on other for-profit DTC genetic testing services by, for example,
using the test kits of other services or directly requesting
consumers to import their data from other services. Specifically,
the last scenario, where consumers freely and openly share their
genome data with for-profit and nonprofit services, has received
attention from researchers interested in socioeconomic
perspectives of genome data sharing and crowdsourcing [1,24]
and could be seen as an indicator for a trend toward
platformization and a platform economy in genomics.

Limitations
Limitations of our study are as follows. First, the DTC genetic
testing market is a volatile market with new services regularly
appearing, mergers and acquisitions constantly happening, and
extant services disappearing or changing their business
strategies. Our taxonomy and archetypes, however, represent a
snapshot of the current landscape of DTC genetic testing service
business models. It is likely that in the meantime, new services
would have emerged, while some services in our sample would
have changed their business models or completely disappeared
from the market. Nevertheless, we are confident that the
developed taxonomy and derived archetypes build a strong
foundation for further research in this area because of the rich
and meaningful sample of DTC genetic testing services used
and rigorous development of both. Moreover, owing to the
extendibility ending condition being met, the presented
taxonomy can easily be extended or altered in the case of the
emergence of new services or additional insights. Second, our
examination of services was mainly based on information
retrieved from nonscientific sources and services’ internet
presences. Some information provided was ambiguous or not
given at all. It is possible that our coding of some of the services
are not entirely appropriate. We sought to address these
information deficits by having services examined by 2
researchers independently, consulting additional internet sources,
and, where no information was found, making informed guesses
by comparing specific services with other similar services.
Third, although Ward’s method indicated the validity of several
cluster solutions, analysis of common metrics provided
inconclusive results on which cluster solution to choose for the
k-means algorithm (ie, the dendrogram suggested 4, 5, and 6
cluster solutions, whereas the scree plot suggested 4, 5, 7,
and 9 cluster solutions). After thorough examination of these cluster
solutions based on a k-means clustering, we deemed the 6-cluster
solution to be the most promising one for this research.
Nevertheless, the 7-cluster solution might have provided
additional insights into the DTC genomics market, which are
not captured by the current cluster solution.

Implications and Future Research
Our study yields several implications for research and practice.
For research, we provide a systematic classification of DTC
genetic testing service business models and expose their
essential characteristics. The developed taxonomy adds to our
knowledge of business models in genomics, and in conjunction
with the proposed archetypes, it contributes to a more
comprehensive understanding of the DTC genetic testing
industry. Compared with other taxonomies about technologies
that are similarly disruptive as DTC genetic testing [35], the
taxonomy presented here focuses on a rather narrow aspect of
the DTC genetic testing service phenomenon. Although the
Objective of this research was specifically to analyze an area of DTC genetic testing that has received little attention from researchers thus far (ie, the business models in this very industry), we also think that the presented taxonomy can serve as a starting point to analyze the DTC genetic testing phenomenon as a whole by, for example, broadening the taxonomy’s scope and further developing it into a general taxonomy of DTC genetic testing services. However, we also note that despite the seminal work of Hwang and Christensen [8], the literature on the classification of business models in health care remains scarce. The presented taxonomy and archetypes can serve as an outset for new avenues in future research on DTC genetic testing. Starting from the previously outlined limitations of this study, researchers could seek to replicate the results of our research, especially considering the likely emergence of new DTC genetic services. Furthermore, as the taxonomy and archetypes only capture a snapshot of current DTC genetic testing service business models, future research should also attempt to analyze how those services’ business models change over time. To this end, the literature on business model innovation [52,53] could provide a promising foundation to analyze the evolution of business models in DTC genetic testing. Although the clusters presented in this work were developed independent of any temporal dimension, future research may also investigate whether these clusters relate to different evolutionary stages of DTC genetic testing business models. From a socioeconomic and genetic privacy research perspective, our research provides a starting point to better understand the economic value of genomic data. We thereby support and strengthen the notion of information privacy as a commodity that can be traded in the context of genomics [54]. Specifically, dimensions in the categories such as strategic choices, create value, and capture value might prove useful to better understand the relationships between business models, genetic privacy, and crowdsourcing in genomics.

In terms of practice, our research has important implications for policy makers, professionals in the health care industry, DTC genetic testing services themselves, and consumers of such services. For policy makers, our research highlights a reality of diverse business models within the DTC genetic testing market. Considering DTC genetic testing services’ need to collaborate closely with regulatory bodies, the developed taxonomy and archetypes can assist policy makers in designing policies that adapt to the diverse business landscape as to better protect consumers’ well-being and privacy while respecting their right to informational self-determination. Similarly, the archetypes of DTC genetic testing service business models help raise awareness for the existence of different kinds of services with diverse benefits and risks for consumers and the health care system. Overall, our work contributes to a more nuanced understanding of DTC genetic testing in the health care sector, which has become progressively important given that evidence from studies among U.S. populations (one of the largest DTC genetic testing markets) suggests patients increasingly talk to their primary care physicians about DTC genetic testing [55,56], and expect them to be able to answer questions about DTC genetic test results [57]. For DTC genetic testing services, especially young services, our taxonomy serves as a valuable tool to analyze and possibly further develop their own business models as well as to analyze competitors’ business models. The presented archetypes provide decision makers of DTC genetic testing services with blueprints of potential business models. Such blueprints can be used as initial guidance for transitioning from 1 business model to another or to identify market niches. From a consumer’s point of view, it was a pleasant surprise that most DTC genetic testing service providers do not resell access to their consumers’ genomic data to third parties. However, at the same time, our analysis reveals that many of the examined DTC genetic testing services retain the right to use collected genomic data for service improvements, something which consumers should be aware of. Overall and in line with research seeking to understand and improve consumers’ understanding of DTC genetic testing [13,14], the taxonomy and archetypes presented in this study can serve consumers as tools for assessing DTC genetic testing services and finding services that best fit their needs.

Conclusions
DTC genetic testing is a relatively young and dynamic business area, which pushes genomics research forward and promises faster, as well as more affordable genomics services. Despite the rapid growth of the business sector, many concerns remain unanswered, and there is little knowledge about the impact of business models on DTC genetic testing services within research literature. In this study, we provide the first overview of DTC genetic testing service business models, resulting in a rigorously developed taxonomy and 6 service archetypes. This provides novel insights into the value and use of genomic data and can serve as a foundation for advanced research on relationships among DTC genetic testing services, their consumers, practitioners within the health care sector, and policy makers.
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Abstract

Background: Natural language processing (NLP) is an important traditional field in computer science, but its application in medical research has faced many challenges. With the extensive digitalization of medical information globally and increasing importance of understanding and mining big data in the medical field, NLP is becoming more crucial.

Objective: The goal of the research was to perform a systematic review on the use of NLP in medical research with the aim of understanding the global progress on NLP research outcomes, content, methods, and study groups involved.

Methods: A systematic review was conducted using the PubMed database as a search platform. All published studies on the application of NLP in medicine (except biomedicine) during the 20 years between 1999 and 2018 were retrieved. The data obtained from these published studies were cleaned and structured. Excel (Microsoft Corp) and VOSviewer (Nees Jan van Eck and Ludo Waltman) were used to perform bibliometric analysis of publication trends, author orders, countries, institutions, collaboration relationships, research hot spots, diseases studied, and research methods.

Results: A total of 3498 articles were obtained during initial screening, and 2336 articles were found to meet the study criteria after manual screening. The number of publications increased every year, with a significant growth after 2012 (number of publications ranged from 148 to a maximum of 302 annually). The United States has occupied the leading position since the inception of the field, with the largest number of articles published. The United States contributed to 63.01% (1472/2336) of all publications, followed by France (5.44%, 127/2336) and the United Kingdom (3.51%, 82/2336). The author with the largest number of articles published was Hongfang Liu (70), while Stéphane Meystre (17) and Hua Xu (33) published the largest number of articles as the first and corresponding authors. Among the first author’s affiliation institution, Columbia University published the largest number of articles, accounting for 4.54% (106/2336) of the total. Specifically, approximately one-fifth (17.68%, 413/2336) of the articles involved research on specific diseases, and the subject areas primarily focused on mental illness (16.46%, 68/413), breast cancer (5.81%, 24/413), and pneumonia (4.12%, 17/413).

Conclusions: NLP is in a period of robust development in the medical field, with an average of approximately 100 publications annually. Electronic medical records were the most used research materials, but social media such as Twitter have become
important research materials since 2015. Cancer (24.94%, 103/413) was the most common subject area in NLP-assisted medical research on diseases, with breast cancers (23.30%, 24/103) and lung cancers (14.56%, 15/103) accounting for the highest proportions of studies. Columbia University and the talents trained therein were the most active and prolific research forces on NLP in the medical field.

(J Med Internet Res 2020;22(1):e16816) doi:10.2196/16816
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natural language processing; clinical; medicine; information extraction; electronic medical record

Introduction

Natural language processing (NLP) refers to the ability of machines to understand and explain the way humans write and talk. It involves studying various theories and methods that can realize effective communication between humans and computers in natural language and is an important direction in the field of artificial intelligence [1]. The goal of NLP is to realize human-like language understanding for a wide range of applications and tasks [2]. The earliest study on natural language understanding was the machine translation design first proposed by American Warren Weaver in 1949 [3].

In modern medical care, electronic health record (EHR) and electronic medical record (EMR) systems are undergoing rapid and large-scale development [4]. For example, in 2011, the Chinese government invested ¥630 million (US $97 million) to conduct a pilot project on primary medical and health care information systems for EHR, EMR, and outpatient management [5,6]. Medical records are valuable assets of hospitals that contain a large amount of important information, such as patients’ chief complaints, diagnostic information, drugs administered, and adverse reactions. However, medical records have long been ineffectively used due to technological limitations and unstructured text formats [7]. NLP can transform these unstructured medical texts into structured data that contain important medical information from which scientists and medical personnel can identify useful medical data [8,9], thereby improving the quality and reducing the operating costs of the medical system. An increasing number of practical problems in medicine can now be solved using NLP, such as the detection of adverse drug reactions [10,11], information extraction from EHR [12], and EMR or EHR classification [13]. NLP can also be used to process issues in radiology research [14,15]. The use of NLP to aid the resolution of medical problems is advancing rapidly and drawing increasing attention [16].

With the rapid development of NLP in the medical field, there is a constant increase in the number of NLP-related articles, which has led to the accumulation of a substantial amount of research findings. Analyzing these articles can indirectly reflect the dynamic progress of NLP development in the medical field. Moreover, the results of the analysis can provide various benefits to academia, especially to scholars who are interested in pursuing careers in specific areas. Regarding the analysis and research, the studies by Cobo et al [17,18] define bibliometrics as the use of statistical methods for quantitative assessment of academic output. Bibliometrics is often used to discover top authors and institutions in a field [19], determine the structure of a research field [20], identify important topics [21], and mine research directions [22].

Previous studies have analyzed and summarized the applications of NLP in the medical field. For example, Chen et al [23] conducted a bibliometric analysis of the outcomes of NLP in medical research over 10 years from 2007 to 2016. The authors comprehensively discussed the current research status in the field, including the top authors and institutions. However, their study only analyzed 10 years of data and covered NLP research in all biomedical fields, not specifically medical research. In addition, details on the collaborative relationships between prolific authors and the diseases studied using NLP were not described. In 2015, Névéol et al [24] published a systematic review in which they focused on screening NLP methods that had been applied to clinical texts or clinical outcomes in the year of 2014 through searching bibliographic databases. In 2016, Névéol et al [25] summarized the outstanding papers on clinical NLP in the previous year. These studies mainly summarized recent research and presented a selection of the best papers published in the field of clinical NLP but lacked a comprehensive analysis of the use of NLP in the medical field. Other previously published studies [23-26] have also summarized the role of NLP in medical research; however, they have essentially only summarized the basic characteristics, such as the number of published articles on NLP, author information, and keywords. Systematic analyses on other major features of NLP in the medical field, such as the collaboration among authors, popular research topics, and current status of the key diseases involved have not been conducted. Therefore, a systematic review spanning a longer period of time with more systematic and comprehensive analyses is necessary. This study differs from previous publications in the following aspects: first, bibliometrics was employed to review the relevant materials of medical NLP spanning nearly 20 years, which was the longest time span compared with previous studies; second, in addition to the analysis of certain basic characteristics as in previous studies, we used the VOSviewer tool version 1.6.10 (Centre for Science and Technology Studies, Leiden University) to perform cluster analyses on the relationships among authors and popular research topics. Third, we provided detailed discussion on multiple aspects of NLP, such as the diseases involved in NLP research and research tasks performed using NLP. In addition, to highlight the applications of NLP in the medical field that aligned more closely to clinical practice, we specifically excluded studies in the biomedical field, such as molecular biology, to provide more research reference materials for peers who conduct NLP research in the medical field.
Methods

Data Sources and Search Strategies
PubMed is an important search engine. The source of the PubMed database is MEDLINE, and the core topic is medicine. The objective of this study was to collect academic articles on the application of NLP in medicine. Therefore, PubMed was selected as the search engine in this study. On the PubMed platform, the search strategy was (“natural language processing” [all fields] OR NLP [all fields]) AND (medical [all fields] OR health [all fields] OR clinical [all fields]), automatically translated by PubMed to: (“natural language processing” [MeSH terms] OR (“natural” [all fields] AND “language” [all fields] AND “processing” [all fields]) OR “natural language processing” [all fields]) OR NLP [all fields]) AND (medical [all fields] OR (“health” [MeSH terms] OR “health” [all fields]) OR clinical [all fields]), and the time period spanned from 1999 to 2018.

Inclusion and Exclusion Criteria
All published studies on the application of NLP in medicine (except biomedicine) during the 20 years between 1999 and 2018 were retrieved. A total of 3498 articles were retrieved. The articles were screened according to the following exclusion criteria:

- Articles with indeterminate content were excluded, including PubMed articles without abstracts and articles with abstracts but the term NLP could not be retrieved from the abstracts and the full text could not be found.
- Review and comment articles were excluded.
- Articles with content unrelated to NLP were excluded; for example, articles wherein the term NLP did not stand for natural language processing but for terms such as neurolinguistic programming, no light perception, and ninein-like protein or NLP was only mentioned as a previous study or future study, while the main article was unrelated to NLP.
- As the subject of this study was the application of NLP in medicine and diseases, articles on molecular biomedicine, such as studies on protein-protein interactions in biomedical studies [27], were excluded.

The first three steps of the screening process were mainly completed by JW, and the last step of screening was jointly completed by JW and HD. In cases of discordance during the screening process on whether the article belonged to the molecular biomedical category, the two authors would review the full text and come to an agreement through discussion. We followed Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [28], shown in Figure 1, for the screening procedure. A total of 2336 articles were included in the statistical analysis.

Data Extraction and Statistical Analysis
The following information was extracted from eligible articles: year of publication, journal name in which the article was first published, all authors, first author, corresponding author, first author’s affiliation institution (and department), first author’s country, research tasks of NLP in the article, and disease type discussed in the article. The obtained data were input into Excel 2016 (Microsoft Corp) for data analysis and processing. Excel and VOSviewer were used in this study for the qualitative and quantitative analyses of author co-occurrences, keywords, and disease types, which helped compile and summarize the characteristics of the development of the medical NLP field in detail. The cutoff date for data collection was December 31, 2018.
Results

Overall Analysis of Article Data

Trends in Number of Articles

Of the 2336 articles that met the study criteria, the time period spanned from 1999 to 2018. The overall trend (Figure 2) showed that the number of published articles increased every year. The time period was mainly divided into 3 phases: between 1999 and 2004 was the lag period, in which the development of the field was relatively slow, with an average of 30 (22 to 42) articles published; between 2005 and 2011 was the slow growth period, with an average of 89 (66 to 124) articles published; after 2012, NLP in the medical field entered a fast growth period. Until 2018, a yearly average of 219 (148 to 302) articles were published, with the peak (302) attained in 2015.

Figure 2. Graph showing the number of articles published over time.

Journals in Which Articles Were Published

A total of 2336 articles were published in 412 journals. Table 1 shows the names of the top 10 journals and the corresponding number of articles in each journal. These 10 journals together contained more than 50% of the total number of articles.

Table 1. Medical natural language processing journal rankings (n=2336).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Journal or proceedings</th>
<th>Publications, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Studies in Health Technology and Informatics</td>
<td>408 (17.47)</td>
</tr>
<tr>
<td>2</td>
<td>AMIA Annual Symposium Proceedings</td>
<td>386 (16.53)</td>
</tr>
<tr>
<td>3</td>
<td>Journal of the American Medical Informatics Association</td>
<td>256 (10.96)</td>
</tr>
<tr>
<td>4</td>
<td>Journal of Biomedical Informatics</td>
<td>223 (9.55)</td>
</tr>
<tr>
<td>5</td>
<td>International Journal of Medical Informatics</td>
<td>54 (2.31)</td>
</tr>
<tr>
<td>6</td>
<td>BMC Medical Informatics and Decision Making</td>
<td>50 (2.14)</td>
</tr>
<tr>
<td>7</td>
<td>BMC Bioinformatics</td>
<td>43 (1.84)</td>
</tr>
<tr>
<td>8</td>
<td>AMIA Joint Summits on Translational Science Proceedings</td>
<td>31 (1.33)</td>
</tr>
<tr>
<td>9</td>
<td>Plos ONE</td>
<td>31 (1.33)</td>
</tr>
<tr>
<td>10</td>
<td>Journal of Digital Imaging</td>
<td>30 (1.28)</td>
</tr>
</tbody>
</table>
Analysis of Author-Related Data

Author Orders

This study screened for the first author, corresponding author, and contributing authors of each article. The top 10 authors in each category are presented in Table 2 and Table 3. Specifically, Hongfang Liu, Hua Xu, and Joshua C Denny were ranked as the top three authors with the most number of articles published. The top three first authors were Stéphane Meystre, Özlem Uzuner, and Hua Xu, and the top three corresponding authors were Hua Xu, Stéphane Meystre and Özlem Uzuner and Carol Friedman (tie). There were four authors whose names appeared top 10 in each of the three categories: Hua Xu, Joshua C Denny, Wendy W Chapman, and Özlem Uzuner.

Table 2. Rank of top authors by number of articles published and the most articles published as the first plus corresponding author.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Authors</th>
<th>Publications</th>
<th>Total (first + corresponding)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hongfang Liu</td>
<td>70</td>
<td>21 (7+14)</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>Hua Xu</td>
<td>66</td>
<td>48 (15+33)</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Joshua C Denny</td>
<td>64</td>
<td>26 (12+14)</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>Carol Friedman</td>
<td>60</td>
<td>20 (6+14)</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>Wendy W Chapman</td>
<td>55</td>
<td>25 (11+14)</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>Guergana Savova</td>
<td>45</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>6</td>
<td>Christopher G Chute</td>
<td>45</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>8</td>
<td>Serguei Pakhomov</td>
<td>43</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>9</td>
<td>Özlem Uzuner</td>
<td>37</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>9</td>
<td>George Hripcsak</td>
<td>37</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>9</td>
<td>Thomas C Rindflesch</td>
<td>37</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>—</td>
<td>Stéphane Meystre</td>
<td>—</td>
<td>32 (17+15)</td>
<td>2</td>
</tr>
<tr>
<td>—</td>
<td>Özlem Uzuner</td>
<td>—</td>
<td>30 (16+14)</td>
<td>3</td>
</tr>
</tbody>
</table>
### Table 3. Top first authors and corresponding authors.

<table>
<thead>
<tr>
<th>Author designation</th>
<th>Rank</th>
<th>Publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stéphane Meystre</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>Özlem Uzuner</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>Hua Xu</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>Louise Deleger</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>Joshua C Denny</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Serguei Pakhomov</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Wendy W Chapman</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>Sunghwan Sohn</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Li Zhou</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Guergana Savova</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Corresponding</th>
<th>Rank</th>
<th>Publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hua Xu</td>
<td>1</td>
<td>33</td>
</tr>
<tr>
<td>Stéphane Meystre</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>Özlem Uzuner</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Carol Friedman</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Hongfang Liu</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Wendy W Chapman</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Joshua C Denny</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Imre Solti</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>Genevieve B Melton</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Hong Yu</td>
<td>9</td>
<td>10</td>
</tr>
</tbody>
</table>

### Countries in Which Authors Were Based

This study first analyzed the countries in which the first authors’ institutions were located. The top 10 countries and the articles published are listed in **Table 4**, which shows that the United States is the top country and has contributed more than 50% of the total number of articles (63.01%), followed by France (5.44%), the United Kingdom (3.51%), and China (3.04%). Furthermore, in 2015 and 2017, the United States stood out with more than 150 articles published. Next, we analyzed the trend in the number of articles published in the top five countries over 20 years (**Figure 3**).

### Table 4. Ranking of the first author’s countries (top 10, \(n=2336\)).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Country</th>
<th>Publications, (n (%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>United States</td>
<td>1472 (63.01)</td>
</tr>
<tr>
<td>2</td>
<td>France</td>
<td>127 (5.44)</td>
</tr>
<tr>
<td>3</td>
<td>United Kingdom</td>
<td>82 (3.51)</td>
</tr>
<tr>
<td>4</td>
<td>China</td>
<td>71 (3.04)</td>
</tr>
<tr>
<td>5</td>
<td>Germany</td>
<td>57 (2.44)</td>
</tr>
<tr>
<td>6</td>
<td>Australia</td>
<td>56 (2.40)</td>
</tr>
<tr>
<td>7</td>
<td>Japan</td>
<td>52 (2.23)</td>
</tr>
<tr>
<td>8</td>
<td>Switzerland</td>
<td>44 (1.88)</td>
</tr>
<tr>
<td>9</td>
<td>Canada</td>
<td>33 (1.41)</td>
</tr>
<tr>
<td>10</td>
<td>Spain</td>
<td>28 (1.20)</td>
</tr>
</tbody>
</table>
**Institutions to Which Authors Belonged**

This study analyzed the relevant data on the institutions from which the articles were published. Specifically, the primary institutions to which the first authors belonged were analyzed (Table 5). The data showed that the top three institutions were Columbia University (4.54%), University of Utah (4.15%), and Mayo Clinic (3.85%). Together, these three institutions contributed a total of 12.54% of the articles published.

**Table 5.** Ranking of institutions to which the first authors belonged (n=2336).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Institution name</th>
<th>Publications, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Columbia University</td>
<td>106 (4.54)</td>
</tr>
<tr>
<td>2</td>
<td>University of Utah</td>
<td>97 (4.15)</td>
</tr>
<tr>
<td>3</td>
<td>Mayo Clinic</td>
<td>90 (3.85)</td>
</tr>
<tr>
<td>4</td>
<td>Vanderbilt University</td>
<td>59 (2.53)</td>
</tr>
<tr>
<td>5</td>
<td>National Library of Medicine</td>
<td>57 (2.31)</td>
</tr>
<tr>
<td>6</td>
<td>Brigham and Women’s Hospital</td>
<td>52 (2.24)</td>
</tr>
<tr>
<td>7</td>
<td>University of California</td>
<td>47 (2.01)</td>
</tr>
<tr>
<td>8</td>
<td>University of Pittsburgh</td>
<td>38 (1.63)</td>
</tr>
<tr>
<td>9</td>
<td>Massachusetts General Hospital</td>
<td>37 (1.58)</td>
</tr>
<tr>
<td>10</td>
<td>University of Minnesota</td>
<td>32 (1.37)</td>
</tr>
</tbody>
</table>

**Departments to Which Authors Belonged**

This study evaluated the professional background of the first authors and analyzed the departments to which the first authors belonged, with the aim of observing the overall development of NLP in the medical field across the broad range of the discipline. As statistical analysis of institutions in this study focused on the primary institutions to which the authors belonged, analysis of departments also focused on departments of the primary institutions. If an author was affiliated to multiple departments, all departments were included in the statistical analysis. Table 6 shows that the top four departments are biomedical informatics (14.3%), computer science (6.0%), radiology (3.2%), and medical informatics (2.4%).

![Figure 3. Trend in the number of articles published over 20 years in the top five countries with the most articles published.](image-url)
Table 6. Distribution of departments to which the first authors belonged (n=2336).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Name of department</th>
<th>Publications, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Department of biomedical informatics</td>
<td>334 (14.30)</td>
</tr>
<tr>
<td>2</td>
<td>Department of computer science</td>
<td>141 (6.04)</td>
</tr>
<tr>
<td>3</td>
<td>Department of radiology</td>
<td>75 (3.21)</td>
</tr>
<tr>
<td>4</td>
<td>Department of medical informatics</td>
<td>55 (2.35)</td>
</tr>
<tr>
<td>5</td>
<td>Department of psychiatry</td>
<td>37 (1.58)</td>
</tr>
<tr>
<td>6</td>
<td>Department of neuroscience</td>
<td>35 (1.50)</td>
</tr>
<tr>
<td>7</td>
<td>Department of nursing</td>
<td>30 (1.28)</td>
</tr>
<tr>
<td>8</td>
<td>Department of health sciences</td>
<td>28 (1.20)</td>
</tr>
<tr>
<td>9</td>
<td>Department of medicine</td>
<td>22 (0.94)</td>
</tr>
<tr>
<td>10</td>
<td>Department of health informatics</td>
<td>19 (0.81)</td>
</tr>
</tbody>
</table>

**Collaboration Status Among Authors**

VOSviewer is a bibliometric analysis software for constructing and visualizing bibliometric maps. It was codeveloped by Nees Jan van Eck and Ludo Waltman of Leiden University in the Netherlands [29], and it has unique advantages in clustering techniques based on co-occurrences. VOSviewer provides three types of map visualizations: network visualization, overlay visualization, and density visualization. VOSviewer was used in this study to analyze the collaboration status among authors, and the network visualization and overlay visualization of VOSviewer were employed. The network visualization could provide clusters of top authors in the field. This, together with the overlay visualization, could provide the distribution of timing of collaboration in each author cluster to understand their collaboration trends. The directions of collaboration and research objectives of each author cluster could then be obtained through reviewing the corresponding articles. When performing analysis using VOSviewer in this study, the minimum number of documents of an author was set to 20. As shown in Figure 4A, the article authors were divided into six large clusters, and Figure 4B shows the distribution of collaboration time among the authors.

**Keyword Analysis**

Analysis of keywords can indirectly reveal hotspots and changing trends in research topics, critical for understanding the development of this field [30]. VOSviewer was used in this study to perform keyword analysis. The purpose of the analysis was to identify the most popular research hotspots in the field and obtain the changing trends in keywords over time through the overlay visualization generated in VOSviewer. This could help researchers determine potential future research directions. During statistical analysis, keywords were defined as words that were used more than 50 times in titles and abstracts in all publications. As shown in Figure 5A, 327 keywords were identified, and the keywords were grouped as red, yellow, and blue. Based on these three categories, the relatedness among these keywords can be observed. For example, in the red category, patient (978 times), electronic health record (610 times), and electronic medical record (361 times) belong to the clinical NLP field; in the blue category, classifier (249 times), machine learning (215 times), support vector machine (164 times), and information extraction (150 times) belong to NLP research methods; and in the green category, language (449 times), phrase and word (395 times), ontology (345 times), terminology (267 times), and lexicon (106 times) belong to NLP research subjects. Next, the overlay visualization (Figure 5B) shows the trends in keyword changes as time progresses. In Figure 5B, blue indicates that the timing of appearance is earlier, and red indicates that the timing of appearance is later. The figure reveals certain hotspots have developed in the field in recent years, including electronic health record (176 times in 2014), cancer (19 times in 2014), and machine learning (34 times in 2014). It is worth noting that social media in the red category appeared 22 times in 2016.
Figure 4. (A) Network visualization of author co-occurrences analyzed using VOSviewer. A circle represents an author, the size of the circle represents the importance, and the thickness of the link connecting the circles represents the relatedness of the connections. Circles with the same color belong to the same cluster. (B) Overlay visualization generated in VOSviewer (Centre for Science and Technology Studies, Leiden University). A color closer to blue represents an earlier time and closer to red represents a time closer to 2018 (note: refer to Multimedia Appendix 1 for details on the two diagrams and related discussions).
Figure 5. (A) Distribution of keywords. A circle represents an identified keyword, the size of the circle represents the importance, and the thickness of the link connecting the circles represents the relatedness of the connections among the keywords. Circles with the same color belong to the same cluster. (B) Changes in keywords over time. A color closer to blue represents an earlier time and closer to red represents a time closer to 2018 (note: refer to Multimedia Appendix 1 for details on the two diagrams and related discussions).

Analysis of Current Status of Specific Diseases Studied Using Natural Language Processing

This study found that 413 articles mentioned specific diseases studied using NLP, accounting for about one-fifth of the total number of articles. We conducted a comprehensive analysis of these articles to understand the type of disease information mined by NLP and how it was performed. This could provide a reference tool for the use of NLP when studying disease cases in the future.
**Current Status of Specific Diseases Studied Using Natural Language Processing**

Of the 413 articles, the categories of diseases studied using NLP are shown in Figure 6. Specifically, mental illness ranked at the top, accounting for 16.5% (68/413) of the articles. The second and third ranks were breast cancer (5.8%, 24/413) and pneumonia (4.1%, 17/413). The names of the diseases in the Figure 6 were mainly based on the specific disease names mentioned in the article.

**Figure 6.** Ranking of disease categories based on studies that used natural language processing for the investigation of disease cases.

---

**Specific Diseases Studied Using Natural Language Processing by Time Period**

The temporal distribution of NLP research used to study diseases was analyzed in this study. As shown in Figure 7, initially in 1999, only one article clearly stated the type of disease that involved the use of NLP: pneumonia. In the next 3 years, pneumonia remained the main subject area in NLP research. From 2006, the use of NLP for the study of cancer cases had become popular, with a primary focus on lung cancer, prostate cancer, and breast cancer. The use of NLP in breast cancer research was mainly concentrated in 2018, with 10 articles published, almost all of them were from the United States. In addition, diseases such as diabetes, mental illness, and prostate cancer were all common subject areas in NLP research.
Figure 7. Temporal distribution of studies that used natural language processing for the investigation of disease cases (note: this figure shows the names of the top three diseases in studies that used natural language processing to investigate disease cases each year. Fewer than three disease types indicates that only one or two diseases were studied in the year. The term cancer in the figure indicates the article only mentioned the term cancer, without specifying the type of cancer).

Current Status of Diseases Studied Using Natural Language Processing by Country

Of the 413 articles that studied disease cases using NLP, the top four countries from where the first authors were located were the United States (68.3%, 282/413), China (4.8%, 20/413), the United Kingdom (3.6%, 15/413), and Australia (3.1%, 13/413). This ranking was consistent with the total number of articles published by country. The status of NLP research for use to study disease cases in these four countries was further investigated. As shown in Figure 8, the research subjects in the United States were more diverse, and there was no specific area of focus. The key subject area studied in China was hepatocellular carcinoma. The United Kingdom and Australia mainly focused on mental illness and lung cancer.
Research Tasks of Natural Language Processing in the Medical Field

The abstracts of 2336 articles were analyzed in this study to explore the research tasks of NLP involved in each article. If the abstract did not mention the specific task of NLP, the full text was reviewed. If the task could not be clearly identified from the full text, the article would be excluded from the analysis. NLP tasks involved were undetermined in 73 articles.

The authors of this study referenced the content on NLP described in chapter 4 of *Artificial Intelligence and its Application, Fourth Edition* [31], and divided the NLP tasks into speech recognition, machine translation, syntax parsing, classification, information retrieval, information extraction, information filtering, natural language generation, sentiment analysis, question answering system, and so on. This study analyzed the number of articles related to each NLP task and found that the top five tasks were information extraction (44.41%, 1005/2263), syntax parsing (8.66%, 196/2263), classification (6.72%, 152/2263), information retrieval (3.71%, 84/2263), and machine translation (1.77%, 40/2263; Figure 9).

**Figure 8.** Distribution of diseases in studies that used natural language processing for the investigation of disease cases in the United States, China, United Kingdom, and Australia.

**Figure 9.** Top five ranks of the research tasks of natural language processing (NLP) in the medical field.
Discussion

Overall Development Status of Medical Natural Language Processing

NLP research in the past 20 years could be divided into 3 phases: the lag period (1999-2004) with a yearly average of 30 (22 to 42) articles published, the slow growth period (2005-2011) with a yearly average of 89 (66 to 124) articles published, and the fast growth period (2012-2018) with a yearly average of 219 articles (148 to 302) articles published, with a peak (302) attained in 2015. Analysis by country showed that the United States has been the leader since the beginning of NLP development. Prior to 2008, only the United States, France, and Germany, with a few exceptions, had conducted investigations in the field. Of the five countries shown in Figure 3, China started the latest and only began to emerge in the field in 2012. The development of NLP in Germany has remained relatively stable without a particular outstanding year, and Germany generally ranked in the fourth or fifth position. The development of NLP in France has also been relatively stable. In the first 15 years, France usually occupied the second position, but it has been surpassed by China in the past 2 years. Between 2016 and 2018, China has published nearly 40 articles, with a primary focus on hepatocellular carcinoma research assisted by NLP, as well as the use of NLP to mine or identify relevant information in clinical notes or EMR.

Analysis of Prolific Authors and Affiliation Institutions

This study identified the prominent authors who had made significant contributions to the NLP field, and we noted the following salient feature: the top two authors with the highest number of publications, Hongfang Liu and Hua Xu, plus Carol Friedman (ranked fourth rather than first because quite a few of her articles are about methodology and biology, which were not included in the scope of this study, but this does not change that she is recognized as a leading pioneer in this field) and George Hripcsak, ninth position, were all from Columbia University. In particular, Carol Friedman and George Hripcsak are currently at Columbia University, whereas Hongfang Liu and Hua Xu are both students of Carol Friedman. Among the top five prolific authors who published as the first plus corresponding author, Hua Xu (ranked first), Hongfang Liu (ranked sixth), and Carol Friedman (ranked seventh), were all from Columbia University. In addition, analysis of the first author’s affiliation institutions showed that Columbia University (106) was ahead of University of Utah (97) in second place and the Mayo Clinic (90) in third place. These findings indicated that Columbia University and its students were the most active in the field of medical NLP research.

Notably, as shown in Table 3, the top 10 institutions to which the first authors belonged were all from the United States, including 6 universities, 3 hospitals, and 1 library. This also reflects that universities are the key locations for conducting medical NLP research.

Analysis by department showed that the top four majors were biomedical informatics, computer science, radiology, and medical informatics. These four majors mainly involve the processing of highly integrated data using computers and the expertise involved related to interdisciplinary content, such as medical information. It was evident that researchers with professional backgrounds in these fields had contributed significantly to the development of NLP. The research and study of NLP should be the key learning direction for future students majoring these subjects.

Current Development Status of Natural Language Processing Research on Disease Investigations

Analysis of this study showed that the top disease type in disease research involving NLP was mental illness. The World Health Organization predicts that mental illness may become the third most common human disease in the world in the future, after heart disease and cancer [32], showing the severity of the risk posed by this illness. NLP plays an indispensable role in mental illness research. For example, Victor et al [33] used NLP to train a diagnostic algorithm with 95% specificity for classifying bipolar disorder. It has been shown that NLP of EHRs is increasingly being used to study mental illness [34].

The journal Lancet Oncology published global cancer statistics for young people aged 20 to 39 years in 2017: one million young people in the world are diagnosed with cancer each year, and breast cancer is the most commonly diagnosed cancer (20%) [35]. Faced with such severe circumstances, Zeng et al [36] used NLP to investigate challenging issues in breast cancer such as local recurrence.

From 1999 to 2005, NLP was often used to study pneumonia cases. Our analysis showed that the main role of NLP in studies on pneumonia cases was the identification of pneumonia-related concepts from chest radiograph reports, or the use of NLP to complete automatic coding of pneumonia-related concepts. In addition, Jones et al [37] used a natural language processing tool to identify patients for pneumonia across US Department of Veterans Affairs emergency departments. The additional assistance provided by NLP improved physicians’ ability to identify pneumonia and facilitated clinical decision making by physicians.

Among disease research involving NLP, China ranked second regarding the number of articles published (20 articles). Figure 8 shows that half the studies conducted by Chinese researchers exploring diseases using NLP are on hepatocellular carcinoma. Hepatocellular carcinoma is a primary liver cancer with a high mortality rate. Research on hepatocellular carcinoma in China was concentrated in 2016 and 2017. The research direction was mainly in two areas: (1) information extraction using NLP for mining relevant data [38] and (2) combining NLP analysis with other analyses, such as pathway analysis and ontology analysis, to mine the role of related genes in hepatocellular carcinoma, such as microRNA-132 and microRNA-223-3p [39].

Research Tasks of Natural Language Processing in Medicine

According to the results of this study, and as shown in Figure 9, the most widely performed tasks by NLP in the medical field were information extraction, syntax parsing, classification, information retrieval, and machine translation. We will now discuss these five tasks in detail.
Information extraction accounted for the highest proportion of all medical NLP tasks. Almost one-third of medical NLP tasks were information extraction, indicating its importance in NLP. Information extraction mainly refers to the use of computers to automatically extract a specific type of information (such as entities, relationships, and events) from a vast number of structured or semistructured texts and to form structured data [40]. The analysis in this study, together with a previously published report [40], concludes that the development of information extraction in the medical field includes four main parts: (1) entity recognition, in which the task is to identify content such as a person’s name, time, and place from the texts and add the corresponding labeling information [41-44]; (2) anaphora resolution, which mainly refers to the way of simplifying and standardizing the expression of entities that can greatly improve the accuracy of the results from information extraction [45]; (3) relationship extraction, which obtains the grammatical or semantic connections among entities in the texts, such as temporal relationships and is a crucial element in information extraction [46,47]; and (4) event extraction, which mainly focuses on how to extract events of interest from unstructured texts containing event information and present the events expressed in natural language in a structured form [48-50]. The paper found that the platform of information extraction has gradually moved to social media; 20% of the articles obtained data through the Twitter platform [51-55].

Text classification, which is a process of automated text classification based on text content and the use of computers to automatically classify texts under a given classification system and classification criteria [31]. There were many cases involved text classification [56-58], for example, Morioka et al [56] developed a feature vector to classify the radiology reports with a decision table classifier.

Syntactic analysis, also known as parsing in natural language, uses syntax and other relevant knowledge of natural languages to determine the functions of each component that constitutes an input sentence. This technology is used to establish a data structure and acquire the meaning of the input sentence [31]. The process includes lexical analysis [59], grammatical analysis, and semantic analysis.

Information retrieval refers to the query methods and processes for searching related documents required by users from an enormous number of documents using computer systems [31]. For example, Tang et al [60] investigated a novel deep learning–based method to retrieve the similar patient question in Chinese.

Machine translation refers to the automated translation of words or speech from one natural language to another natural language using computer programs. To put in simple terms, machine translation is the conversion of words from one natural language into words of another language. More complex translations can be automated using corpora [31]. For example, Merabti et al [61] translated the Foundational Model of Anatomy terms into French using methods lexically based on several NLP tools.

Conclusions
In this study, we conducted a bibliometric analysis and presented the development of NLP in the medical field over the past 20 years. While the United States continues to be the leader in the field, many countries such as China and the United Kingdom are also advancing rapidly. In recent years, the use of NLP has become popular to process information obtained from social media platforms—for example, studies have obtained information related to diseases and patient care from the Twitter platform. Cancer has always been one of the greatest threats to human health. The use of NLP to assist cancer research has become a recent trend, for example, for use in breast cancer and prostate cancer research. Tasks such as information extraction and syntax parsing have always been popular tasks in the medical NLP field. Future studies will focus on how to better integrate these tasks into medical NLP research.
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Abstract

Japan is undergoing a major population health transition as its society ages, and it continues to experience low birth rates. An aging Japan will bring new challenges to its public health system, highlighted as a model for universal health coverage (UHC) around the world. Specific challenges Japan’s health care system will face include an increase in national public health expenditures, higher demand for health care services, acute need for elder and long-term care, shortage of health care workers, and disparities between health care access in rural versus urban areas. Blockchain technology has the potential to address some of these challenges, but only if a health blockchain is conceptualized, designed, localized, and deployed in a way that is compatible with Japan’s centralized UHC-centric public health system. Blockchain solutions must also be adaptive to opportunities and barriers unique to Japan’s national health and innovation policy, including its regulatory sandbox system, while also seeking to learn from blockchain adoption in the private sector and in other countries. This viewpoint outlines the major opportunities and potential challenges to blockchain adoption for the future of Japan’s health care.
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Introduction

Background

Blockchain technology is increasingly gaining interest around the world and is poised to be a technology that rapidly globalizes, now over a decade since the author under the Japanese name Satoshi Nakamoto first published the bitcoin white paper that led to popularization of the technology. Fundamentally, blockchain is a form of distributed digital ledger technology used to share and store data in a decentralized manner [1]. Blocks of data are secured through cryptography so that a chain of blocks is created that provides the provenance of any given transaction and also makes the records tamper evident [2]. In the context of health care, a health blockchain can enable better trust, security, management, and transparency.
of health care data, processes, and transactions and is actively being explored as a potential tool to improve the delivery of health care in several countries [3].

Despite growing attention, investment, and ongoing efforts toward commercialization, blockchain technology is still in its early adoption phases, particularly when comparing the health care industry to other sectors such as cryptocurrency markets, financial technology, and blockchain for logistics [4]. Importantly, blockchain solutions need to be tailored to the challenges unique to health care, including issues related to patient and data privacy, coordinating care across multiple actors (including hospital, payers, health care providers, pharmaceutical and device manufacturers, health technology providers, and patients), ensuring appropriate sharing, and maintaining integrity of health care data, while also being responsive to regulatory complexity [3,5].

With its potential to transform different industry verticals, several proofs of concept, pilot projects, and solutions in transition between development and production are being explored by the private sector (including large to midsize companies and startups), consortiums, and national governments who are specifically focused on health care [3,6,7]. Beyond tailoring blockchain solution design to the health care sector, blockchain use cases also need to be localized to the specific community and population health needs faced by an individual country and also be compatible with its national health system design.

**Localizing Blockchain for Health and Japan**

The need to localize blockchain solutions includes countries such as Japan, the third largest economy in the world (by nominal gross domestic product [GDP]), which has recently seen increased activity around assessing blockchain applications in the health care sector that are specific to its unique and emerging clinical and public health challenges [8]. Specifically, Japan operates a robust public health system, characterized by universal health coverage (UHC), which has long been touted as a model to others worldwide. Despite Japan’s strong public health system and commitment to UHC, its 21st-century health care challenges are historically unique. Central to these challenges is a demographic shift that is underway called *koreikashakai* (translated as *population aging society*), which has resulted in Japan becoming the world’s oldest country (with 27.7% [n=35.15 million] of its population aged older than 65 years) [10]. The resulting *upside down* demographic pyramid (precipitated by low birth rate and high life expectancy) will bring new economic challenges (eg, stabilizing funding of national pensions with concomitant need for growing availability of public services) coupled with increased strain on national health care capacity. Specific challenges include increased national public health expenditures, higher demand for health care services lacking appropriate cost controls, acute need for elder and long-term care, lack of availability and shortage of health care workers (including nurses and caregivers), and continuing disparities between health care access in rural versus urban areas [11-13].

Some of these challenges are becoming more acute, with recent data indicating that medical-related spending is growing in Japan [14]. Furthermore, although Japan operates a national health insurance system and a centralized social security and tax number system (known as *My Number system*), adoption of centralized health informatics infrastructure is lagging. This includes electronic medical records, where, in 2017, the adoption rate in Japan was reported as only 34.4% according to the Japan Country Commercial Guide published by export.gov, although implementation rates are projected to increase [15]. Hence, the digitization of Japan’s health system, which could enable creation of centralized health care data management and decision making remains limited, despite an acute need to lower health care–related administrative costs and provide more efficient access for increasing demand of health care services.

All these factors give rise to promising prospects for blockchain solutions to address specific needs of Japan’s health care system, but only if they are conceptualized, designed, and deployed to align with the country’s national health identity that focuses on a UHC-centric public health system. In response, this viewpoint outlines the unique opportunities and challenges faced by Japan’s current and future health care system, examines how these challenges can be addressed by blockchain technology, and also discusses emerging Japanese public policy on technology and whether it can encourage blockchain adoption.

**Japan’s Current and Future Health Care Challenges**

First, it is important to understand the characteristics of Japan’s health care system and the current challenges it faces today and in the future. Japan’s health care system is based on a centralized UHC public insurance system with care provisioned by a network of more than 4000 public and private payers [16]. Residents of Japan are required to have health insurance coverage and receive coverage through Employees’ Health Insurance (Koken-Hoken) or the national health insurance system (Kokumin-Kenkou). Citizens without insurance coverage from employers can participate in the national health insurance program. Depending on the total income and age of the insured, the ratio of medical fees patients pay differs from 0% to 30%, with the government paying the remaining fees [17]. The national health insurance system is based on fiscal resources generated by a combination of employee and employer contributions, cost sharing by patients, and subsidization by the government, all factors that are impacted by demographic changes.

The impact of demographic changes on public health care access, provisioning, and financing is central to technology development. Japan is now a rapidly aging society with the number of elderly people (aged older than 65 years) quadrupling in the last 40 years with some projections also suggesting that this will lead to a long period of overall population decline [18]. In fact, the number of elderly is expected to peak at a staggering 39.35 million by 2042, which will represent more than one in three people being elderly [10,19]. Conversely, the population of the labor force (aged 15-64 years) has been decreasing since 1995 when 87 million people were included in this group but,
in 2016, only comprised 76 million people [10]. The labor force is further estimated to shrink to 68 million in 2030, also coinciding with an increase in nonworking pensioners [10]. This will lead to a decrease in working age individuals and employers who can contribute payroll taxes to the health system to fund public health programs [10]. It will also shift the risk pool of enrollees to more expensive patients who require higher frequency visits, long-term care, and more complex health interventions.

All these demographic trends point to a tricata of health system shocks, including increased utilization, rising national medical costs, and decreases in health care financing relative to population and pensioner changes [10]. In 2015, Japan’s total health spending accounted for 11.2% of its GDP equating to 42.3 trillion yen and is now ranked third in total health spending out of 35 Organisation for Economic Co-operation and Development (OECD) countries [14,20]. Japan’s increase in health spending of GDP also reflects an overall trend of steadily increasing global expenditures on health care, including a projected 9% of GDP allocated globally to health spending by 2040 [21]. Japan’s elderly care health expenditure is also projected to rapidly increase, estimated to peak in the next few decades and then continue increasing until 2065 [22]. Given these characteristics of the aging of Japan and its public health system design, it is expected that increased costs related to a growing burden of chronic diseases and associated high-cost medical interventions and technologies will result in a health care funding gap of approximately 44 trillion yen by 2035 [16].

These factors are also exacerbated by suboptimal health care utilization in the country. For example, Japanese patients tend to go to outpatient clinics more often than in other OECD countries; Japanese physicians see approximately twice as many patients annually compared with other countries, and the length of hospital stay is very high [14]. The provisioning of unnecessary health care services, which includes higher volume or higher costs, is also something Japan is struggling to tackle. In addition, Japan aggressively introduces and uses advanced medical devices and new health technology, which increase the cost of diagnosis and disease management [23].

Expensive medical services include radiographic examination procedures, such as computed tomography and magnetic resonance imaging, which result in Japanese patients having higher exposure to radiation compared with other developed countries and concomitantly higher costs because of the frequency of these procedures [24]. Overutilization is incentivized by a fee-for-service model coupled with a national pricing structure that is meant to control costs but not utilization [25]. Overutilization may also be related to lack of comprehensive facility accreditation, as, currently, the Japan Council for Quality Health Care (JCQHC; established in 1995) acts as third-party accreditor to evaluate the functions of medical institutions, but only 26.2% (n=2192) of hospitals nationwide are certified and reviewed by the JCQHC [26].

In addition, with the increasing number of elderly patients, more physicians and other health care professionals (including nurses and caregivers) will be needed in the health care workforce [11,12]. According to a survey by the National Institute of Population and Social Security Research in Japan, the rate of total number of medical doctors was 2.4 per 1000 people in 2010, which is fewer than the average of other OECD countries [11]. Physician shortages are also impacted by a system where physicians can decide their specialties freely regardless of grades or achievements. In terms of board certification, historically, Japan has not set a limitation on the number of doctors in each department that approves these specialties leading to specialty imbalances. In addition to physicians, the Ministry of Health, Labour and Welfare (MHLW) has also reported a gap of 2 million nursing personnel as would be required by 2025 to meet health care utilization demands [12]. Furthermore, Japan’s immigration policies and bilateral trade agreements have also negatively impacted availability to foreign nursing and caregiver personnel [27,28].

Finally, there exists a growing gap of medical care coverage between rural and urban communities. In 2017, the reporting agency Nikkei, Inc. conducted an analysis on government data and reported that the mortality rate from acute myocardial infarction differed 4 to 5 times depending on whether a patient resided in a rural or urban community [13]. These data suggest that the quality of medical care may experience variation depending on geographic location (including rural vs urban) and that these differences can manifest in different communities even in the same prefecture.

In summary, Japan’s current and future health care challenges are largely driven by its rapidly aging demographic and how it impacts national health care expenditure, utilization, and workforce demands in a system that champions UHC. Importantly, other countries are also experiencing some of these challenges including aging populations and lower birth rates, higher burden of chronic diseases (including lower income countries experiencing an epidemiological shift from communicable to noncommunicable diseases), and lack of access to rural health care, but perhaps not to the same extent Japan is facing because of its rapidly changing yet still largely homogenous demographics (in 2018, Japan hit a record of 2.497 million foreigners, but this still represents only 1.99% of the entire population) [29].

Although technology is not the panacea for all these problems, blockchain in conjunction with other digital health solutions has the potential to lower health care costs, enable extension and broader access to health care services, combat health care fraud, and increase the efficiency of the health care workforce. We explore some existing and potential health blockchain use cases for Japan below.

**Availability of Data and Materials**

Data associated with our multilingual literature and legal, and policy review are available via information in references.

**Blockchain: A Potential Solution for Japan’s Future Health Care Landscape?**

Given the unique current and future challenges faced by Japan’s national health system, what challenge areas are blockchain
technology solutions uniquely positioned to offer real-world solutions? The answer to that question resides in mapping use cases to Japan’s UHC-based health care system, examining how they could be localized, and also taking into account the national policy and health care information technology (IT) architecture of a centralized public health system (see Figure 1 for a summary of thematic blockchain opportunities).

Current and future adoption of blockchain solutions in Japan may also originate from use cases that do not directly address national health system priorities. Instead, these use cases might target Japan’s private sector and commercial needs, particularly relevant as Japan is the world’s third largest pharmaceutical market and one of the world’s largest markets for medical devices [30,31]. We explore select Japanese private and public sector blockchain health care use cases in the following sections, with some examples of use cases which are summarized in Multimedia Appendix 1.

Figure 1. Summary of blockchain potential for the Japanese health care system. EHR: electronic health record; IoT: Internet of Things; SIP: Cross-ministerial Strategic Innovation Promotion Program.

### Japan Health Blockchain Opportunities

#### Private Sector Blockchain Use Cases

Translating blockchain solutions to the Japanese system context can first start by examining many of the leading use cases for health and life science blockchain deployments in other markets. These include management of electronic health records (EHRs), optimizing the performance of clinical trials and enhancing the integrity of the health and pharmaceutical supply chain [3,32-36]. Many of these use cases are more general to improving the competitiveness of Japan’s biotechnology, pharmaceutical, medical device, and life sciences private sector industries and not specific to its national health care system but still merit examination and could drive public sector adoption.

A leading health care blockchain area of development is clinical research blockchains that can produce verifiable data associated with patient recruitment, enhance sharing of clinical research data with patients and clinical trial study protocol data management, and, when provided a set of core defined metadata, can help ensure clinical trial integrity, transparency, and auditability to regulators [37,38]. Clinical trial blockchain solutions and consortiums are increasingly becoming more active, with major pharmaceutical manufacturers such as Boehringer Ingelheim, Pfizer, Amgen, Sanofi, and Bayer announcing initiatives in this area [3,39].

The Japanese startup company, Susmed Inc, recently announced a pilot project that has been certified by MHLW and the Ministry of Economy, Trade, and Industry for securing reliable clinical data monitoring using blockchain technology and mobile health (mHealth; mobile phone) apps [40,41]. In addition, the Japanese pharmaceutical manufacturer, Takeda, announced it was co-chairing with Microsoft and ERORDIS-Rare Disease Europe the Global Commission to End the Diagnostic Odyssey for...
*Children* aimed at addressing barriers to developing diagnostics for patients with rare diseases, which includes a pilot project examining the use of blockchain to develop secure patient registries and a rare disease patient passport [42]. A clinical research blockchain system could have also helped to avoid the 2014 arrest of a former Japanese employee of Novartis who was accused of falsifying clinical data for the popular hypertension drug, valsartan [43].

Similarly, blockchain solutions that are being developed to better secure the integrity of pharmaceutical supply chain in the United States and the European Union may also have utility in addressing infiltration of substandard and falsified medicines in Japan’s health system and also assist Japanese pharmaceutical manufacturers in securing international distribution of their own products [3]. Several companies are currently developing blockchain solutions for the pharmaceutical supply chain, including MediLedger, IBM, and SAP. They are primarily examining how blockchain can be used to establish provenance of drug pedigree and how it can enable regulatory adherence to national track-and-trace requirements, and they have also examined the potential utility of combating infiltration of substandard and falsified drugs [3,44].

In fact, there have been reports of counterfeit versions of erectile dysfunction drugs and weight loss pills being imported via internet sales and even counterfeit hepatitis C medication being detected in legitimate Japanese pharmacy chains [45-47]. Furthermore, the Ministry of Health, Labour, and Welfare has established a *Suspicious Drugs Reporting Network* demonstrating growing public concern over the issue, particularly in the context of illegal internet pharmacies that operate outside the legitimate supply chain [48]. In addition, unrelated to the pharmaceutical supply chain but relevant to supply chain integrity, IBM and Asahi Refining (part of Japanese company Asahi Holdings) are part of a consortium called the TrustChain Initiative that will develop a blockchain network for establishing provenance for jewelry tracing that could show utility for health care commodities [49].

**Blockchain Solutions for Japan’s National Health System Challenges**

Beyond commercially viable blockchain solutions for Japan’s private sector, some blockchain use cases map directly to Japan’s future demographically led health care challenges as previously summarized. These use cases include (1) blockchain-based EHR systems to improve health care billing, utilization, and reducing waste to ensure efficiency in national health care administration and financing; (2) blockchain-enabled provider and patient directories while also unifying services together under a blockchain digital identity tied to national social security system records; and (3) blockchain integration with Internet of Medical Things (IoMT) to address the aging society by enabling secure and verifiable home care delivery and telehealth.

**Blockchain-Based Medical Record Systems**

First, although Japan is a public health system, electronic records are generally managed by individual institutions and are housed locally on disparate systems operated by private firms, not in a centralized database by the national government. Hence, patients’ data and health identity are scattered across different providers, which impedes access and portability, while also limiting big data analysis for insights into population health trends. The Japanese government also currently prohibits mixed billing, which consists of private and public health insurance for 1 condition; therefore, patients often have no choice but to select the treatment covered by their insurance [50]. This policy decision means future EHR and reimbursement blockchains will need to be responsive to centralized financing, although health care systems and providers themselves may be decentralized in operating and managing their health IT systems and data. For example, even radiographic examinations performed in Japan on the same day can be conducted at different provider locations, with the images residing in different databases. Differences in health system design and policy means that there will be multiple trade-offs in the design, development, and implementation of blockchain EHR systems related to utility of the system, security, and scalability that could be informed by the Model National Health Service blockchain as proposed by O’Donohue et al [51].

Importantly, lagging adoption of health information exchange (HIE) despite a system that is centralized and is single payer provides an opportunity for blockchain to act as an intermediary or locator service to make queries of traditional database-bound medical records from different providers. Although there are signs that HIE between different health care systems in Japan is spreading, a privacy framework and mandated EHR data sharing across all 47 prefectures remains absent [52-54]. This problem seems well situated for blockchain adoption, including exploring managing patient digital data and identity through a shared distributed ledger that can be accessed by providers and is tied to the *My Number* social security and national tax number ID system. Despite the potential promise of blockchain-enabled HIE, concerns about patient privacy, coordination, opt-in to applications, and specific information exchange scenarios need to be further studied [55].

Examples that Japan could examine to assess the initial viability of a national health blockchain EHR system include a recent announcement by Taipei Medical University of the launch of a blockchain solution to improve patient referral services and integrate health care networks to enable better access to medical records [56]. The system includes participation from more than 100 community-based clinics, uses smart contracts, and enables access to EHR data [56,57]. Importantly, Taiwan also operates a national single-payer publicly funded health system under its National Health Insurance that covers 99% of the population and involves both public and private providers [58]. In this sense, it operates a health care system with many similarities to Japan, including challenges related to health data management and sharing, and hence could be informative to Japan’s own blockchain development around EHRs [58].

Other countries, such as Estonia that has adopted widespread use of electronic health (eHealth) approaches to its national health care system (including a Web-based eHealth record, electronic ID card, and electronic patient portal), are also assessing blockchain for purposes of maintaining security and integrity of health records and could also be informative [59,60]. There are also several companies, initiatives, consortiums, and research
groups looking at blockchain EHR integration in the United States. This includes MedRec, an open-source platform that uses blockchain and smart contracts to create a record of patient-provider interactions and access and viewing permissions of medical records [61,62].

**Blockchain Directories and Unification Under My Number System**

Another concrete example of blockchain use in health care data is blockchain-based provider data management and directory systems that attempt to reconcile health care provider credentialing and national medical licenses, which can be subject to fraud and error, including cases of identity fraud involving those pretending to be physicians in Japan [3,63,64]. Hence, a blockchain provider directory can provide a single source of verified data that can be better shared across different hospitals and payers, such as the one currently being explored by the Synaptic Health Alliance (which includes large US health care organizations such as Aetna, UnitedHealth, and Humana) [65,66]. Such a system could also be integrated with existing efforts by the Japan Medical Association to digitize medical credentialing under its JMA Electronic Certification Center using smart cards, electronic signatures, and identity authentication [64].

Compared with the complexity of the US health care system, which includes both public and private payers and providers, instituting a provider blockchain directory in Japan’s single-payer UHC structure should be a more straightforward task. A blockchain-based provider directory also opens the door for the development of a public national patient-centered directory with health care access verified by the My Number system. This could provide patients and providers with EHR verification (tied to validated My Number digital identity), recording and auditability of requests for data access, portability of health care data, enhance verification of health care claims, and potentially improve the continuity of care as pointers to EHRs could be linked to the My Number system across different Japanese health care providers [67].

Importantly, this design could adapt well to Japan’s current decentralized network of health care IT management where EHRs may continue to reside within each individual health care organization with hashed pointers enabling sharing in a secure and distributed fashion while also encouraging patient-driven interoperability [62,68]. Access could be based on principles of patient-centered permissions under a My Number digital identity and/or corresponding digital wallet, effectively mitigating the possibility for social welfare or health care fraud (eg, recently a woman in her 70s was defrauded several million yen in a scam associated with her My Number system ID) [69]. Finally, health data could also be aggregated and deidentified for population health research purposes [67].

**Integrating Blockchain to Japan’s Internet of Things Ecosystem**

Integrating blockchain into the Internet of Things (IoT) and more specifically IoMT to better enable home care and telehealth services will also be a leading future use case in Japan, especially given the rise of connected medical devices and the ubiquitous use of other tools that can enable medical applications (such as mobile phones). Specifically, Japan is a country with widespread mobile phone adoption with 92% of adults reporting they own a mobile device according to a survey by the Pew Research Center among 30,133 people in 27 countries in 2018 [70]. Hence, increased health care utilization in the inpatient setting because of growth in the number of elderly patients and continued shortages of health care workers presents opportunities for expansion of Japan’s collective connected health offerings of telemedicine, IoMT, and robotics industry.

All these forms of connected health technology will be critical to increase efficiencies, lower costs, and address health care workforce capacity issues. Furthermore, lack of intrinsic security measures can mean that health data on IoT devices may be vulnerable to threats, such as relying on a single gateway for data to be breached or failure to validate access or secure data when exchanged [71]. Blockchain has the potential to address these challenges by enabling the patient to monitor and control access and security to their data (including through the use of private encryption keys or smart contracts) that would ensure a higher level of autonomy, privacy, and control [71,72]. From a data integrity perspective, once recorded, the data in any given block cannot be altered retroactively without alteration of all subsequent blocks, rendering data tamper evident, and better securing health care data for purposes of analysis, insights into patient compliance and treatment, and also potentially enhancing reimbursement processes [73].

Blockchain’s potential potentially extends to Japan’s growing landscape of telehealth expansion. Research indicates that the focus areas for telemedicine development in Japan include increasing access to health care for rural and remote communities, enabling telemedicine in home care, and use for prevention and lifestyle modification [74]. Hence, the potential for blockchain-enabled telemedicine services, such as those being piloted in London, UK by the company Medicalchain, has the potential to secure telemedicine data (including Web-based and video consultations), create linkage with EHR data with access requests being recorded on a distributed ledger, and also enable payment via cryptocurrencies [75]. Japan’s potential for telehealth expansion coincides with recent deregulation of the telemedicine industry, where health insurance can now be used for telemedicine consultations [76]. The MHLW has also expressed its overall support of telemedicine in its proposal *Japan Vision: Health Care 2035* with Japanese health care startups actively providing remote consultation services for different conditions to Japanese health care institutions and their patients [76].

Additional opportunities for the mHealth and IoMT blockchain market are also emerging, as Japan represents one of the world’s largest markets for medical devices (valued at $33.3 billion in 2013) and as it represents a major export market, largely driven by its aging population that relies on devices for health maintenance and treating quality of life and age-related conditions [31]. Blockchains can enable interconnection of smart devices to collect health care data (including in the acute care setting, in the outpatient setting, and for home care) while also verifying the identity and provenance of data that may originate from multiple IoT-enabled sources [41]. Demonstrating
early experimentation in this area of mHealth, Susmed Inc published a paper in 2017 in JMIR mHealth and uHealth describing the development of a blockchain-based tamper-resistant mHealth system using a smartphone app to deliver cognitive behavioral therapy for insomnia [41]. This in-country–driven innovation represents a unique combination of using blockchain as an mHealth intervention while also better securing data for use in clinical research [41].

Finally, Japan also has a robust robotics industry, including growing interest in the health care sector where robots are being tested for use in elderly care to address senior care workforce shortages, with projects enjoying support from the Japanese government [77-79]. In this context, blockchain has been proposed as a solution to better distribute and secure information for robotic swarm operations and make them more efficient, representing a potential frontier technology application for blockchain in health care [80,81].

**Decentralized Implementation?**

Although Japan’s health care system has a centralized UHC structure, health blockchain implementation in Japan will likely be decentralized, meaning that it will not at first take an integrated approach. Although it may be ideal that all the blockchain use cases described above could be integrated into a single national blockchain technology framework and governance architecture, it is more likely that early implementation will occur through deployment of special-purpose blockchains specific to discrete health care challenges.

Our review finds that private and public sector blockchain use cases can have different goals and design elements (eg public vs private or consortium-based designs, differing permissions and privacy needs, varying forms of data integration and sharing, and may require different regulatory approaches). Hence, uniquely situated private sector versus public health sector needs may necessitate customized and adaptive policy making in combination with technical standard setting to better enable interoperability and shared benefit. Importantly, even in a centralized health system similar to Japan, one size will not fit all and Japan health blockchain deployments will need to be fit-for-purpose for specific health care challenges and the needs of their different local, provincial, and national-level stakeholders [3].

**Conclusions**

Although Japanese health care blockchain use cases hold promise, progress in research and development, financial investment, and eventual deployment will require national government buy-in (as Japan’s health system is largely publicly funded) coupled with adaptive policy making to ensure blockchain technologies are incentivized and regulated correctly. Fortunately, the Japanese government is already making efforts funded) coupled with adaptive policy making to ensure much for better securing data for use in clinical research [41].

Furthermore, leading Japan’s efforts in new technology spaces is the Cross-ministerial Strategic Innovation Promotion Program (SIP). The SIP is a national project for science, technology, and innovation supported by Japan’s Cabinet office. As an example of some of their efforts in emerging technology, the SIP is engaged in projects to establish artificial intelligence and big data solutions in hospitals to serve patients with automated diagnosis and treatment options through a commitment of $20 million in funding for 2018 [84]. One of the goals of the SIP is to establish a medical database with strong security, which is called subtheme A. Interestingly, according to the draft for subtheme A, blockchain technology will be explored as a potential solution for this project area. However, the Japanese government also hinted at some practical barriers including concerns that the costs of blockchain systems are still unknown and that there is a shortage of qualified blockchain developers. These real-world challenges have the potential to impede future government blockchain adoption in the health sector despite emerging policy support [85].

Collectively, government efforts and early commercial interest present an opportunity for shared decision making to develop technical standards around blockchain complemented by efforts of the SIP and regulatory sandbox regime. In fact, organizations such as the Institute of Electrical and Electronics Engineers (IEEE) Standards Association are working on a series of technical standards focused on distributed ledger technology use in the health care and life and social sciences (P2418.6, IoT (P2418.1), and applications in government (P.2418.8). Japan’s own IEEE Japan Council and its affiliated sections could contribute to development of these distributed ledger technology standards that could also be localized for Japan’s specific health, industry, and technology sector needs. This could also be coordinated through regulatory and policy coordination with the MH LW as the lead health agency and acting in conjunction with other nonhealth agencies working to encourage adoption of innovative technologies.

In addition, lessons for the future of Japan’s health blockchain can also be learned from the maturation of the financial services technology (also known as fintech) sector in the country. Blockchain’s earliest and most popularized use cases have arisen from cryptocurrencies, and more specifically bitcoin. Not surprisingly, Japan’s most mature sector for blockchain adoption has been fintech with several ongoing initiatives by Japanese banks and financial institutions to create cryptocurrencies and decentralized digital currency marketplaces and exchanges [86,87]. For example, Mitsubishi UFJ Financial Group, the largest bank in Japan, is planning on launching a bitcoin and cryptocurrency exchange targeting institutional and retail investors. In addition, Oversea-Chinese Banking Corporation, a bank in Southeast Asia, has carried out successful pilots of payment transactions using blockchain technology [88].
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Overall, these fintech blockchains are designed to show that traditional functions of the financial system can be reliably executed by decentralized networks and in doing so speed up financial settlements while also raising the prospect of new financial system design [89]. However, there have been calls for regulation and taxation of fintech-related activities including blockchain, which include changes to Japan’s Financial Services Agency [90]. Hence, these early adoption challenges for fintech in Japan raise important questions regarding future adoption and regulation of blockchain technologies in other industries that are highly regulated and have privacy considerations such as health care.

Importantly, any Japan health blockchain strategy has to take into account the national and public health characteristics of Japan’s health system in addition to the unique challenges it faces with its aging society, concerns of health care overutilization, and shortage in its health care workforce. One future approach may be to design Japan’s health care blockchains as part of a Whole-of-Government Approach similar to Estonia where an electronic, national, government-backed blockchain is being used in the health care sector [91]. Regardless of the strategy, Japan’s current health care problems are acute, and its future health care challenges cannot be solved by a single solution, as technology is only one potential component of addressing complex population health challenges. In this sense, blockchain technology can act as an important enabler for technology and governance solutions for 21st-century Japanese health care, but only if it is localized, fit-for-purpose, and meets the needs of the Japanese people.
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Abstract

Background: Data have become an essential factor in driving health research and are key to the development of personalized and precision medicine. Primary and secondary use of personal data holds significant potential for research; however, it also introduces a new set of challenges around consent processes, privacy, and data sharing. Research institutions have issued ethical guidelines to address challenges and ensure responsible data processing and data sharing. However, ethical guidelines directed at researchers and medical professionals are often complex; require readers who are familiar with specific terminology; and can be hard to understand for people without sufficient background knowledge in legislation, research, and data processing practices.

Objective: This study aimed to visually represent an ethics framework to make its content more accessible to its stakeholders. More generally, we wanted to explore the potential of visualizing policy documents to combat and prevent research misconduct by improving the capacity of actors in health research to handle data responsibly.

Methods: We used a mixed methods approach based on knowledge visualization with 3 sequential steps: qualitative content analysis (open and axial coding, among others); visualizing the knowledge structure, which resulted from the previous step; and adding interactive functionality to access information using rapid prototyping.

Results: Through our iterative methodology, we developed a tool that allows users to explore an ethics framework for data sharing through an interactive visualization. Our results represent an approach that can make policy documents easier to understand and, therefore, more applicable in practice.

Conclusions: Meaningful communication and understanding each other remain a challenge in various areas of health care and medicine. We contribute to advancing communication practices through the introduction of knowledge visualization to bioethics to offer a novel way to tackle this relevant issue.

(J Med Internet Res 2020;22(1):e16249) doi:10.2196/16249
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Introduction

We live in an era where data are omnipresent and seemingly omnipotent. Data constitute one of the forces, if not the driving force, behind personalized and precision medicine. Traditional health data sources such as medical records and clinical trial data are nowadays complemented by an ever-increasing amount of behavioral and lifestyle data, which we create by interacting with everyday technologies such as our smartphones. Although data collection remains important, data sharing is fundamental to modern scientific practice and is of great value to the health sciences. First, this is because data are crucial to the confirmation of research findings and the replication of results [1]. Second, making data available enables scientists to collaborate and build on the work of others [2]. Third, reusing
data enables researchers to leverage research investments, particularly public funding [3]. Fourth, data sharing is integral to the advancement of research and innovation [4]. In the health sciences specifically, data sharing has the potential to transform health care and inform clinical research; quality measurement; and, ultimately, public safety [5].

However, although the quantity and types of data available for research are rapidly expanding, the handling of such data is a complex process that involves and impacts several stakeholder groups such as patients and research institutions. In recognition of precision medicine’s reliance on big data, the Swiss Personalized Health Network (SPHN) produced the Ethical Framework for the Responsible Usage of Personal Data in Health Research [6]. The framework guides SPHN’s actors (such as researchers) as they endeavor to handle data ethically, to inform research participants about these ethical practices, and to tackle concerns regarding privacy and misuse of data. However, the SPHN ethical framework is innately complex. Like many health policy documents, the SPHN framework describes a multilayered, nonlinear process that involves several stakeholders. The problem with this is that the document needs to refer to other elements of the framework to cover 1 aspect fully [7]. For example, the process of consent involves the research participant, the researcher, and the institution. In addition, it is a process interwoven at different stages of a research project, from the very beginning to long after the project has finished.

Ethical and policy guidance is only as effective as its application. To combat and prevent research misconduct and to foster data sharing practices, stakeholders involved need to understand available guidance and apply it in practice. Some researchers have questioned the efficacy of policy documents as communication tools [8]. Research shows that senior decision makers often do not read long policy documents [9]. However, senior decision makers are not the only critical audience for health policy. For example, the SPHN ethical framework is relevant to diverse members of the SPHN network, from researchers to medical practitioners and individuals who participate in studies. Policy documents are no match to the challenge of communicating complex information to tremendously diverse audiences [10], and well-intentioned stakeholders can find it onerous to act on the information in the document. Whenever this happens, policy documents defy their purpose.

So how can we ensure that policy documents actually fulfill their purpose? Extensive research exists on how to communicate complex information to stakeholders. One promising approach is knowledge visualization. Knowledge visualization “examines the use of complementary visual representations to improve the transfer and creation of knowledge between at least two persons” [11]. Evidence indicates that the active integration of visual representations improves learning significantly [12,13]. Theories that support this include Paivio’s dual coding theory [14], which asserts that we process verbal information and pictorial information in different cognitive systems, as well as Chandler and Sweller’s cognitive load theory [15], which argues that multiple sources of information facilitate learning by reducing working memory. These insights and opportunities are currently not used to inform knowledge dissemination in health policy making [10,16,17]. To address this gap, we adopted a knowledge visualization methodology and applied a mixed methods approach to translating an existing ethical framework into an interactive knowledge visualization tool. In this study, we present our methodological approach and describe the process that led us to this method. To do this, we take the SPHN ethical framework for the Responsible Usage of Personal Data in Health Research as a case study.

**Methods**

**Overview**

Our approach to transforming a complex framework into an interactive visualization involved 3 steps, as shown in Figure 1. To begin with, we conducted a quantitative content analysis to distill and structure the knowledge inside the document. We used a combination of inductive and deductive methods to create a conceptual representation of the content sequentially. In a second step, we transferred the conceptual data into 4 different visual forms and, then, tested these visualizations through expert review to select the most promising candidate. Although the visualizations did already make the content of the framework more accessible, the interwoven structure of the knowledge was still not entirely represented. In a final step, we, therefore, iteratively developed an interactive version of the visualization through rapid prototyping. We look now at each of these steps in more detail.

**Figure 1.** This figure gives an overview of the method and outlines the 3 primary steps: content analysis, visualization, and rapid prototyping. The rectangle on the left represents the Swiss Personalized Health Network’s ethical framework in its original form as a document, and the circle on the right represents the interactive visualization of the framework’s content. SPHN: Swiss Personalized Health Network.
Content Analysis

Our first step was to identify the knowledge and knowledge structure manifested in the framework. To do this, we analyzed the framework using a qualitative content analysis approach that combined inductive and deductive category development [18-20]. Moreover, 1 author (JS) with training and previous experience in inductive and deductive coding performed the analysis. We ensured intracoder reliability through 3 rounds of coding, with the first 2 within a month and the third round 3 months later. We resolved any discrepancies in discussions within the research team.

We conducted an inductive analysis to identify (1) the key elements in the ethical framework, (2) stakeholders, (3) the knowledge types present in the SPHN framework, and (4) the connections between the elements and stakeholders. We started with open coding, with the restriction that codes had to be mutually exclusive to ensure that the resulting knowledge structure remains unambiguous [21].

We then grouped codes that concerned the same subject matter and merged them into categories. To give an example, we merged the codes withdraw and revoking consent into withdrawal process just as we merged communication and information into participant information. These categories form the lowest layer of abstraction in the knowledge structure of the framework, that is, the subthemes. This task was conducted iteratively, where we revised, refined, and checked the subthemes to ensure that they remained mutually exclusive.

In the next step, we formed overarching themes out of the subthemes, adding another layer of abstraction. As an example, the 2 subthemes further use and withdrawal process both belong to the theme consent process. These groups can overlap as a subtheme can belong to multiple groups. For example, further use is part of both the consent process and the data and samples themes.

We then determined the primary stakeholders from the frequency of their occurrences in the text and used axial coding to identify and map out the relationships between the stakeholders, themes, and subthemes [22]. Although some of the coded elements explicitly indicated relationships among each other and with stakeholders, we had to infer others from context.

Finally, we used deductive analysis to assign the stakeholders, themes, subthemes, and their relationships with 1 or more of the 4 normative ethical principles of the SPHN framework: respect for persons, data fairness, privacy, and accountability. The resulting 4 groups are not mutually exclusive as a stakeholder, theme, and subtheme can be affected by several ethical principles. This fact contributed to the complexity of the original SPHN framework document.

A total of 3 content experts from the fields of bioethics (EV and AB) and public health (FG) reviewed the coding and the knowledge structure. We selected the experts through purposive sampling. Moreover, 2 of the 3 experts (EV and AB) contributed to the development of the original SPHN framework and made sure that the result reflects the entirety of the framework’s content.

Visualization Methods

To visualize the previously derived knowledge structure in a simple yet comprehensive way, we tested different graphics and visualization methods: alluvial diagrams, graphics such as symbols, concept maps, and systems maps. The 4 methods were chosen based on Burkhard’s model of visualization types for knowledge visualization [23]. The following paragraphs describe the visualization methods. See Multimedia Appendix 5 for the outputs.

Alluvial Diagram

Alluvial diagram is a type of flow diagram, or branch-based diagram, that represents weighted correlations between categorical dimensions, visually linking the number of elements to shared categories [24]. As abstract and schematic representations, alluvial diagrams are used to explore structural relationships among parts and are, therefore, used to explain concepts and reduce complexity. For this reason, we first employed an alluvial diagram to visually explore the various relationships among themes, actors, and ethical principles.

Concept Map

Concept mapping, also referred to as structured conceptualization, is an established method for the organization and representation of knowledge. The method produces a map that consists of nodes and lines—the nodes indicating concepts and the connecting lines denoting relationships between them [27]. What differentiates concept mapping from methods such as mind mapping, cluster mapping, and flow charts is that concept mapping uses a top-down structure to show the relationships between themes and subthemes with the overall concept. In this study, we chose concept mapping to visualize the ethical framework’s 4 core ethical principles and the actors, issues, and concepts that relate to them.

Systems Map

Systems mapping is the process of visually representing and describing an entire system, including the elements and actors involved as well as their relationships, links, and interconnections. This method makes clear how things such as information or materials flow through a system. Other types of systems maps are causal loop diagrams, actor-network maps, and value chain maps. Reasons for using this method are as follows: (1) systems maps make sense of complexity, (2) they engage stakeholders by highlighting their position in the system,
and (3) they enable both issues and opportunities to be easily identified [28]. We chose this method to visualize the entirety of the ethical framework’s knowledge system to make clear the patterns of process and underlying relationships between values and beliefs (mental models) of the actors (people and organizations) involved, responsible and impacted.

Testing Through Expert Review

We invited 2 experts (EV and AB) to assess which visualization method was most appropriate for the SPHN framework content. Both experts were selected because they had contributed to the revision of the original SPHN framework in 2018 and the underlying analysis of existing policies [29]. We conducted the expert reviews as informal interviews, wherein we presented the 2 reviewers each of the tested visualizations to determine their respective strengths and weaknesses. To do so, we structured interviews based on Burkhard’s knowledge visualization framework [23]:

1. Attention: Is the visualization attractive and engaging?
2. Context: Does the visualization convey why the knowledge is needed and is of value?
3. Overview: Does the visualization give an overview of the complexity of the framework?
4. Options to act: Does the visualization provide options to act, to use, and to apply the knowledge.
5. Details: Is the amount of detail appropriate?

The experts’ review showed that although many of the visualization methods were engaging, they oversimplified the content, making important details inaccessible. For example, the concept maps were determined to be effective at showing the actors and elements inherent to each ethical principle, but neither did they explain how the principles related to each other nor did they provide definitions. Only the system map was successful in providing both an overview and adequate detail of the ethical framework. However, according to the experts, the systems map failed to make the underlying ethical principles visible. Despite some shortcomings, we identified the systems map to be the most appropriate method.

Rapid Prototyping

To address the shortcomings of the systems map and make the SPHN ethical framework content accessible in its entirety, we developed an interactive visualization using rapid prototyping [30]. We wanted to enable users to explore across registers, from the big concepts to the specific details in the ethical framework’s range of knowledge types (declarative, experiential, individual, orientational, and procedural). This goal was informed by Ausubel’s assimilation theory [31]. We, hence, devised a Web-based system map that proceeded from the more general, more inclusive concepts to the more specific information.

To assess the design and usability of the prototype, we conducted 3 expert reviews (by DG, IS, and ML) at different stages of the prototyping process with a different reviewer for each stage. We used convenience sampling to find experts for user experience (UX) research, design, and storytelling. For this purpose, we presented reviewers with the prototype and asked them to provide feedback. A UX researcher, with a background in media studies and economics, participated in the first expert review. A UX designer with a Masters in Design and over 15 years of experience in product development undertook the second review. This expert was familiar with the topic of data processing, yet had no experience in the health sector. A UX copywriter completed the final review. This reviewer has a background in nanotechnology design and is also familiar with data processing and data sharing practices. These experts judged the prototypes according to usability requirements and according to the previously introduced questions by Burkhard [23]. We systematically recorded and compared the comments and suggestions for improvement received from each of the 3 experts to inform the next prototype iteration.

To prototype an interactive systems map, we used a data visualization platform called Kumu [32]. We first loaded the identified themes, subthemes, and stakeholders into Kumu and designated the nodes by labels and size. Large nodes represented stakeholders, medium-sized nodes indicated themes, and we gave small nodes to subthemes. We then clustered and linked these nodes according to theme and subtheme hierarchies and the relationships identified from axial coding. Afterward, we pollinated the nodes with metadata and descriptions derived directly from the SPHN ethical framework. We simplified the wording at times or added definitions from the SPHN ethical framework glossary document. Concurrently, we embedded the visual icons developed during the initial testing phase to support content recall for users. For the primary 11 themes (consent, security control processes, scientific research, data + sample processing, accountability processes, data processing and data sharing practices), we implemented interactive visualization of the nodes with additional functionality and information. In addition, we implemented custom views that present content based on the different stakeholders’ perspectives on the systems map. Each perspective was composed of 11 views that highlight the themes and explain their importance according to the respective stakeholder’s responsibilities and interests. Furthermore, we integrated the 4 ethical principles by allowing the user to highlight the affiliation of the nodes to the activated principle.

Results

In this section, we present the final interactive visualization prototype of the SPHN ethical framework and its features. In total, we identified 4 primary stakeholders, 3 general themes, 8 research process themes, 2 effect themes, and 30 subthemes. The inductive analysis further revealed that the SPHN ethical framework comprises multiple knowledge types. These included the following: declarative knowledge (know-about), experiential knowledge (know-why, eg, causes), individual knowledge (know-who), orientational knowledge (know-where), and procedural knowledge (know-how) [33]. Multimedia Appendices 1-5 present the results of intermediate steps in more detail.
The focal point of the prototype is the interactive systems map visualizing the SPHN ethical framework. It shows the stakeholders, themes, subthemes, and their relations to each other. The map is made up of edges and nodes. The large-sized nodes correspond to the stakeholders, whereas the medium-sized nodes represent the themes and the small-sized nodes indicate the subthemes. In addition to the map itself, there are complementary functionalities, which we describe along with the other interaction techniques in the following paragraphs.

First, users can hover to highlight a node and its connections (see Figure 2). This functionality is integral for highlighting the interconnectedness of the themes and stakeholder.

Second, the select function is used to activate the display of a node’s information and metadata. In other words, by clicking on a node, users can access the information based on the SPHN ethical framework (see Figure 2). Each node is made up of a title, a definition or description of what it refers to, information about why it matters, and references to the connected nodes. In addition, to make the information easier to understand, each node includes embedded explanatory media such as animated gifs, videos, and graphics. Figure 3 exhibits a screenshot of the final interactive visualization [34] (additional screenshots are provided in Multimedia Appendix 6).

Third, to enable navigation of the content according to the stakeholder categorizations, stakeholder perspectives were defined and can be activated through buttons above the map. Each stakeholder’s perspective is divided into 11 subperspectives, titled parts, reflecting the 11 themes of the respective perspective. By clicking on a perspective and subperspective button, for example, Researcher and Part 1, the nodes corresponding to the subperspective are highlighted in the map, and additional information for the selection is displayed (see Figure 2). These perspectives enable a linear navigation approach to the clusters and connections of the systems map. We further adjusted the language style and level of detail according to the stakeholder’s respective responsibilities and interests. For example, the society viewpoint for data governance is less detailed than the institution viewpoint for the same topic.

Fourth, to incorporate the SPHN ethical framework’s 4 ethical principles, we used a color legend. As such, we assigned each ethical principle a color and tagged the nodes accordingly. By clicking an ethical principle in the legend, users can then highlight the relevant nodes (see Figure 2). In this way, users experience the interwoven nature of ethical principles.

Figure 2. In image 2.1, we see the effect of hovering over a node that highlights connections. Image 2.2 shows the function of clicking to access information and metadata. Image 2.3 depicts the buttons that represent the stakeholder perspectives and the node highlighting in the map below as response when one of them is activated. Image 2.4 demonstrates the function of highlighting ethical principles using the color legend simultaneously to the other functions where each color corresponds to an ethical principle.
**Discussion**

**Principal Findings**

In this study, we developed an interactive visualization to navigate the content of the SPHN ethical framework. Our mixed methods approach consisted of qualitative analysis, visualization techniques, and rapid prototyping. In contrast to the ethical framework’s original form as a text document, our interactive visualization offers users an overview of the ethical framework content and provides access to detailed descriptions and definitions enriched with multimedia content. Another unique function of our interactive visualization is that it allows users to examine the relationships between elements and themes.

Our method finds application beyond the specific type of policy document we used in our case study. Specifically, the individual parts of the method can be applied independent of context to transform a defined text scope. Only the choice of visualization type based on the expert review was specific to bioethics. This dependency can be resolved by calling in experts from other respective fields. The method presented in this study, therefore, holds great potential for a variety of text contents beyond policy documents and bioethics.

**Limitations**

Future research is needed to unlock the potential of this visualization approach. To begin with, this study does not assess the interactive visualization’s educational powers compared with the original policy document. Further research is, thus, required to measure the effectiveness of the knowledge transfer. In addition, systematic user testing is needed to resolve functional shortcomings. The combination of these 2 assessments would optimize the tool’s efficacy and, therefore, improve the impact of data sharing policies on the stakeholders’ actions.

Another limitation is that the visualization does not assist the stakeholders’ understanding of the dependencies between different elements of the framework. In the words of Tufte, understanding “... is to know what cause provokes what effect, by what means, at what rate” [35]. To resolve this, a functionality that highlights cause and effect could be incorporated and tested. For example, a game function that allows the user to remove nodes from the map and then to see how the scenario evolves enables the stakeholders to explore the impact of different elements of the framework in an engaging way.

**Conclusions**

This study sheds light on how to develop an interactive visualization from a policy document and lays the foundation to innovate ethical framework dissemination practices on the Web. In practice, this method to translate ethical frameworks gives bioethicists and health care policy makers a tool to communicate complex information to diverse audiences. More broadly, the results offer guidance to researchers, practitioners, and designers who create dynamic visualization for scientific and scholarly communication.

Meaningful communication and understanding each other remain a challenge in various areas of health care and medicine. We contribute to advancing communication practices through the introduction of knowledge visualization to bioethics to offer a novel way to tackle this relevant issue. Our work bears value for every person involved in modern health research: from policy makers who give guidance, to researchers who process data, to the patients who use their smartphones throughout the day and generate data.
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