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Abstract

Background: Persuasive design, in which the aim is to change attitudes and behaviors by means of technology, is an important aspect of electronic health (eHealth) design. However, selecting the right persuasive feature for an individual is a delicate task and is likely to depend on individual characteristics. Personalization of the persuasive strategy in an eHealth intervention therefore seems to be a promising approach.

Objective: This study aimed to develop a method that allows us to model motivation in older adults with respect to leading a healthy life and a strategy for personalizing the persuasive strategy of an eHealth intervention, based on this user model.

Methods: We deployed a Web-based survey among older adults (aged >60 years) in the Netherlands. In the first part, we administered an adapted version of the revised Sports Motivation Scale (SMS-II) as input for the user models. Then, we provided each participant with a selection of 5 randomly chosen mock-ups (out of a total of 11), each depicting a different persuasive strategy. After showing each strategy, we asked participants how much they appreciated it. The survey was concluded by addressing demographics.

Results: A total of 212 older adults completed the Web-based survey, with a mean age of 68.35 years (SD 5.27 years). Of 212 adults, 45.3% were males (96/212) and 54.7% were female (116/212). Factor analysis did not allow us to replicate the 5-factor structure for motivation, as targeted by the SMS-II. Instead, a 3-factor structure emerged with a total explained variance of 62.79%. These 3 factors are intrinsic motivation, acting to derive satisfaction from the behavior itself (5 items; Cronbach alpha=.90); external regulation, acting because of externally controlled rewards or punishments (4 items; Cronbach alpha=.83); and a-motivation, a situation where there is a lack of intention to act (2 items; r=.50; P<.001). Persuasive strategies were appreciated differently, depending on the type of personal motivation. In some cases, demographics played a role.

Conclusions: The personal type of motivation of older adults (intrinsic, externally regulated, and/or a-motivation), combined with their educational level or living situation, affects an individual’s like or dislike for a persuasive eHealth feature. We provide a practical approach for profiling older adults as well as an overview of which persuasive features should or should not be provided to each profile. Future research should take into account the coexistence of multiple types of motivation within an individual and the presence of a-motivation.

(J Med Internet Res 2019;21(9):e11759) doi:10.2196/11759
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Introduction

Background

In recent years, persuasive design has become an integral part of electronic health (eHealth). Persuasive technology aims to change people’s attitudes and behaviors [1] and can be an extremely valuable instrument in increasing patient adherence to Web-based health interventions [2,3], improving self-management abilities [4], and more positive perceptions of usability [5]. To facilitate the design of persuasive systems, a wide range of features have been listed (most notably in a study by Oinas-Kukkonen and Harjumaa [6]). These features include rewarding target behavior, creating trustworthiness, and applying personalized content or services. However, designing a persuasive eHealth intervention is not an easy task of inserting as many persuasive elements as possible. Instead, when combining specific principles, their workings can reinforce one another (eg, combining social learning and comparison), whereas combining too many persuasive features diminishes the effect of the intervention [7]. Choosing the optimal set of persuasive features is a delicate task and might very well depend on the individual end user’s characteristics. Tailoring the set of persuasive features a person has to his or her avail, therefore, seems to be a very promising approach [8].

Tailoring, as defined in a study by Hawkins et al, pertains to “any of a number of methods for creating communications individualized for their receivers, with the expectation that this individualization will lead to larger intended effects of these communications” [9]. Although the term is often interchangeably used with personalization, we use the term tailoring as an umbrella term to cover various specific concepts, such as feedback, context awareness, or user targeting, as defined in a study by op den Akker et al [10]. Research in and applications of tailoring typically focus on specific communications. The Handheld Exercise Agent from Bickmore et al is a good example of this, where tailoring is adopted by providing feedback on the user’s personal physical activity and using context-aware features to provide assistive messages in certain situations [11]. Other studies have delved into using machine learning to choose opportune moments for health messages [12] or the use of different framing techniques to increase their intended effect [13]. However, irrespective of whether the technology used is basic or advanced, the principle of the process always remains the same—one must measure one or more characteristics of the user (user modeling), reason on, and adapt the specific communication to provide and reach the individual with the specific outcome.

Studies that aimed to identify the most effective persuasive eHealth tactics for specific user groups have mainly tried to single out a set of features that work best for a given population. For example, Karppinen et al [14] identified a subset of persuasive features that work specifically well for an eHealth intervention, aimed at persons at risk for or suffering from metabolic syndrome. Similarly, Smith et al [15] uncovered a set of features that have the best effect on melanoma checking using a digital intervention. However, they also conclude that personality traits should be taken into account when selecting the most suitable persuasion strategy for an individual. In their context, emotional stability appeared to be a decisive factor for this selection. Other research has reached similar conclusions [16,17]. A promising way to tailor a persuasive strategy, which has not been explored before, is to use an end user’s motivation to work on his or her health as the main decisive factor.

Objectives

In this paper, we report on a study that aims to define a strategy for tailoring the set of persuasive features for older adults in an eHealth intervention, aimed at promoting a healthy lifestyle. The basis of this tailoring strategy is a user model in which the individual older adult’s motivation to lead a healthy life is modeled. Individual motivation has been identified as a crucial factor for explaining older adults’ physical activity levels [18], social participation [19], and cognitive health [20]. Therefore, in the first part of this study, we develop a method for modeling older adults’ motivation to adopt a healthy lifestyle. In the second part of this study, we elicit the preferred persuasive eHealth strategies for each motivational profile that was identified.

Theoretical Background

In the psychological literature, there are ample theories and methods to classify different types of motivation. Self-determination theory (SDT), a prominent motivational theory, proposes that the level of autonomy and control [21] influences the level of motivation for a specific action or behavior. Autonomous motivation means that the individual voluntarily performs a behavior because he or she enjoys the activity or finds it interesting. Controlled motivation means that an individual performs a behavior because of external rewards or (social) pressure. SDT describes a continuum of autonomy and control. People can become more or less autonomous or controlled in their motivation. According to SDT, there are 6 types of motivation [21]: (1) intrinsic motivation, where one acts because one derives satisfaction from the behavior itself; (2) extrinsic motivation—integrated regulation, where one acts because the behavior is in line with one’s life goals, objectives, and needs; (3) extrinsic motivation—identified regulation, where one acts because something is considered personally important and worthwhile; (4) extrinsic motivation—introjected regulation, where one acts to feel worthy, out of guilt, or to avoid shame; (5) extrinsic motivation—external regulation, where externally controlled rewards or punishments direct behavior; and (6) a-motivation, a situation where there is a lack of intention to act.

Integrated, identified, introjected, and external regulation are all subtypes of extrinsic motivation but differ in the level of autonomy and control. Nonetheless, their common denominator is that a person behaves in a certain way because it leads to a desired outcome, such as receiving a reward, feeling less guilty, or acting in accordance with one’s personal values. People who are intrinsically motivated perform the behavior because they like the activity itself [22]. In contrast, although both intrinsic and extrinsic motivations imply the intention to act, a-motivation implies a lack of intention. More fine-grained approaches toward understanding motivation and measurement instruments for assessing this motivation have been developed for different...
contexts (eg, motivation to exercise [23]). At the moment of writing, however, no methods are available for classifying different kinds of motivation among older adults to lead a healthy lifestyle.

As we mentioned before, a person’s type of motivation can play a role when selecting the most suitable persuasive strategy for an individual. This assertion has been studied mostly in the context of promoting exercise and physical activity although not necessarily by means of eHealth interventions. Ingledew and Markland [24] found that, in general, different types of motivation can be associated with different motives for physical exercise and that persuasive strategies should comply with these motives. Kaptein et al describe how they developed personalized persuasive systems using personal persuasion profiles and demonstrate how such systems can persuade people to eat healthier or be more physically active [25]. De Vries et al [26] used the transtheoretical model (which discerns different stages of change for an individual) to provide personalized encouragement for physical exercise through digital services. In another study, De Vries et al [27] found that the Big Five classification can predict the appreciation of different motivational messages, sometimes moderated by the demographic gender. The role of demographics in explaining older adults’ health-related behaviors and their motivations for living a healthy lifestyle has been generally acknowledged [28,29].

Research Model and Hypotheses

On the basis of the theoretical background, we created a research model, as depicted in Figure 1.

The research model makes several assumptions. First, it posits that an individual older adult has a specific type of motivation to work on his or her health. This assumption has been tested numerous times for different health-related contexts, with the SDT as the basis for conceptualizing personal motivation [30].

Hypothesis 1: An older adult has a personal motivation for working on his or her health that can be classified as intrinsic motivation, integrated regulation, identified regulation, introjected regulation, external regulation, or a-motivation.

Next, we hypothesize that the persuasive features that an older adult appreciates in an eHealth service can be explained by this type of motivation. Previously, it was found, when motivating people to comply with a physical exercise regime in an offline setting, that persuasive strategies are more effective when tailored to an individual’s motivation [24].

Hypothesis 2: Each type of motivation is linked to a unique set of highly appreciated persuasive features.

Finally, we hypothesize that, besides an individual’s motivation, demographic factors also predict appreciation of a persuasive feature. This assertion has been scarcely studied before. Age has been found to play a role in the appreciation of persuasive electronic service features in the context of energy saving [31]. Nonetheless, demographics do explain to an important extent to what degree an eHealth intervention is adopted [32,33]. Therefore, we expect them to play a similar role in the formation of appreciation of persuasive features.

Hypothesis 3: An older adult’s demographic traits (age, gender, education level, and living situation) predict his or her appreciation of a persuasive feature within an eHealth service.
Methods

Overview
We conducted a Web-based survey among older adults in the Netherlands, which consisted of 3 parts. First, we collected data to test a user profiling method for classifying older adults’ motivation to adopt a healthy lifestyle. Second, we provided each participant with a set of persuasive eHealth strategies and asked them to indicate their appreciation for each feature. Finally, we assessed each participant’s demographics. The survey was provided through a Web-based survey environment.

User Profiling
To model personal motivation, we used the revised Sports Motivation Scale (SMS-II) [34], a validated instrument for assessing sports motivation; a domain closely related to adopting a healthy lifestyle. The survey is based on the SDT [21] and clusters people on the 6 types of motivation of the SDT (intrinsic motivation, integrated regulation, identified regulation, introjected regulation, external regulation, and a-motivation). We adapted the questionnaire to the needs of this specific context. Each type of motivation, or construct, was assessed via 3 statements, accompanied by a 7-point Likert scale (ranging from very much disagree [1] to very much agree [7]).

Preferred Persuasive Features
We assessed the appreciation of 11 persuasive features or strategies. The features in this list were selected based on their popularity in existing eHealth interventions.

1. Showing progress: displaying how many recent activities have helped to reach specific health goals.
2. Social competition: showing how healthy your behavior is in relation to peers, in the form of leaderboards.
3. Social support: connecting peers so that they can motivate each other to reach health goals.
4. Reminders: reminding individuals to act healthy or to do exercises by means of pop-ups on, for example, mobile devices.
5. Fear appeals: instilling fear about the current lifestyle of a person by explicating the negative consequences.
6. Self-goal setting: allowing a person to set health goals him/herself (in the mock-up visualized by setting weekly step goal).
7. Automatic goal setting: automated health goal setting for a person (in the mock-up displayed by setting a weekly step goal, based on past performance).
8. Rewards—compliments: complimenting a person on reaching health goals (in the form of badges).
9. Rewards—monetary: awarding points when reaching health goals that can be used at a Web-based shop.
10. Health education: educating persons about the benefits of healthy behavior and the way in which the body reacts to this behavior.
11. Implementation intentions: providing the possibility to plan healthy activities (eg, walking and yoga) in a Web-based, weekly planner.

Each persuasive feature was presented to the participant in the form of a simple digital mock-up, which was created in Balsamiq (Balsamiq Studios). Figures 2 and 3 show two of these mock-ups (social competition and monetary rewards) as examples. Multimedia Appendix 1 gives an overview of all mock-ups. To keep the length of the survey acceptable, we asked each participant to rate 5 of the 11 persuasive features available in total. These 5 features were randomly selected and presented. Each feature was accompanied by a statement (This [information/feature] would motivate me to work on my health) and a 7-point Likert scale ranging from very much disagree [1] to very much agree [7]).

Figure 2. Mock-up of the persuasive feature "social competition".
Demographics
For each participant, we assessed gender, age, educational level (none, elementary school, basic level high school, vocational education, high level high school, and college/university), living situation (living together/married, single, and other), and self-reported physical activity level (by asking them to choose 1 of 5 options: not sporting, not sporting but thinking about beginning, sporting <2.5 hours a week, sporting >2.5 hours a week in the last 6 months, or sporting >2.5 hours a week for more than 6 months). Then we questioned participants’ self-reported health by asking participants to rate their health on each of the aspects of health, according to the Positive Health approach [35] (bodily functions, mental functions and perception, spiritual and existential health, quality of life, social and societal participation, and daily functioning), using a 10-point rating scale (ranging from 1 [very poor] to 10 [excellent]). Examples of these statements are as follows: How healthy do you rate your own body? Do you feel fit? Do you have pain somewhere? And can you sleep and eat well? (for physical health), or What do you think of your social life? Do you have enough friends? Do you have others to do fun things with? Do you get help when you need it? And do you have the feeling of belonging somewhere? (for social and societal participation). Finally, we assessed health literacy using the health literacy scale by Chew et al [36], consisting of 3 statements and accompanied by a 6-point Likert scale (ranging from 1 [negative] to 6 [positive]). These statements are as follows: How often do you have problems learning about your medical condition because of difficulty understanding written information? How confident are you filling out medical forms? How often do you have someone help you read hospital materials?

Recruitment
Participants were eligible if they were aged 60 years or older. We recruited participants through a Dutch panel of older adults that indicated they were interested in participating in research on the topic of eHealth. In addition, we used snowball sampling through social media and personal connections.

Statistical Analyses
All data were analyzed in SPSS 19.0 (SPSS Inc). Descriptive statistics were calculated for demographic variables (percentages, means, and SDs). To determine the suitability of the SMS-II for factor analysis, we assessed interitem correlations, the Kaiser-Meyer-Olkin measure for sampling adequacy, and the Bartlett test of sphericity, and we focused on the diagonals of the anti-image correlation matrix and item communalities. To uncover the factor structure underlying the SMS-II data, we conducted a factor analysis with principal axis factoring and oblimin rotation. The reliability of the resulting factors was assessed by assessing item-to-total correlations and the factor’s skewness, kurtosis, and Cronbach alpha (in case a factor had more than 2 items) or by calculating Pearson correlation (in case a factor consisted of 2 items). Distribution of the scores for the different motivational factors was made insightful by means of boxplots, whereas overlap among the factors was displayed using a scatterplot and supported by Pearson correlations. To determine which type of motivation predicts the appreciation of the 11 different persuasive features, we first checked the distribution of these appreciation scores for normality (which they did). Second, we assessed mean appreciation scores and SDs and calculated correlation scores between types of motivation and the appreciation of persuasive features. Finally, we conducted linear regression analyses. At first, we created models wherein appreciation predicts one type of motivation. If significant, we ran a second analysis where we also included the demographics sex, age, living situation,
and education as main effects using the Enter method. For this analysis, the variable education was split into low and high education, and for the variable living situation, the answering option other was classified as missing variable (which only occurred once among 212 cases) so that we only had 2 answering options. These changes enabled us to include these variables in regression analyses.

Ethics
Digital informed consent was obtained from each respondent. The nature of this general internet-based survey among healthy volunteers from the general population does not require formal medical ethical approval according to Dutch law.

Results
Demographics
Data collection resulted in 212 valid participants. Of 212 participants, 45.3% (96/212) was male, and 54.7% (116/212) was female. Their ages ranged from 60 to 93 years (mean 68.35 [SD 5.27]). Their educational background consisted of elementary school (1.4%, 3/212), lower vocational education (17.5%, 37/212), vocational education (21.7%, 46/212), high school (14.2%, 30/212), or higher vocational education or university (45.3%, 96/212). Most participants lived together with spouse (79.2%, 168/212). Others lived alone (20.3%, 43/212) or had other living arrangements (0.5%, 1/212).

The participants rated their health literacy as high with a mean of 4.91 (SD 0.63) on a 6-point scale. With regard to their current physical activity behavior, 9/212 participants stated that they did not exercise or compete in sports and were not planning to do so (4.2%); 6/212 participants were not doing this but were thinking about starting (2.8%). Most participants were already physically active. In addition, 45/212 participants (21.2%) exercised or competed in sports, but not on a regular basis (<2.5 hours a week), 44/212 participants (20.8%) exercised or competed in sports regularly between the last 6 months and now (>2.5 hours a week), and 108/212 participants (50.9%) exercised or competed in sports regularly for a period longer than 6 months (>2.5 hours a week). The participants rated their health quite high on different health dimensions:

- Bodily functions: mean 7.27 (SD 1.46)
- Mental functions and perception: mean 7.93 (SD 1.10)
- Spiritual/existential dimension: mean 8.09 (SD 1.15)
- Quality of life: mean 8.04 (SD 1.14)
- Social and societal participation: mean 7.88 (SD 1.38)
- Daily functioning: mean 8.55 (SD 1.02)

User Profiling
As a first step in developing the measurement model for motivation to live a healthy life (and hence, the user profiling method), we examined the factorability of the 18 measurement items for motivation. All items correlated with at least one other item, with a coefficient of 0.3. Next, the Kaiser-Meyer-Olkin measure for sampling adequacy was 0.89, whereas the Bartlett test of sphericity was significant ($\chi^2_{153}=2177.9; P<.001$). The diagonals of the anti-image correlation matrix were also all over 0.6. All item communalities were larger than 0.3. These results indicate that a factor analysis can be conducted with these 18 items.

We conducted a factor analysis with principal axis factoring and oblimin rotation. Initial eigenvalues suggested 3 factors, with an explained variance of 39.67%, 15.38%, and 7.74%, respectively. Total explained variance for these 3 factors was 62.79%. Table 1 displays the item factors loadings and communalities.

The results of the factor analysis show that the 6-factor structure of the SMS-II could not be replicated for a population of older adults when adapted to the context of healthy living (and not sports, as was the original focus of the survey instrument). However, a 3-factor structure became apparent. The first factor, which we call intrinsic motivation, focuses on leading a healthy life for personal reasons (e.g., because an older adult likes it or wants to develop himself or herself this way). This factor comprised SMS-II items that assess intrinsic motivation and 2 items that, originally, assessed identified regulation but also focus on the self (to develop personal strong suits and develop other sides of myself). The second factor consists of the items that assessed external regulation in the original SMS-II, supplemented by an item from the a-motivation scale that also focuses on external rewards (to get compliments from others). Hence, we retain the name external regulation. The third and final factor is a-motivation, which consists of the two remaining a-motivation items.
Table 1. Factor loadings and communalities (factor loadings <0.3 are suppressed).

<table>
<thead>
<tr>
<th>Item</th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
<th>Communality</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intrinsic motivation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Because I like to learn more about healthy living</td>
<td>0.79</td>
<td>—</td>
<td>—</td>
<td>0.60</td>
</tr>
<tr>
<td>Because I like to discover new ways to lead a healthier life</td>
<td>0.88</td>
<td>—</td>
<td>—</td>
<td>0.73</td>
</tr>
<tr>
<td>Because I think it’s very interesting to learn how to live a healthier life</td>
<td>0.82</td>
<td>—</td>
<td>—</td>
<td>0.62</td>
</tr>
<tr>
<td><strong>Integrated regulation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Because by living healthy I show who I am</td>
<td>0.40</td>
<td>0.50</td>
<td>—</td>
<td>0.61</td>
</tr>
<tr>
<td>Because living healthy is an important part of my life</td>
<td>0.52</td>
<td>—</td>
<td>-0.43</td>
<td>0.67</td>
</tr>
<tr>
<td>Because I think it’s very important to live a healthy life</td>
<td>0.43</td>
<td>—</td>
<td>-0.47</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Identified regulation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Because I chose myself to live a healthier life in order to develop myself</td>
<td>0.59</td>
<td>—</td>
<td>—</td>
<td>0.52</td>
</tr>
<tr>
<td>Because I think it is a good way to develop my strong suits</td>
<td>0.70</td>
<td>—</td>
<td>—</td>
<td>0.65</td>
</tr>
<tr>
<td>Because I think it’s one of the best ways to develop other sides of myself</td>
<td>0.81</td>
<td>—</td>
<td>—</td>
<td>0.69</td>
</tr>
<tr>
<td><strong>Introjected regulation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Because I would feel bad if I didn’t make time for that</td>
<td>0.45</td>
<td>0.39</td>
<td>—</td>
<td>0.53</td>
</tr>
<tr>
<td>Because I would think I am worth little if I did not lead a healthy life</td>
<td>—</td>
<td>0.43</td>
<td>—</td>
<td>0.34</td>
</tr>
<tr>
<td>Because I would feel better if I lead a healthy life</td>
<td>0.57</td>
<td>—</td>
<td>-0.42</td>
<td>0.63</td>
</tr>
<tr>
<td><strong>External regulation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Because the people that are important to me would be angry at me if I didn’t</td>
<td>—</td>
<td></td>
<td>0.71</td>
<td>0.45</td>
</tr>
<tr>
<td>Because I would then be appreciated by the people I know</td>
<td>—</td>
<td>0.65</td>
<td>—</td>
<td>0.57</td>
</tr>
<tr>
<td>Because I think other would disapprove of me if I didn’t</td>
<td>—</td>
<td>0.88</td>
<td>—</td>
<td>0.58</td>
</tr>
<tr>
<td><strong>A-motivation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I used to have good reasons to live a healthy life, but lately I’m doubting whether or not to continue with that</td>
<td>—</td>
<td>—</td>
<td>0.61</td>
<td>0.32</td>
</tr>
<tr>
<td>So that I get compliments from others</td>
<td>—</td>
<td>0.76</td>
<td>—</td>
<td>0.61</td>
</tr>
<tr>
<td>I don’t think that living a healthy life really is something for me</td>
<td>—</td>
<td>—</td>
<td>0.64</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Table 2 displays the reliability scores for the emerging measurement scales for intrinsic motivation and external regulation. As the third factor comprised only 2 items, these metrics do not apply for this scale. The correlation between the two items (“I used to have good reasons to live a healthy life, but lately I’m doubting whether or not to continue with that” and “I don’t think that living a healthy life really is something for me”) was significant ($r=0.50; P<.001$).

Figure 4 displays 3 boxplots of the score distributions for the different types of motivation in our sample. It shows that, on average, participants scored quite high on intrinsic motivation, but there is a wide range in scores. For external regulation, we also see this wide range; but, in general, participants scored below average. With respect to a-motivation, finally, low scores were observed overall, with a small group of participants who scored high.

Furthermore, we created a scatterplot for intrinsic motivation and external regulation (Figure 5) to show overlap between the two types of motivation. It shows that there is some overlap between the two types of motivation. Participants who were intrinsically motivated sometimes also displayed a high degree of external regulation. It was also possible to be intrinsically motivated only. Calculation of the Pearson correlation between these two factors confirms this ($r=0.38; P<.001$).

These results partly support our first hypothesis: an older adult has a personal motivation for working on his or her health that can be classified as intrinsic motivation, integrated regulation, identified regulation, introjected regulation, external regulation, or a-motivation. We found that an older adult can be classified as being intrinsically motivated, externally regulated, and a-motivated. However, the classifications are not mutually exclusive.
Table 2. Reliability of the measurement scales for intrinsic motivation and external regulation.

<table>
<thead>
<tr>
<th>Item</th>
<th>Cronbach alpha</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Item-to-total correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intrinsic motivation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Because I like to learn more about healthy living</td>
<td>0.71</td>
<td></td>
<td></td>
<td>-0.61</td>
</tr>
<tr>
<td>Because I like to discover new ways to lead a healthier life</td>
<td>0.79</td>
<td></td>
<td></td>
<td>-0.22</td>
</tr>
<tr>
<td>Because I think it’s very interesting to learn how to live a healthier life</td>
<td>0.74</td>
<td></td>
<td></td>
<td>.90</td>
</tr>
<tr>
<td>Because I think it is a good way to develop my strong suits</td>
<td>0.70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Because I think it’s one of the best ways to develop other sides of myself</td>
<td>0.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>External regulation</strong></td>
<td>0.70</td>
<td>0.00</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>Because the people that are important to me would be angry at me if I didn’t</td>
<td>0.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Because I would then be appreciated by the people I know</td>
<td>0.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Because I think other would disapprove of me if I didn’t</td>
<td>0.72</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>So that I get compliments from others</td>
<td>0.74</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Boxplots of the scores on appreciation for different types of motivation.
Appreciation of Persuasive Features

We asked the participants to rate their appreciation for 5 of 11 persuasive features. Table 3 displays how many participants were presented each feature and how they appreciated them. It shows that the appreciations were neutral or positive, whereby fear appeals, monetary rewards, and implementation intentions were appreciated best. In all cases, SDs were high, indicating that participants’ appreciations were diverse.

Furthermore, we assessed the correlations among the different types of motivation on the one hand and the appreciation of persuasive features on the other. The results are presented in Table 4. It shows that intrinsic motivation is correlated to the appreciation of all persuasive features, external regulation to some, and a-motivation to none.

Table 3. General appreciation of 11 persuasive features.

<table>
<thead>
<tr>
<th>Persuasive feature</th>
<th>N</th>
<th>Appreciation, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Showing progress</td>
<td>105</td>
<td>3.34 (2.08)</td>
</tr>
<tr>
<td>2. Social competition</td>
<td>89</td>
<td>4.14 (1.79)</td>
</tr>
<tr>
<td>3. Social support</td>
<td>106</td>
<td>3.92 (1.92)</td>
</tr>
<tr>
<td>4. Reminders</td>
<td>106</td>
<td>3.61 (2.09)</td>
</tr>
<tr>
<td>5. Fear appeals</td>
<td>101</td>
<td>4.63 (1.99)</td>
</tr>
<tr>
<td>6. Self-goal setting</td>
<td>98</td>
<td>3.89 (2.07)</td>
</tr>
<tr>
<td>7. Automatic goal setting</td>
<td>109</td>
<td>4.06 (1.88)</td>
</tr>
<tr>
<td>8. Rewards—compliments</td>
<td>89</td>
<td>3.40 (1.98)</td>
</tr>
<tr>
<td>9. Rewards—monetary</td>
<td>100</td>
<td>4.75 (1.78)</td>
</tr>
<tr>
<td>10. Health education</td>
<td>88</td>
<td>3.59 (2.06)</td>
</tr>
<tr>
<td>11. Implementation intentions</td>
<td>94</td>
<td>4.40 (1.76)</td>
</tr>
</tbody>
</table>
Table 4. Correlations between types of motivation and appreciation of persuasive features.

<table>
<thead>
<tr>
<th>Types of motivation</th>
<th>Persuasive feature</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic motivation</td>
<td>0.42</td>
<td>0.47</td>
<td>0.35</td>
<td>0.25</td>
<td>0.38</td>
<td>0.62</td>
<td>0.44</td>
<td>0.42</td>
<td>0.35</td>
<td>0.37</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>External regulation</td>
<td>0.37</td>
<td>0.26</td>
<td>0.17</td>
<td>0.29</td>
<td>0.22</td>
<td>0.33</td>
<td>0.26</td>
<td>0.41</td>
<td>0.17</td>
<td>0.46</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>A-motivation</td>
<td>0.01</td>
<td>0.05</td>
<td>0.08</td>
<td>-0.01</td>
<td>0.13</td>
<td>0.06</td>
<td>0.02</td>
<td>0.07</td>
<td>-0.02</td>
<td>0.09</td>
<td>0.16</td>
<td></td>
</tr>
</tbody>
</table>

\( ^{a} P < .001 \)
\( ^{b} P < .01 \)
\( ^{c} P < .05 \)

To determine which type of motivation predicts the appreciation of the 11 different persuasive features, we conducted different sets of linear regression analyses: first, assessing the influence of the type of motivation on the appreciation of a feature; second, assessing the role that demographics play (for results, see Table 5). To preserve a legible overview, we only report significant results for the analyses of demographics.

The results show that being intrinsically motivated positively affected the appreciation of all persuasive features, most heavily showing progress, social competition, self-goal setting, automatic goal setting, and rewards in the form of compliments. Being externally regulated positively affected the appreciation of all persuasive features, except for monetary rewards and implementation intentions. The strongest influences were found for the features showing progress, self-goal setting, rewards in the form of compliments, and health education. A-motivation, as the third motivational style, did not affect the appreciation of any of the persuasive features. Finally, with respect to demographics, we found that health education was better appreciated by participants with a lower education and who are either intrinsically motivated or externally regulated. Intrinsically motivated participants who lived alone appreciated implementation intentions better. Gender and age did not play a significant role.

These results partly support our second hypothesis (each type of motivation is linked to a unique set of highly appreciated persuasive features). Appreciation of all the persuasive features that we studied was affected by either intrinsic motivation and/or external regulation. A-motivation did not affect the appreciation of any persuasive feature. There was a distinction between the features that were highly appreciated by people with high intrinsic motivation on the one hand and high external regulation on the other. Finally, our third hypothesis (an older adult’s demographic traits [age, gender, education level, and living situation] predict his or her appreciation of a persuasive feature within an eHealth service) is partly supported by our analyses. Education affected the appreciation of health education (for both the intrinsically motivated and externally regulated persons), whereas participants who had high intrinsic motivation and lived alone appreciated implementation intentions higher.
<table>
<thead>
<tr>
<th>Persuasive feature</th>
<th>Predictor</th>
<th>Beta</th>
<th>t test (df)</th>
<th>P value</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Showing progress</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intrinsic motivation</td>
<td>.55</td>
<td>6.16 (90)</td>
<td>&lt;.001</td>
<td>0.30</td>
</tr>
<tr>
<td>2</td>
<td>External regulation</td>
<td>.42</td>
<td>4.39 (90)</td>
<td>&lt;.001</td>
<td>0.18</td>
</tr>
<tr>
<td>3</td>
<td>A-motivation</td>
<td>−.04</td>
<td>−0.40 (90)</td>
<td>NS</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Social competition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intrinsic motivation</td>
<td>.49</td>
<td>5.05 (79)</td>
<td>&lt;.001</td>
<td>0.24</td>
</tr>
<tr>
<td>2</td>
<td>External regulation</td>
<td>.29</td>
<td>2.64 (79)</td>
<td>.010</td>
<td>0.08</td>
</tr>
<tr>
<td>3</td>
<td>A-motivation</td>
<td>.04</td>
<td>0.39 (79)</td>
<td>NS</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Social support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intrinsic motivation</td>
<td>.35</td>
<td>3.61 (91)</td>
<td>.001</td>
<td>0.13</td>
</tr>
<tr>
<td>2</td>
<td>External regulation</td>
<td>.25</td>
<td>2.44 (91)</td>
<td>.017</td>
<td>0.06</td>
</tr>
<tr>
<td>3</td>
<td>A-motivation</td>
<td>.16</td>
<td>1.51 (91)</td>
<td>NS</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Reminders</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intrinsic motivation</td>
<td>.27</td>
<td>2.60 (84)</td>
<td>.011</td>
<td>0.07</td>
</tr>
<tr>
<td>2</td>
<td>External regulation</td>
<td>.32</td>
<td>3.09 (84)</td>
<td>.003</td>
<td>0.10</td>
</tr>
<tr>
<td>3</td>
<td>A-motivation</td>
<td>−.03</td>
<td>−0.25 (84)</td>
<td>NS</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Fear appeals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intrinsic motivation</td>
<td>.36</td>
<td>3.46 (83)</td>
<td>.001</td>
<td>0.13</td>
</tr>
<tr>
<td>2</td>
<td>External regulation</td>
<td>.25</td>
<td>2.39 (83)</td>
<td>.019</td>
<td>0.06</td>
</tr>
<tr>
<td>3</td>
<td>A-motivation</td>
<td>.15</td>
<td>1.36 (83)</td>
<td>NS</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Self-goal setting</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intrinsic motivation</td>
<td>.64</td>
<td>7.45 (80)</td>
<td>&lt;.001</td>
<td>0.41</td>
</tr>
<tr>
<td>2</td>
<td>External regulation</td>
<td>.40</td>
<td>3.86 (80)</td>
<td>&lt;.001</td>
<td>0.16</td>
</tr>
<tr>
<td>3</td>
<td>A-motivation</td>
<td>.08</td>
<td>0.74 (80)</td>
<td>NS</td>
<td>0.01</td>
</tr>
<tr>
<td><strong>Automatic goal setting</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intrinsic motivation</td>
<td>.43</td>
<td>4.56 (91)</td>
<td>&lt;.001</td>
<td>0.19</td>
</tr>
<tr>
<td>2</td>
<td>External regulation</td>
<td>.34</td>
<td>3.44 (91)</td>
<td>.001</td>
<td>0.12</td>
</tr>
<tr>
<td>3</td>
<td>A-motivation</td>
<td>.05</td>
<td>0.51 (91)</td>
<td>NS</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Rewards — compliments</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intrinsic motivation</td>
<td>.42</td>
<td>3.91 (73)</td>
<td>&lt;.001</td>
<td>0.17</td>
</tr>
<tr>
<td>2</td>
<td>External regulation</td>
<td>.40</td>
<td>3.74 (73)</td>
<td>&lt;.001</td>
<td>0.16</td>
</tr>
<tr>
<td>3</td>
<td>A-motivation</td>
<td>.06</td>
<td>0.52 (73)</td>
<td>NS</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Rewards — monetary</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intrinsic motivation</td>
<td>.36</td>
<td>3.60 (87)</td>
<td>.001</td>
<td>0.13</td>
</tr>
<tr>
<td>2</td>
<td>External regulation</td>
<td>.18</td>
<td>1.71 (87)</td>
<td>NS</td>
<td>0.03</td>
</tr>
<tr>
<td>3</td>
<td>A-motivation</td>
<td>.00</td>
<td>−0.02 (87)</td>
<td>NS</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Health education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intrinsic motivation</td>
<td>.33</td>
<td>3.55 (85)</td>
<td>.001</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>−.36</td>
<td>−3.82 (85)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>External regulation</td>
<td>.43</td>
<td>4.86 (85)</td>
<td>&lt;.001</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>−.36</td>
<td>−4.04 (85)</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

The use of persuasive features in eHealth services to improve the uptake of health advice has become very popular in recent years. This study shows that different types of older adults prefer different persuasive features when improving their lifestyle by an eHealth service. To profile older adults, so that the offer of persuasive features can be tailored to the individual, we tried to classify older adults’ motivation in this context. For this, we used the SMS-II. However, in this context, we were unable to replicate the classification scheme, as posited by the SDT. Rather, our analysis showed that older adults are intrinsically motivated to work on their health (they derive satisfaction from the behavior itself), externally regulated (they act because of rewards or punishments), or a-motivated (there is a general lack of intention to act). It is also possible to have multiple types of motivation. You can find the final survey for classifying older adults in Multimedia Appendix 2. Most participants could be classified as intrinsically motivated, and smaller groups were externally regulated or a-motivated. Interestingly, we found a relationship between being intrinsically motivated and externally regulated; the two seem to go hand in hand quite regularly.

The appreciation of different persuasive features that aim to motivate older adults to adopt a healthy lifestyle can, so we found, be explained by their motivation. Being intrinsically motivated turned out to be a precursor for appreciating all persuasive features that we tested. Being externally regulated explained appreciation of most persuasive features. By looking at the regression weights and explained variance for each persuasive feature, we can conclude that older adults with a high degree of intrinsic motivation are best served by means of showing progress, social competition, self-goal setting, automatic goal setting, and rewards in the form of compliments. Older adults that are externally regulated would be served best by offering them self-goal setting, rewards in the form of compliments, and health education (especially if they are lower educated).

Finally, being a-motivated turned out to have no effect on the appreciation of persuasive features. This might suggest that older adults who are a-motivated are not in a situation in which they are influenced by persuasive features. Instead, different interventions or strategies need to be installed to get them into a stage of being motivated.

Comparison With Prior Work

The growing interest in persuasive eHealth design has mainly approached the use of persuasive features as a one-size-fits-all solution, which is strange, as personalization is one of the recommendations in the seminal overview of persuasive features by Oinas-Kukkonen [6]. Only recently have some studies focused on the use of personalized approaches toward offering persuasive eHealth features [15,16]. This study, however, is the first to use the end user’s motivation to act healthy as a main component in the user model and, thus, as a decisive factor for tailoring the persuasive approach.

Contrary to previous work, which has focused on modeling motivation and acting on these models, we have also taken into account a situation wherein a person is a-motivated. As it turned out, this is a specific group of people with a specific stance toward persuasive technology. In general, methods and strategies specifically designed for engaging this group of people are scarce [37]. A-motivation stems from not perceiving the benefits of the activity [38], not believing the activity will lead to certain outcomes [39], or not feeling adequately skilled for the activity [40]. Studies that analyze behavioral reasons for physical activity among different motivation clusters often do not consider a-motivation [41-43], as it entails an absence of intentionality [22]. Motivating this group of people could be done by means of motivational interviewing or changing the a-motivated person’s context (eg, removing places for smoking from the workplace) [37]. Both approaches, however, seem to lie outside the realm of eHealth services, and it might well be the case that for an a-motivated person to use persuasive technology, more intensive, offline types of coaching or transformation need to be applied.

Previous research has treated the different motivation profiles as orthogonal constructs. Our analyses uncovered, however, that multiple types of motivation can exist within one individual (in our case, intrinsic motivation and external regulation mostly). Only recently have researchers recognized that different types of motivation can co-occur [44,45]. Future studies and persuasive eHealth technologies should take into account that a person can be motivated in multiple ways and that persuasive design should be tailored toward this situation. As such, the results of this study support the use of persuasion profiles, in which each type of an individual’s motivation is scored on a preset scale [25].
Limitations

The operationalization of the 11 different persuasive strategies that we put to the test in this study was done by means of creating low-fidelity mock-ups. Developing high-fidelity prototypes that would allow for end user interaction would have provided stronger stimulus material. On the other hand, it would not have allowed us to explore such a broad range of persuasive strategies, as it would drastically increase the time needed to complete the survey.

Providing personalized, persuasive eHealth interventions should primarily result in health gains (eg, a healthier diet and less time spent sedentary). We used end-user appreciation as the sole indicator of the success of a persuasive strategy. This was done, as it allowed us to provide and test a set of persuasive strategies within a very short time frame. Future studies should take a longitudinal approach to assess this effect. At first, a suitable personalization strategy should be selected based on a model of the individual participant. Then, the participant should be allowed to interact with the personalized eHealth intervention over time so that the intended health effects can occur. Only at this time can the full effect of personalized persuasion be assessed.

In this study, we focused on older adults (aged >60 years) and their motivation to adopt a healthy lifestyle. Next, during recruitment, we used a panel of older adults that showed an interest in eHealth. This led to an overrepresentation of highly educated participants. This might have accounted for the high number of intrinsically motivated participants. In a sample with more lower educated and/or people with less interest in eHealth, the distributions of participants over the different motivational classifications might be somewhat different. However, we do think that for the modeling of motivation and analyses of the relationships between motivational type and the appreciation of different features, this limitation will have no or a very marginal effect. Of course, generalization of these results to other age groups should be done with caution.

Conclusions

Older adults can be classified as being intrinsically motivated, externally regulated, and/or a-motivated when it comes to working on their health. This study provides a set of survey items that can be used to model each type of motivation for an individual and shows which persuasive features can be used best to engage an older adult in working on his or her health. The fact that we found that different types of motivation can coexist within an individual is contradictory to previous research, which has treated different types of motivation as orthogonal constructs. Next, a-motivation is never considered while designing persuasive eHealth technology. This study has shown that we should take this type of motivation into account. We hope that these lessons will further mature the growing field of persuasive technology and eHealth design.
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Abstract

Background: Alcohol use is prevalent in many societies and has major adverse impacts on health, but the availability of effective interventions limits treatment options for those who want assistance in changing their patterns of alcohol use.

Objective: This study evaluated the new Daybreak program, which is accessible via mobile app and desktop and was developed by Hello Sunday Morning to support high-risk drinking individuals looking to change their relationship with alcohol. In particular, we compared the effect of adding online coaching via real-time chat messages (intervention group) to an otherwise self-guided program (control group).

Methods: We designed the intervention as a randomized control trial, but as some people (n=48; 11.9%) in the control group were able to use the online coaching, the main analysis comprised all participants. We collected online surveys at one-month and three-months follow-up. The primary outcome was change in alcohol risk (measured with the alcohol use disorders identification test–consumption [AUDIT–C] score), but other outcomes included the number of standard drinks per week, alcohol-related days out of role, psychological distress (Kessler-10), and quality of life (EUROHIS-QOL). Markers of engagement with the program included posts to the site and comments on the posts of others. The primary analysis used Weighted Generalized Estimating Equations.

Results: We recruited 398 people to the intervention group (50.2%) and 395 people to the control group (49.8%). Most were female (71%) and the mean age was 40.1 years. Most participants were classified as probably dependent (550, 69%) on the AUDIT–10, with 243 (31%) classified with hazardous or harmful consumption. We followed up with 334 (42.1%) participants at one month and 293 (36.9%) at three months. By three months there were significant improvements in AUDIT–C scores (down from mean 9.1 [SD 1.9] to 5.8 [SD 3.1]), alcohol consumed per week (down from mean 37.1 [SD 28.3] to mean 17.5 [SD 18.9]), days out of role (down from mean 1.6 [SD 3.6] to 0.5 [SD 1.6]), quality of life (up from 3.2 [SD 0.7] to 3.6 [SD 0.7]) and reduced distress (down from 24.8 [SD 7.0] to 19.0 [SD 6.6]). Accessing online coaching was not associated with improved outcomes, but engagement with the program (eg, posts and comments on the posts of others) were significantly associated with improvements (eg, in AUDIT–C, alcohol use and EUROHIS-QOL). Reduced alcohol use was found for both probably dependent (estimated marginal mean of 40.8 to 20.1 drinks) and hazardous or harmful alcohol users (estimated marginal mean of 22.9 to 11.9 drinks).

Conclusions: Clinically significant reductions in alcohol use were found, as well as reduced alcohol risk (AUDIT–C) and days out of role. Importantly, improved alcohol-related outcomes were found for both hazardous or harmful and probably dependent drinkers. Since October 2016, Daybreak has reached more than 50,000 participants. Therefore, there is the potential for the
program to have an impact on alcohol-related problems at a population health level, importantly including an effect on probably dependent drinkers.

**Trial Registration:** Australian New Zealand Clinical Trials Registry: ACTRN12618000010291; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=373110

**International Registered Report Identifier (IRRID):** RR2-10.2196/9982

*(J Med Internet Res 2019;21(9):e14967) doi:10.2196/14967*
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**Introduction**

The use of alcohol is one of the leading causes of disease burden and deaths globally, and among those aged 15–49 years it is the leading risk factor for deaths for both males and females [1]. While there are increasing doubts that alcohol use confers any health benefits [2], national guidelines tend to be framed in terms of reducing the risks to health from alcohol use [3,4]. Despite these guidelines, many people still consume alcohol in a manner that increases their risk of adverse consequences: in Australia, about 38% of those aged 12 years or older exceeded either the single occasion consumption guideline or the regular use guideline in 2016 [5]. Further, the current availability of treatment resources is estimated to only fulfil 26%-48% of the needs for treatment required [6]. In the United States, about 24.5% of those aged 12 years or older are classified as having bingeing in the last 12 months, about 6.1% have engaged in heavy alcohol use and about 5.1% have an alcohol use disorder [7]. Yet, even among those with an alcohol use disorder, less than 10% are likely to have received treatment in the last year [8].

In order to provide interventions, particularly for those with at-risk patterns of alcohol use (as opposed to those with alcohol use disorders, such as alcohol dependence), opportunistic screening and brief interventions have been developed [9,10]. Subsequently, these face-to-face interventions have been adapted for Internet delivery, with the intensity varying from personalized feedback to multistage interventions [11,12]. An early meta-analysis found that compared with single session interventions (Hedges’ $g=.27$), extended self-help interventions (Hedges’ $g=.61$) offered significantly greater reductions in alcohol use [11] but that the addition of guidance did not significantly improve outcomes compared with unguided interventions [11]. In contrast, a recent individual patient meta-analysis based on 14,198 participants found that guided interventions resulted in greater reductions in alcohol use than fully automated interventions [13]. Further, no difference in outcomes was found between those with different drinking profiles (described as regular at-risk drinking, heavy drinking or binge drinking.)

Even where interventions have been shown to be efficacious, there are few publicly available websites, with a recent review identifying 72 trials of alcohol interventions but only eight (11%) with functioning websites [14]. Further, the importance of interventions reaching the whole of the target population has been emphasized if public health impacts are to be realized [15]. To this end, *Hello Sunday Morning* took a different approach to conventional web-based interventions and provided both a social media–based, health promotion movement combined with an online environment that incorporated blogging, social networking, peer support and interventions (eg, behavioral experiments) [16].

*Hello Sunday Morning*, established in 2010, asked participants to set a public alcohol consumption goal (eg, abstinence or reduction) for a set period of time (eg, three, six or twelve months [16,17]). Previous reports have provided descriptive analysis of participants [16], and an observational study reported a significant improvement in scores on the alcohol use disorders identification test (AUDIT) [18], down from a mean of 20.3 (SD 6.7) at baseline to a mean of 8.9 (SD 8.9) at seven months [19]. In August 2018, the original version of *Hello Sunday Morning* closed, having registered more than 100,000 people, and was superseded by the *Daybreak* program that was accessible via mobile app and desktop.

As with the legacy program, the *Daybreak* program aimed to support individuals in changing their relationship with alcohol via access to peer support, self-guided experiments, and individualized health coaching. *Daybreak* was developed in response to the growing number of probably dependent drinkers engaging with *Hello Sunday Morning*, to ensure that these members had the level of clinical support they required (eg, access to health coaches, psychologists and appropriate levels of peer moderation) that the previous version of the program could not provide.

The objectives of the current study were: (1) to assess the effectiveness of the new *Daybreak* program; and (2) to evaluate the effect of adding a professional, clinical component (termed online coaching) to the program, whereby members had access to counsellors or psychologists via smartphone chat. We hypothesized that those receiving coaching would show greater improvements in alcohol-related measures than those who did not receive coaching. As additional objectives, we evaluated whether engagement with the program improved outcome measures. Further, given the need to provide resources for both those with at-risk alcohol use and those with more severe problems (probable dependence), outcomes were compared for these two groups. *Daybreak* is designed as a standalone intervention.
Methods

Design
The study was planned as a randomized control trial to compare the Daybreak program plus online coaching via real-time chat messages (Intervention group) and the Daybreak program without online coaching (Control group) at one, three and six months. However, due to a programming error, some (n=48; 11.9%) people in the Control group were able to access online coaching and we could not tell if other members of the Control group found they could access the online coaching but did not opt to use it. Therefore, with the approval of the human research ethics committee, the trial was ended after the last person to consent reached their three-month follow-up rather than the planned six-month period.

Participants and Randomization
We invited new registrants to Daybreak to join the study (see Multimedia Appendix 1). To be eligible, participants had to be 18 years or older, a resident in Australia, had to provide a valid email address and had to have access to the Internet. However, we excluded those who reported a history of treatment for cardiovascular disease, as this was likely to confer additional health risks during alcohol withdrawal [20]. Participants had to exceed the at-risk threshold (>7) on the 10-item AUDIT [18]. Scores on the AUDIT between 8-19 indicate a pattern of drinking that is likely to fulfil the International Classification of Diseases criteria for hazardous or harmful drinking, while higher scores equate to alcohol dependence [21], but the AUDIT is a screening tool and not a diagnostic indicator. Finally, as part of our duty of care, we assessed suicide risk with the P4 suicidality screening survey [22]. Those participants classified as above minimal risk were still eligible for the study, but they were also provided with the contact details for Lifeline (a 24-hour support service). Those people classified in the highest AUDIT group (≥20; probable dependence) had it recommended to them to speak to their general practitioner or other health professional prior to reducing their use of alcohol in order to minimize potentially serious complications during alcohol withdrawal. The study planned to use a simple, fully randomized allocation (eg, no blocking). Participants were blind to their condition and follow-up data were collected online by an automated survey and hence blind to condition. Those not meeting the eligibility criteria could still access Daybreak but were not part of the study cohort. The processes of screening, enrolment and randomization were fully automated.

Procedure
The Daybreak program is available from the Google and Apple App Stores or https://www.daybreakprogram.org/, but it can also be accessed from sites such as healthdirect.gov or other health directories. Alternatively, visitors to the Hello Sunday Morning website (www.hellosundaymorning.org) are directed to the program. Daybreak is a self-guided program that can be accessed as frequently as required by the participant, and access is controlled via username (email address) and password. Those in the Intervention group also had access to an online health coach between 7:00 and 19:00 on weekdays, but as noted above, some of the Control group also accessed coaching. We commenced recruitment in February 2018 and closed it in November 2018. The Daybreak version used throughout the study was version 1.5.8, build 90. Since late 2016, Daybreak has reached more than 50,000 participants.

We emailed and sent a text to participants with a link to the relevant follow-up survey after one month and after three months. If required, we sent a reminder text message one week later. If there was no response, a research assistant who was blind to study group allocation telephoned the participant to ask them to complete the follow-up, with a maximum of three telephone reminders calls allowed to be made. At each follow-up, participants were eligible to enter a draw to win an IPad2. The study received the required institutional ethics approval (Curtin University 2017-0855), and the trial procedure was registered (ACTRN12618000010291). In compliance with Australian ethical guidelines, as all participant were screened with at risk alcohol use, we used an active rather than placebo control group [23].

Sample Size
The sample size estimation was calculated for the planned outcomes at six months. For online alcohol interventions, typical effect size values are in the range of Cohen d=0.3-0.4 at 6 months [11,12,24]. We were not aware of previous investigations involving social networks as a means of reducing alcohol use; however, investigations with other behaviors (eg, diet, physical activity) typically report small but not significant changes [25]. Therefore, we based our sample calculation on a small effect (Cohen f=.10; equivalent to Cohen d=0.2) and assumed that the repeated measures would be correlated at r=0.5. To achieve a power of 0.80 with an alpha P<.05 would require 60 people per group, however, given the clinical interest in the effectiveness of brief alcohol interventions for those with more entrenched problems (probable dependence), and potential gender differences, we aimed to recruit 60 people to the smallest cell (sex by AUDIT risk level by study group). To achieve this, we projected recruitment of 300 participants in each group (600 in total), and assuming that 35% would be lost to follow-up, we targeted 467 per group (N=934).

Outcome Measures
Participants were screened with the 10-item AUDIT, which has been validated in Australia [18] and elsewhere. Scores range from 0-40 (0-7=low risk, 8-19=hazardous or harmful alcohol use, 20-40=probable dependence), and outcomes were assessed as change in the scores for the first three items (termed the AUDIT–C). Prior research has shown that the AUDIT–C can predict clinical outcomes at 12 months [26]. We also assessed secondary outcomes and other measures, which are listed in Textbox 1.
Textbox 1. Secondary outcomes and other measures assessed in the study.

<table>
<thead>
<tr>
<th>Secondary Outcomes:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Self-reported alcohol consumption in standard drinks (10 g alcohol) collected via a 7-day drinking diary [27,28]. Australian guidelines recommend no more than two standard drinks per day in the general adult population [3].</td>
</tr>
<tr>
<td>- Mental distress was assessed with the Kessler’s K-10 [29]. The K-10 scores have a range of 10-50. We interpreted values of 20-24 as showing mild distress, 25-29 as moderate distress and ≥30 as severe mental health distress [30].</td>
</tr>
<tr>
<td>- We used Kessler’s Days out of role [31] to determine the number of days either wholly or partially out of role due to alcohol consumption during the last 30 days. Research shows that people with an alcohol disorder have significantly more days either wholly or partially out of role than those without a disorder [31]. From national Australian data, for those with alcohol dependence, the mean number of days out of role is 3.8 [32].</td>
</tr>
<tr>
<td>- Quality of life was assessed with the eight item EUROHIS-QOL (also known as the World Health Organization QOL-8). This has been recommended for use in alcohol and other drug treatment services [33] and has been validated in Australia [34], with a depressed sample having a mean score of 2.71 (SD 0.69) versus a non-depressed group with a mean of 3.30 (SD 0.64).</td>
</tr>
</tbody>
</table>

Other Measures:

- The use of health services was quantified with a checklist of health professionals seen in the last eight weeks. This was adapted from a preexisting checklist [35] by the addition of alcohol or other drug treatment services and alcohol pharmacotherapy.
- A four-point rating item (very bad to very good) from the Pittsburgh Sleep Quality Index was used assess to sleep quality in the last four weeks [36].
- We used the Godin Leisure-Time Exercise survey to estimate total exercise in the last seven days [37]. This allows the metabolic equivalents (METs) from different types of exercise to be combined, with one MET defined as the energy used while sitting at rest [38].
- We quantified adverse events arising from alcohol use, only at baseline, using the CORE survey [39]. As this was originally developed for college populations, two items were modified (ie, “missed a class” changed to “missed a class or work” and “been in trouble with police, resident hall, or other college authorities” changed to “been in trouble with police or other authorities”). Further, as the current study focused on alcohol, the reference to drug use (lead-in statement and from one item “Thought I might have a drinking or other drug problem”) was deleted. For United States college students, more than 30% reported driving under the influence, and between 1/5 and 1/3 report being in an argument or fight [39].

Engagement with the Daybreak program was recorded as: (1) engagement with coaching (defined as at least one message sent by the participant to the coach); (2) The number of experiments completed; (3) number of blog shares (posts on their own blog); and (4) number of blog comments (posts on another person’s blog).

Content of the Interventions

Overview

The rationale behind the Daybreak program is to help people change their relationship with alcohol. This is facilitated by encouraging participants to establish a goal (eg, abstinence, reduced use), to reflect on their mood, and also to give and receive peer support. Four mechanisms were used to help achieve behavior change, which included weekly check-ins, peer support, behavioral experiments and health coaching.

Weekly Check-Ins

The Daybreak program includes self-reported questionnaires to encourage participants to undertake self-reflection to explore their intrinsic motivators for change.

Peer Support

The Daybreak program enables participants to connect with other users of the program through a blog function. Internal data showed that 45% of shares on the blog received five or more comments in less than 60 minutes. In addition to supporting others going through the process of becoming a nonconsumer of alcohol, the narrative process enables individuals to construct new self-identities, with transitions in the narratives often noted [40].

Behavioral Experiments

Two components of the Daybreak program are self-guided experiments and associated learnings. The experiments draw on a range of theoretical perspectives (eg, cognitive behavioral therapy, acceptance and commitment therapy) and cover five areas (mindfulness, connectedness, resilience, situational strategies and health). For example, a mindfulness experiment might guide participants to be in the moment during a period of craving. There are also some experiments that take a broader perspective to help participants with their general health (eg, fitness routines, healthy eating, sleep hygiene).

Health Coaching

The online health coaching was the critical difference between the Intervention Group and Control group. As previously described [41], all the health coaches fulfilled the relevant guidelines for low intensity mental health providers [42], and some coaches were registered general and clinical psychologists. In-house training was provided to develop skills and knowledge on delivering online services (eg, ethical considerations, forming connections online, coaching procedures, risk management, and platform specific training). Novice coaches received supervision, with further periodic feedback from a senior health coach.

The role of the online coaches was to partner with participants in order to assist them with goal setting and assist them in reaching their goals. All coaching interactions occurred through real-time chat messages on a secure platform. The coaches tailored support to the individual’s requirements and drew on a range of techniques (eg, cognitive behavioral therapy, motivational interviewing and acceptance and commitment therapy techniques) as appropriate. Daybreak has a written Risk
Management Protocol covering all members, not just the research cohort, to automatically detect trigger words and alert the clinical team [41]. In addition, forum posts were monitored and the clinical team responded to alerts from other participants.

Analysis

Descriptive data and analyses (eg, t tests, Mann-Whitney U tests, $\chi^2$ tests) were provided for each group. However, due to concerns over the randomization process, the main repeated measures analysis was for all participants rather than by randomized groups. In addition to the overall results, Multimedia Appendix 2 provides online descriptive data at 1-month and 3-months follow-up by randomized group for each outcome measure.

We used Weighted Generalized Estimating Equation (WGEE) analyses to investigate longitudinal changes in primary and secondary outcomes over the study period. WGEE is a repeated measures regression model that takes into account the correlation of repeated measures within each subject [43]. In contrast to repeated measures analysis of variance (ANOVA), WGEE has minimal assumptions about time dependence and uses all available longitudinal data, irrespective of single missing values at follow-up. WGEE is also more robust than unweighted generalized estimating equation, when the assumption of missing completely at random (MCAR) is violated. To control for attrition at 1-month and 3-months follow-up, we estimated weights as suggested by Salazar et al (2016). Attrition analysis revealed that 1-month assessments were more likely to be completed by participants who were older ($t_{221.92}$=3.67; $P<0.001$), not single ($\chi^2$=11.467; $P=0.009$), who used less alcohol in the 7 days prior to baseline ($t_{786.919}$=-2.676; $P=0.008$), who had higher sleep quality values ($t_{703.512}$=-1.953; $P=0.05$), who had more blog shares ($t_{482.08}$=3.744; $P<0.001$), blog comments ($t_{560.514}$=4.058; $P<0.001$), experiments taken ($\chi^2$=15.65; $P<0.001$), and finally, who stayed longer in the program ($t_{692.773}$=5.252; $P<0.001$). In addition, the 3-month assessments were also more likely completed by participants who were female ($\chi^2$=20.366; $P<0.001$), who had minimal initial suicide risk ($\chi^2$=8.706; $P=0.01$), and who had lower psychological distress ($t_{457.61}$=-2.328; $P=0.02$).

In the first round of analysis, WGEE models included only the time variable to examine significant changes in outcomes over the study course. In the second round, WGEE models included the following predictors: (1) time (baseline versus follow-up assessment); (2) study group; and (3) the interaction term for time by group. In the last round of analyses, WGEE models included: (1) time; (2) baseline variables; (3) program use variables; and (4) interaction terms for time by program use variables. We then used a hierarchical, backwards procedure where we removed predictors with the highest $P$-value one at a time until only significant predictors were retained within the model. In the WGEE parameters, the intercept shows the mean change in the outcome for all participants (and on a population level). Betas are added or subtracted to the intercept, which reveals the change in the outcome for the particular group.

Outcomes by AUDIT risk group (probably dependent versus hazardous or harmful) were assessed with a standard, repeated measures ANOVA, as we were interested in the subject level outcomes rather than the population interpretation from the WGEE. In addition, an alpha level of 0.05 (two tailed) was chosen for all statistical tests conducted in the study. All analyses were performed using the statistical tools SPSS version 22 and R version 3.3 via geepack [44].

Results

Study Participation, Sample Characteristics, and Attrition

There were 2616 people who viewed the invitation page. Of these, 1278 (49%) accessed additional information and 978 (77%) provided consent. However, not all were eligible for the study. Of everyone who provided consent, 61 indicated a previous cardiovascular disease diagnosis, 28 scored below the AUDIT cut-off score, and 36 did not complete the AUDIT (12 cases failed more than 1 eligibility criteria). Further, there were 50 people who attempted to enroll multiple times after failing an eligibility criterion. We excluded these people, plus an additional 22 people who were not randomized because of a programming error. Thus, the study cohort consisted of 793 people (81.1% of those who consented; see Figure 1).

There were 398 people randomized to the Intervention group (50.2%) and 395 to the Control group (49.8%). Of all the participants, 71% were female (one person selected other) with a mean age of 40.1 years (SD 10.0), and most participants (77%) had at least commenced tertiary education. The mean Kessler’s K-10 score was 24.8 (SD 7.0), with 19 participants (2.4%) reporting a serious suicide attempt, and nearly 30% of participants were in the highest risk category on the P4 suicide screen. A total of 69% (n=550) of participants were classified in the AUDIT highest risk category (probably dependent), with their mean alcohol consumption being 37.1 (SD 28.3) standard drinks per week. At baseline, the only significant difference between the groups was in terms of days completely out of role due to alcohol use (Table 1). Follow-up data were subsequently collected from 334 (42.1%) participants at 1 month, and from 293 (36.9%) at 3 months.
Program Use
Overall, 106 participants engaged with coaching (eg, at least one message sent by the participant to the coach), including 68 from the Intervention and 38 from the Control groups (Table 2). A greater proportion of those in the Intervention group engaged with an online coach (17.1%; \( \chi^2 = 9.5; P = .002 \)) than the Control group (9.6%). Blog posts were made by 526 people, with 258 in the Intervention group (65%) and 268 in the Control group (68%). In terms of shares, 230 people (58%) in the Intervention and 227 people (58%) in the Control group commented on the posts of others. There were no significant differences in the median number of experiments taken, shares, comments or days in the study.

Program Effectiveness
Pre-post comparisons of primary and secondary outcomes are displayed in Table 3. The WGEE models revealed significant changes over the study period for all outcomes at \( P < .001 \), except for amount of exercise at baseline to 1 month (\( P = .15 \)) and at baseline to 3 months (\( P = .65 \)). Participants significantly reduced their alcohol use and their psychological distress, and also gained in sleep quality and quality of life. Further, WGEE revealed that neither study group, nor the interaction term between study group and time, were associated with changes in primary or secondary outcomes. WGEE accounted for missing patterns at T1 and T2, with weights for T1 accounting for age, marital status, alcohol use days (last 7 days), sleep quality, retention, blog shares, blog comments, and experiments seen or done, and weights for T2 accounting for age, gender, marital status, suicide risk, psychological distress (K-10), retention, blog shares, blog comments, and experiments seen or done. Effect size was calculated via Psychometrica [45].
Table 1. Baseline characteristics (N=793).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention (n=398)</th>
<th>Control (n=395)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (female)&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td>285 (72)</td>
<td>276 (70)</td>
<td>.51</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.9 (10.0)</td>
<td>41.0 (10.1)</td>
<td>.89</td>
</tr>
<tr>
<td>Marital status&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>Single or divorced</td>
<td>139 (35)</td>
<td>129 (33)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>162 (41)</td>
<td>174 (44)</td>
<td></td>
</tr>
<tr>
<td>De facto</td>
<td>87 (22)</td>
<td>80 (20)</td>
<td></td>
</tr>
<tr>
<td>Remarried</td>
<td>10 (3)</td>
<td>12 (3)</td>
<td></td>
</tr>
<tr>
<td>Marital status&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td>.71</td>
</tr>
<tr>
<td>Primary or high school or trade</td>
<td>88 (22)</td>
<td>97 (25)</td>
<td></td>
</tr>
<tr>
<td>Some or complete university</td>
<td>191 (48)</td>
<td>185 (47)</td>
<td></td>
</tr>
<tr>
<td>Some or complete higher degree</td>
<td>119 (30)</td>
<td>113 (29)</td>
<td></td>
</tr>
<tr>
<td>Suicide risk (highest category)&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td>119 (30)</td>
<td>109 (28)</td>
<td>.30</td>
</tr>
<tr>
<td>Kessler-10, mean (SD)</td>
<td>24.5 (7.0)</td>
<td>25.0 (7.1)</td>
<td>.32</td>
</tr>
<tr>
<td>Kessler-10 category&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td>.62</td>
</tr>
<tr>
<td>Low</td>
<td>35 (9)</td>
<td>36 (9)</td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>106 (27)</td>
<td>91 (23)</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>154 (39)</td>
<td>168 (43)</td>
<td></td>
</tr>
<tr>
<td>Severe</td>
<td>103 (26)</td>
<td>100 (25)</td>
<td></td>
</tr>
<tr>
<td>EUROHIS-QOL, mean (SD)</td>
<td>3.2 (0.7)</td>
<td>3.1 (0.7)</td>
<td>.70</td>
</tr>
<tr>
<td>Sleep Quality, mean (SD)</td>
<td>1.7 (0.7)</td>
<td>1.7 (0.8)</td>
<td>.70</td>
</tr>
<tr>
<td>Exercise (METS)&lt;sup&gt;b&lt;/sup&gt;, median (IQR)</td>
<td>36 (17-56)</td>
<td>35 (16-56)</td>
<td>.76</td>
</tr>
<tr>
<td>Health service use&lt;sup&gt;c&lt;/sup&gt;, median (IQR)</td>
<td>2 (0-6)</td>
<td>2 (0-5)</td>
<td>.60</td>
</tr>
<tr>
<td>Core adverse events, mean (SD)</td>
<td>27.5 (11.3)</td>
<td>26.5 (12.1)</td>
<td>.24</td>
</tr>
<tr>
<td>Days out of role&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1 (0-2)</td>
<td>0 (0-1)</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.8 (4.1)</td>
<td>1.4 (2.8)</td>
<td></td>
</tr>
<tr>
<td>Part days out of role&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1 (0-5)</td>
<td>1 (0-4)</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>3.6 (5.5)</td>
<td>3.5 (5.6)</td>
<td></td>
</tr>
<tr>
<td>AUDIT&lt;sup&gt;d&lt;/sup&gt; (10 items; initial screen), mean (SD)</td>
<td>23.0 (6.0)</td>
<td>23.0 (6.5)</td>
<td>.61</td>
</tr>
<tr>
<td>AUDIT 10 category&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.45</td>
</tr>
<tr>
<td>8-19 hazardous or harmful</td>
<td>117 (29)</td>
<td>126 (32)</td>
<td></td>
</tr>
<tr>
<td>20-40 dependent</td>
<td>281 (71)</td>
<td>269 (69)</td>
<td></td>
</tr>
<tr>
<td>AUDIT–C (3 items), mean (SD)</td>
<td>9.0 (1.9)</td>
<td>9.2 (1.9)</td>
<td>.29</td>
</tr>
<tr>
<td>7-day standard drinks, mean (SD)</td>
<td>37.5 (31.1)</td>
<td>36.8 (25.3)</td>
<td>.74</td>
</tr>
</tbody>
</table>

<sup>a</sup> Assessed with chi-square test.
<sup>b</sup> METS: metabolic equivalents.
<sup>c</sup> Assessed with non-parametric Mann-Whitney U.
<sup>d</sup> AUDIT: alcohol use disorders identification test.
Table 2. Program use by study group (N=793).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention (n=398)</th>
<th>Control (n=395)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engaged with coaching (yes), n (%)</td>
<td>68 (17)</td>
<td>38 (10)</td>
<td>.002</td>
</tr>
<tr>
<td>Experiments taken (any)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>147 (37)</td>
<td>134 (34)</td>
<td>.40</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0 (0-1)</td>
<td>0 (0-1)</td>
<td>.50</td>
</tr>
<tr>
<td>Blog shares, median (IQR)</td>
<td>1 (0-4)</td>
<td>1 (0-10)</td>
<td>.13</td>
</tr>
<tr>
<td>Blog comment, median (IQR)</td>
<td>1 (0-10)</td>
<td>2 (0-10)</td>
<td>.74</td>
</tr>
<tr>
<td>Time in study, median (IQR)</td>
<td>32 (6-87)</td>
<td>30 (4-90)</td>
<td>.51</td>
</tr>
</tbody>
</table>

*IQR: interquartile range.

Table 3. Means and standard deviations for outcomes, with significance tests of changes from T0 to T1 and T1 to T2, plus effect size (T0-T2). Please note: not all participants responded to all items in the survey, resulting in missing values.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline (T0) (n=792)</th>
<th>1 month (T1) (n=333)</th>
<th>3 months (T2) (n=293)</th>
<th>P value (T0-T1)</th>
<th>P value (T0-T2)</th>
<th>Pre-post effect size (T0-T2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUDIT–C[^d^]</td>
<td>9.11 (1.92)</td>
<td>6.03 (3.02)</td>
<td>5.78 (3.02)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>-1.53</td>
</tr>
<tr>
<td>Alcohol days out of role, mean (SD)</td>
<td>1.59 (3.55)^[^b^]</td>
<td>0.60 (2.46)^[^b^]</td>
<td>0.48 (1.63)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>-0.262</td>
</tr>
<tr>
<td>Alcohol use (last 7 days), mean (SD)</td>
<td>37.10 (28.34)^[^c^]</td>
<td>17.06 (21.57)</td>
<td>17.49 (18.89)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>-0.689</td>
</tr>
<tr>
<td>Kessler K-10, mean (SD)</td>
<td>24.80 (7.03)</td>
<td>19.84 (6.75)</td>
<td>18.97 (6.60)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>-0.937</td>
</tr>
<tr>
<td>EUROHIS, mean (SD)</td>
<td>3.15 (0.70)</td>
<td>3.51 (0.73)</td>
<td>3.57 (0.70)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>0.745</td>
</tr>
<tr>
<td>Sleep Quality, mean (SD)</td>
<td>1.70 (0.74)^[^d^]</td>
<td>1.28 (0.74)</td>
<td>1.27 (0.75)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>-0.54</td>
</tr>
<tr>
<td>Exercise (MET[^e^]), mean (SD)</td>
<td>55.41 (153.19)</td>
<td>76.20 (246.16)</td>
<td>52.05 (97.88)</td>
<td>.15</td>
<td>.65</td>
<td>-0.015</td>
</tr>
</tbody>
</table>

[^a^] AUDIT–C: alcohol use disorders identification test-communication.
[^b^] 11 missing values.
[^c^] 4 missing values.
[^d^] Significant predictors for AUDIT–C were time (reduced at each follow-up), gender (males report higher scores than females), age (older participants report higher scores than younger participants), and the interaction between blog comments and time (more comments were associated with lower AUDIT–C scores at 1-month follow-up). Significant predictors for alcohol days out of role were time (reduced at each follow-up), gender (males report more days out of role than females), marital status (single participants report more days out of role than partnered participants), education (higher education was associated with lower scores), and the interaction between taking part in experiments and time (taking part in experiments was associated with fewer days out of role at 1-month and 3-months follow-up). Significant predictors for alcohol use in standard drinks were time (lower at each follow-up), age (increased with age), marital status (lower for partnered people), and the interaction term between blog shares and time (more shares were associated with lower alcohol use at 1-month and 3-months follow-up).
Table 4. Factors relating to change in alcohol use disorders identification test (AUDIT–C), alcohol days out of role and alcohol use (last 7 days) for all participants (Weighted Generalized Estimating Equation models).

<table>
<thead>
<tr>
<th>Model, predictors, categories</th>
<th>Beta</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AUDIT–C</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model intercept</td>
<td>8.03</td>
<td>0.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (ref)</td>
<td>-b</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1 month</td>
<td>-2.88</td>
<td>0.17</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3 months</td>
<td>-3.03</td>
<td>0.21</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Male</td>
<td>0.76</td>
<td>0.23</td>
<td>.001</td>
</tr>
<tr>
<td>Age</td>
<td>0.02</td>
<td>0.009</td>
<td>.04</td>
</tr>
<tr>
<td>Blog comments</td>
<td>0.003</td>
<td>0.0009</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Blog comments × time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1 month</td>
<td>-0.008</td>
<td>0.003</td>
<td>.003</td>
</tr>
<tr>
<td>3 months</td>
<td>-0.004</td>
<td>0.003</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Alcohol days out of role</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model intercept</td>
<td>2.03</td>
<td>0.21</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1 month</td>
<td>-0.58</td>
<td>0.27</td>
<td>.03</td>
</tr>
<tr>
<td>3 months</td>
<td>-0.94</td>
<td>0.17</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Male</td>
<td>0.45</td>
<td>0.22</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single or divorced (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Married or remarried or de facto</td>
<td>-0.83</td>
<td>0.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Higher</td>
<td>-0.46</td>
<td>0.16</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Experiments</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>0.32</td>
<td>0.27</td>
<td>.23</td>
</tr>
<tr>
<td><strong>Experiments × time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experiments (no) × baseline (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Experiments (yes) × 1 month</td>
<td>-0.86</td>
<td>0.36</td>
<td>.01</td>
</tr>
<tr>
<td>Experiments (yes) × 3 months</td>
<td>-0.25</td>
<td>0.3</td>
<td>.40</td>
</tr>
<tr>
<td><strong>Alcohol use last 7 days</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model intercept</td>
<td>26.15</td>
<td>3.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
Factors that significantly predicted changes in psychological distress and quality of life are displayed in Table 5. Significant predictors for the K-10 were time (lower scores at both follow-ups), age (lower with increasing age), marital status (lower for partnered participants), and education level (lower for those with more education). None of the interaction terms for program use by time were retained in the model. Significant predictors for EUROHIS-QOL were time (higher scores at each follow-up), marital status (higher for partnered participants), education (higher for those with more education), and the interaction between blog comments and time (more comments were associated with higher quality of life scores at 1-month follow-up).

<table>
<thead>
<tr>
<th>Model, predictors, categories</th>
<th>Beta</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 month</td>
<td>-19.17</td>
<td>1.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3 months</td>
<td>-18.06</td>
<td>1.42</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>0.26</td>
<td>0.08</td>
<td>.002</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single or divorced (ref)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or remarried or de facto</td>
<td>-3.93</td>
<td>1.97</td>
<td>.04</td>
</tr>
<tr>
<td>Blog shares</td>
<td>0.05</td>
<td>0.05</td>
<td>.26</td>
</tr>
<tr>
<td>Blog shares × time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (ref)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>-0.13</td>
<td>0.06</td>
<td>.04</td>
</tr>
<tr>
<td>3 months</td>
<td>-0.14</td>
<td>0.05</td>
<td>.01</td>
</tr>
</tbody>
</table>

aReference category.
bNot applicable.
Table 5. Factors relating to changes in K-10 and EUROHIS-QOL scores for all participants (WGEE models).

<table>
<thead>
<tr>
<th>Model, predictor, and categories</th>
<th>beta</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Kessler K-10</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model intercept</td>
<td>28.76</td>
<td>1.14</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1 month</td>
<td>-4.77</td>
<td>0.36</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3 months</td>
<td>-5.33</td>
<td>0.42</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>-0.06</td>
<td>0.03</td>
<td>.04</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single/divorced (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Married/remarried/de-facto</td>
<td>-1.62</td>
<td>0.57</td>
<td>.005</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Higher</td>
<td>-1.86</td>
<td>0.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>EUROHIS-QOL</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model intercept</td>
<td>2.9</td>
<td>0.04</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1 month</td>
<td>0.32</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3 months</td>
<td>0.39</td>
<td>0.04</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single/divorced (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Married/remarried/de-facto</td>
<td>0.3</td>
<td>0.05</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Higher</td>
<td>0.17</td>
<td>0.05</td>
<td>.001</td>
</tr>
<tr>
<td>Blog comments</td>
<td>-0.0007</td>
<td>0.003</td>
<td>.03</td>
</tr>
<tr>
<td>Interaction blog comments × time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (ref)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1 month</td>
<td>0.001</td>
<td>0.0005</td>
<td>.03</td>
</tr>
<tr>
<td>3 months</td>
<td>0.0007</td>
<td>0.0005</td>
<td>.17</td>
</tr>
</tbody>
</table>

*aReference category.

Not applicable.

**Discussion**

**Principal Findings**

Use of the Daybreak program resulted in significantly improved outcomes in terms of alcohol measures, mental health and quality of life. An important finding was that the program was effective in those who were classified as probably dependent at baseline. Face to face brief interventions are recommended for those with at-risk alcohol use, but they are regarded as ineffective for those with alcohol use disorders [46,47]. It is therefore important to determine the range of alcohol use for which electronic health (eHealth) interventions are effective. Overall, these findings need to be tempered with the fact that the trial was not implemented as designed, and the longest period of follow-up was only three months.

With its multiple components, the Daybreak program does not fit within the typical definitions of a brief intervention, certainly not as described for face to face brief interventions [46,48]. In the context of eHealth interventions, the concept of a number of sessions of treatment or time to deliver treatment is ambiguous; however, Riper et al note a distinction is often drawn between “single session e-personalized normative feedback” and extended interventions that draw on a range of therapeutic techniques [11]. The Daybreak program lies within the more
extensive group. Previously, the extent of engagement with the Hello Sunday Morning program (eg, in terms of blog posts, blog shares, following other participants) has been shown to correlate with improved outcomes (ie, reduced AUDIT scores) [19].

Despite the low overall level of engagement (see Table 2), these measures still predicted a range of improved outcomes (eg, in AUDIT–C score, in EUROHIS-QOL score with blog comments about alcohol use, and in blog shares at one month). These findings suggest that the community aspect of Daybreak has an important therapeutic role in supporting behavior change.

The outcomes for the study also need to be considered in light of the cohort who participated. Those who access eHealth interventions often have less extensive alcohol use, with a range of 9.1–43.6 standard drinks (mean 18.3) [12], than those in face to face interventions (mean 24.4 standard (10g) drinks) [49]. However, in the recent analysis by Riper et al, the mean consumption was 38.1 standard drinks per week [13]. Most of our participants were classified as probably dependent on alcohol, with mean consumption being 37.1 standard drinks, but the prevalence of severe alcohol problems was higher than typically found in eHealth trials. Thus, many of our participants (69%) were classified as probably dependent on the AUDIT whereas the respective figure reported by Riper et al was 22%, but they also reported that 34% were heavy drinkers (defined as >35/50 standard drinks for females or males) [13]. Also notable was the high prevalence of women in our trial, representing 71% of participants compared with typical values of about 50% [12,13] and even compared to the previous assessment of Hello Sunday Morning clients (64%) [19]. There are concerns that eHealth alcohol interventions may not be as effective with women as men [13]. Although men had higher AUDIT–C scores and more days out of role than women, gender was not significant as an interaction term in the current study.

Also notable was the high level of distress as measured with the K-10 and the suicide screening scores. Given the evident distress, it is important that eHealth interventions in this area provide appropriate support and referral pathways. In contrast, the days out of role were not as extensive as those reported for people with alcohol dependence [32], and the mean quality of life scores, while lower at baseline than the general population, were above those for a cohort with depression [34]. Further, by three months the mean score was above that for a general population sample [32].

One of the main aims of this trial was to evaluate if outcomes could be enhanced by giving participants access to online coaching. Few participants opted to use this facility, with 17.1% of the Intervention group accessing the service. Overall, online coaching was not associated with any significantly improved outcomes. The lack of an effect for online coaching is similar to previous studies where guidance has not improved alcohol-related outcomes [24], but remains in contrast to both eHealth interventions for other mental health problems where guidance appears to be beneficial (eg, standardized mean difference compared to unguided=–0.27) [50] and the most recent analysis of alcohol interventions [13]. The reason for the potential difference between those with alcohol use problems and other types of mental health issues is unclear but given that improved outcomes were obtained without the provision of this additional resource-intensive component, this means that Daybreak can be provided more widely.

Limitations

Clearly the most significant limitation was that the trial was not implemented as designed, with some members of the Control group accessing the online coaching, so this necessitated a change in the planned analysis. In addition, we also stopped the trial at the completion of the three-month follow-up rather than at six months due to this error. Compared with other studies in the field, the level of attrition for this study was high (63%) compared to other alcohol studies of at least three months duration (range=8%-45%; mean 25.2% [12]) [24], thus limiting the generalizations that can be made from these data.

Conclusions

The current Australian guidelines do not provide a formal recommendation for the number of drinks per week that constitute low risk drinking, but they do recommend that average daily consumption should not exceed two drinks per day [3], equating to 14 per week. On this basis, the average reported here (17.5 drinks) still exceeds that figure, albeit from a high starting point. We do note that those with hazardous or harmful alcohol use did reduce their consumption to below the guideline (mean 11.9 at three months). The Daybreak program, due to its extensive reach, member engagement and clinical safety, has the potential to realize a population level impact for both at risk drinkers and for probably dependent drinkers [15].
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Abstract

Background: Family conflict can reduce adolescent adherence to type 1 diabetes management tasks. The Family Teamwork in-person intervention was shown to be efficacious in reducing conflict and low adherence to diabetes-related tasks. Its reach and potential impact, however, were limited by the need to deliver the intervention sessions in person. Relational agents (ie, computerized versions of humans) have been shown to appeal to diverse audiences and may be an acceptable replacement for a human in technology-based behavior change interventions.

Objective: The purpose of this paper is to present the results of a pilot study assessing feasibility and acceptability of Diabetes Family Teamwork Online, an adapted version of the Family Teamwork intervention, delivered over the internet and guided by a relational agent.

Methods: Parent-adolescent dyads were recruited through a diabetes care clinic at a large tertiary care hospital in the southwestern United States. A one-group design, with assessments at baseline, immediate postintervention, and 3 months later, was used to assess feasibility. A priori feasibility criteria included an assessment of recruitment, completion, attrition, program satisfaction, therapeutic alliance, attitudes toward the relational agent, and data collection. The institutional review board at Baylor College of Medicine approved the protocol (H-37245).

Results: Twenty-seven adolescents aged 10 to 15 years with type 1 diabetes and their parents were enrolled. Criteria used to assess feasibility were (1) recruitment goals were met (n=20), (2) families completed ≥75% of the modules, (3) attrition rate was ≤10%, (4) program satisfaction was high (≥80% of families), (5) therapeutic alliance was high (average score of ≥60/84), (6) families expressed positive attitudes toward the relational agent (average item score of ≥5 on ≥4 items), (7) ≥80% of data were collected at post 1 and post 2, and (8) few technical issues (≤10%) occurred during intervention delivery. All feasibility criteria were met. Qualitative data confirmed that adolescents and parents had positive reactions to both the content and approach.

Conclusions: The Diabetes Family Teamwork Online intervention proved to be a feasible and acceptable method for enhancing communication around diabetes management tasks in families with an adolescent who has type 1 diabetes.

International Registered Report Identifier (IRRID): RR2-10.2196/resprot.5817

(J Med Internet Res 2019;21(9):e15318) doi:10.2196/15318
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Introduction

According to the most up-to-date statistics from the SEARCH for Diabetes in Youth Study Group [1,2], about 154,000 youth are living with type 1 diabetes (T1D), and each year approximately 15,000 youth aged 20 years and younger are diagnosed with T1D, which is second only to asthma as the most common chronic disease of childhood in the United States [3]. Among youth, from 2001 to 2015, 27,000 new cases were diagnosed annually, with children aged 10 to 14 years having the greatest incidence of T1D [4].

Results from the Diabetes Control and Complications Trial (DCCT) increased awareness of how important maintaining near-normal blood glucose levels is to the management of T1D, particularly for delaying and/or preventing T1D complications [5]. However, translation of the rigorous DCCT regimen has been limited by low patient adherence to treatment plans [6]. Adolescents are particularly at risk for low adherence to the constant demands associated with T1D disease management. An efficacy trial of continuous glucose monitoring systems (CGMSs) reported that the adult cohort, but not the adolescent cohort, improved blood glucose control using CGMSs. This may be partially explained by the significantly lower CGMS adherence in the adolescent cohort [7], emphasizing that technology alone, without impacting the environments in which adolescents live and manage T1D, may not produce improved blood glucose control.

It is well documented that the family is important in adolescent adherence [8]. Family conflict and negative communication around diabetes management, especially blood glucose monitoring, are common barriers to adolescent adherence to the diabetes regimen [9]. A meta-analysis of T1D interventions promoting adherence in youth concluded that behavioral interventions without a focus on the personal and interpersonal aspects of the disease were less likely to affect blood glucose control [10]. Therefore, interventions focusing on adolescent adherence and disease management should not ignore the importance of the family, particularly family communication around T1D management tasks, in this process [8].

The Family Teamwork (FT) intervention is an 8-session, in-person intervention delivered by a trained research assistant during routine clinic visits to youth aged 10 to 14 years with T1D and their parents. It was designed to improve hemoglobin A1c (HbA1c) by promoting adherence and blood glucose control in adolescents with T1D [11]. Sessions focused on helping parents and adolescents work together as a team to increase positive parent involvement and reduce family conflict around T1D management. Its efficacy has been demonstrated in two randomized controlled trials, with significant improvements observed in blood glucose monitoring adherence, HbA1c [12,13], and self-reported quality of life [9] in adolescents who participated in FT as compared with those who received standard care only. There was no increase in diabetes-related family conflict, and parents maintained or increased involvement in diabetes management tasks [9]. Reach, however, was limited by the costs associated with having a trained research assistant available to deliver the intervention, the number of families the intervention could be delivered to, and the need for families to travel to the clinic to participate in the intervention.

Communication technologies offer an opportunity to strengthen the reach and effectiveness [14] of interventions while reducing delivery cost. A review found effective eHealth technologies extended the reach of adult diabetes management interventions [15]. However, no studies of online self-management interventions for youth with T1D that met methodological criteria were identified [16], and most studies found lacked details on intervention components and how interventions were tailored for individual patients. An online program to meet the social and informational needs of older adolescents and young adults with T1D was found to be feasible, but only with multiple reminders from the clinic team [17]. Several small online interventions with youth with T1D improved self-management behavior [18,19]. One reported that translating an in-person coping skills intervention for adolescents with T1D that improved glycemic control to the internet was feasible [20].

Self-management is essential to successful treatment and control of chronic diseases like T1D [5,21]. A meta-analysis of pediatric eHealth interventions suggested that interventions with behavioral methods like self-monitoring, goal-setting, and problem-solving were much more effective than those that were solely educational [22], complementing the findings of the meta-analysis cited previously [10]. Both support that adherence and blood glucose control would be improved by intervening with the parent/adolescent dyad to address family barriers around adolescent adherence, particularly when supported by behavioral self-management (goal-setting, problem-solving, self-monitoring). The gold standard for health behavior change is face-to-face interaction with a health care provider [23,24]; however, limitations such as reach [24], time [23], cost, and fidelity can reduce effectiveness [23].

Relational agents (RagtS) may address these limitations. Rags are computer representations of health care providers that simulate face-to-face interaction with an individual in the real world [23]. They mimic characteristics of face-to-face interactions, including verbal and nonverbal behaviors associated with trust-, rapport-, and relationship-building. Programs delivered by Rags are convenient, readily accessible, and relatively low in cost, particularly when delivered online [23]. Rags have been found to be feasible and acceptable with a variety of age groups and health behaviors [23,25-30]. The purpose of this paper is to report the feasibility of an intervention, Diabetes Family Teamwork Online (FTO), an updated version of FT adapted for online delivery by a Ragt.
Methods

Adaptation of Family Teamwork Into Diabetes Family Teamwork Online

Using an approach informed by the authors’ previous work in the development of technology-based interventions, computers as persuasive technologies [31], and self determination theory (SDT) [32], FT was systematically adapted for online delivery. Informed by social cognitive theory [33], FT contained 8 informational sessions and 1 review session focused on healthy family communication around key T1D management tasks and common T1D-related issues encountered by families, such as avoiding diabetes burnout (Table 1). A trained research assistant delivered the sessions to parent/adolescent dyads during routine visits to the adolescent’s diabetes care provider, meaning that an extended period of time likely elapsed between clinic visits (eg, 3 to 4 months). Therefore, by necessity, there was a fair amount of repetition included in the sessions. After reviewing FT session content, the research team determined that the sessions could be collapsed into 4 online modules delivered to families every 2 weeks without loss of fidelity to the original program.

To facilitate translation and ensure a balance between didactic components and interactivity, a flow diagram was developed to guide the online program (Figure 1). Using feedback obtained from interviews with families during development [34], a team consisting of a key member of the FT development team (BJA), a pediatric endocrinologist (MJR), and a child psychologist (AB) collapsed the 8 sessions into 4 online modules (Figure 2). Using the flow diagram as a guide, scripts were written for each module. Consistent with SDT, scripts emphasized satisfaction of the basic psychological needs of autonomy (choice and control), competence (knowledge, skill), and relatedness (connection to important others). This was done by providing families with choices as they navigated the modules, offering guidance regarding responses to common situations families encounter regarding T1D management, and emphasizing how to work together to manage blood glucose.

Table 1. Family Teamwork session topics.

<table>
<thead>
<tr>
<th>Session</th>
<th>Topic</th>
</tr>
</thead>
</table>
| 1       | • Diabetes and the family  
          • Challenges of diabetes |
| 2       | • Tools  
          • Blood sugar monitoring  
          • Hemoglobin A1c |
| 3       | • Checking blood sugars  
          • Talking about blood sugars  
          • Avoiding blame |
| 4       | • Sharing the burden  
          • Identifying blood sugar patterns  
          • Individualizing care |
| 5       | • Flexibility in meal planning  
          • Carbohydrate counting  
          • Exercise |
| 6       | • Reassessment of the burden  
          • Preventing burnout  
          • Achieving flexibility |
| 7       | • Miscarried helping  
          • Interdependence versus independence  
          • Reducing conflict |
| 8       | • Review |
| 9       | • Research and technology update  
          • Advances in monitoring devices |
Figure 1. Family Teamwork Online module flow.

- FAMILY LOGS IN
- PROGRAM INTRODUCTION
- TOPIC INTRODUCTION
- CONTENT SEGMENT #1
  - Activity content
  - Teen response
  - Parent response
  - RAgT response
- CONTENT SEGMENT #2
  - RAgT content
  - Response options
  - Family response
  - RAgT response
- RAgT SUMMARY
- GOAL SETTING (GOAL OPTIONS)
  - Option to print/receive goal tips
- RAgT GOOD BYE

Session 1 only; Sessions 2-4 = goal review

Session 1-3 only; Session 4 = program summary

Figure 2. Family Teamwork Online module topics.

- Session #1: Family communication around blood sugars
- Session #2: Family teamwork and sharing diabetes management responsibilities
- Session #3: Communication challenges around food
- Session #4: Preventing diabetes burnout
As part of the development work [34], parents and adolescents were interviewed separately to elicit their opinions about what the Ragt should look like, including appearance, sex, age, and clothing. They were also asked for suggestions regarding names for the Ragt. Using this information as a guide, a female Ragt named Ashley, with a professional, yet approachable, appearance was created (Figure 3). She was animated and designed to mimic in-person delivery by a human diabetes care provider. Prerecorded vocal segments by a professional voice actor were synced to Ashley’s character, enabling her to voice the scripted segments and convey emotion, concern, and respect for the families through vocalizations, facial expressions, and body movements. Consistent with past feedback, Ashley was designed to be “exotic” (ie, she was designed so that she appeared to be of no particular race or ethnicity), thus enabling families to assign their preferred race/ethnicity to her. In addition to Ashley, there were eight other characters—a family, consisting of a father, mother, son, and daughter, and four adult characters, consisting of a male and female physician, a teacher, and a coach (Figure 4).

Each module lasted approximately 20 minutes and focused on a different topic relevant to family communication around diabetes management (Figure 2). Guided by the flow diagram (Figure 1), modules were delivered in a set format that included topic introduction by Ashley; typical family scenarios common to a particular problem or issue relevant to the topic of a particular module; animatics, where typical family reactions (ranging from ideal to less than ideal) to common parent/adolescent situations arising around T1D were portrayed; and interactive components, where Ashley posed questions and the parent/adolescent dyad selected responses from a preselected list of responses, followed by a summary delivered by Ashley regarding the question or scenario. Each module ended with a joint parent/adolescent goal-setting task related to the module topic and family communication around diabetes management.

Families were provided with several goals from which they could select. They could then print their goal and a tip sheet. At the beginning of the next module, the family reported goal attainment and received feedback from Ashley. Following completion of the module, they also received an email with the goal they selected and the tip sheet to minimize potential problems associated with not having ready access to a printer.

The program was designed to be viewed over a high-speed internet connection on a variety of devices (eg, desktop computer, laptop, mobile device). It was hosted over a secure, password-protected website. Parents and adolescents received separate passwords with which to log on and view the module. For the initial viewing of module, parents and adolescents were required to log on together. After completing the initial viewing, parents and adolescents could log on separately to view previously completed modules unlimited times. Families were eligible to view a new module and set a new goal 2 weeks after completing the previous module. If a family logged on before they were eligible to view the next module, they had access to previously completed modules only. Families were given approximately 3 months to complete the program.

A secure, password-protected database associated with FTO recorded each family’s information as they navigated the program, including log-ons, responses, and module completion. The researcher accessed the database through a secure dashboard that enabled them to view each family’s progress through the program including log-ons, responses, and goals. After completion of baseline data collection, the intervention coordinator entered the family into the database and assigned passwords. To protect confidentiality, each family received a unique study identifier, and this identifier, rather than their actual names, was entered into the database. A master list of actual names, identifiers, and passwords was stored on a secure, password-protected server available only to the study team.

Figure 3. Image of Ashley, the relational agent in Diabetes Family Teamwork Online.
Recruitment
Families were recruited from a diabetes clinic at a large, tertiary care hospital for children. The study coordinator identified eligible families using the upcoming clinic schedule and the electronic medical record. Inclusionary criteria for the adolescents included being a current patient, aged 10 to 15 years old, diagnosed with T1D for at least 1 year, with English fluency, having high speed internet access, staying in the area for the duration of the study, and having a parent or legal guardian willing to participate in the study. Exclusionary criteria for the adolescents included having an average HbA1c over the past year greater than 12% or less than 7%, inability to attend regular clinic visits, unwillingness to have interviews audio recorded, or having a physical or mental disease or condition that would conflict with study activities.

Inclusionary criteria for the parents included being the primary diabetes caregiver of the adolescent participating in the study, willingness to participate in study activities, with English fluency, having access to high speed internet, and staying in the area for the duration of the study. Exclusionary criteria included inability to attend regular clinic visits, unwillingness to have interviews audio recorded, or having a physical or mental disease or condition that would conflict with study activities.

Eligible families were sent a letter and flyer in the mail notifying parents that a study coordinator would meet the family at their upcoming clinic visit to speak about the study. Prior to the clinic visit, a study coordinator contacted the parent, informed them about the study, and if the parent was interested, screened for eligibility. If the parent was not available by phone, a study coordinator met the family at their clinic visit, described the study, and if the family was interested, screened for eligibility. Parents provided written informed parental consent and each child assented prior to study participation. The institutional review board at Baylor College of Medicine approved the protocol (H-37245).

Intervention Procedures
After completing baseline data collection, the intervention coordinator sent the parent and adolescent separate emails with the website link, username, and private password. Families were provided with a program guide with instructions on how to use the website, including how to log on, how to view the modules, how to click the Back and Next buttons, and how to print the goal and tip sheets.

After the family completed a module, the intervention coordinator sent a thank you email to the parent’s email address with the available date for the next module and a reminder that the family could log on between modules and view the previously completed modules. The goal (set by the family) and tip sheets for the module were also attached to the thank you email. The intervention coordinator kept track of the families logging on to the modules. If families were not logging on regularly to watch the next eligible module, the coordinator sent reminder emails to both the parent and adolescent and followed up with a phone call after the initial reminder email.

Data Collection Procedures
Several types of data were collected: self-report data at baseline, post 1 (immediately after completing the intervention), and post 2 (3 months after post 1); interviews (post 1, post 2); intervention (ie, log-ons, in-module responses); and staff logs (Table 2). Parents and adolescents each received monetary incentives for completing surveys and/or interviews at each data collection time point ($50 baseline, $70 post 1, $80 post 2). No incentives were provided for completing intervention modules.
Feasibility Criteria

A priori feasibility criteria were established to guide the determination of whether FTO was feasible and acceptable [34]. Minor adjustments were made to the criteria to account for differences in measures or scoring approaches. Final criteria used to assess feasibility were (1) recruitment goals were met (n=20), (2) families completed ≥75% of the modules, (3) attrition rate was ≤10%, (4) program satisfaction was high (≥80% of families), (5) therapeutic alliance with the Ragt was high (average score of ≥60/84), (6) families expressed positive attitudes toward the Ragt (average item score of ≥5 on ≥4 items), (7) ≥80% of data were collected at post 1 and post 2, and (8) few technical issues (<10%) occurred during intervention delivery.

Measures

Recruitment was assessed with logs maintained by the research staff (eg, number of eligible families with clinic visits in the recruitment period, number of eligible families who enrolled and reasons, number of eligible families who did not enroll and reasons). The recruitment goal was 20 families. This criterion was assessed by comparing the number of eligible families who enrolled to the criterion.

Module completion was defined as parent and adolescent logging on to the program website at the same time to complete the module activities. This information was automatically collected when families logged on and interacted with the program. Module completion was calculated by dividing the total number of modules completed by the family by the total number of available modules.

Attrition rate was defined as the number of families who did not complete the intervention (ie, all 4 modules) and all data collection activities (ie, baseline, post 1, post 2). It was calculated by dividing the total number of families who did not complete all these activities by the total number of families who enrolled in the study.

Program satisfaction was assessed among parents and adolescents at post 1 with a 10-item measure of satisfaction used in previous studies [30,35,36]. Items were rated using a 3-point Likert scale (yes, not sure, no). Responses were summed to determine overall program satisfaction. Scores could range from 10-30, with lower scores representing higher satisfaction. Separate scores were calculated for parents and adolescents.

Therapeutic alliance was assessed among parents and adolescents at post 1 with the Bond subscale of the Working Alliance Inventory, a 12-item measure assessing trust and belief the participant can work with their provider (ie, Ragt) to achieve the desired outcomes [37]. Items were rated on a 7-point Likert scale, ranging from always hard to always easy. For 3 items, the desired response was never instead of always; therefore, these items were reverse coded, with never being the desired response. Responses were summed to create a total scale score. The total score could range from 12 to 84, with higher scores representing greater therapeutic alliance. Separate scores were computed for parents and adolescents.

Attitudes toward the Ragt were assessed among parents and adolescents at post 1 with a 6-item survey adapted from Bickmore et al [27]. Attitudes were assessed with items addressing different dimensions of the Ragt, including usability, continuance, relationship, preference, adherence, and satisfaction [27]. Items were rated on a 7-point scale, ranging from less desirable to more desirable attitudes (Table 3). Response scales differed for items; therefore, responses were scored and reported individually. Higher scores represented more positive attitudes.

Data completeness was defined as the percentage of families with complete self-report data at all assessment points (baseline, post 1, post 2).

Technical issues were defined as the number of incidents reported by families that limited access to the program and were determined from a review of staff logs.

### Table 3. Attitude scale (adapted from Bickmore et al [27]).

<table>
<thead>
<tr>
<th>Attitude</th>
<th>Questions</th>
<th>Response anchors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usability</td>
<td>How easy was it to “talk” with Ashley?</td>
<td>1 (always hard) to 7 (always easy)</td>
</tr>
<tr>
<td>Continuance</td>
<td>How much would you like to continue working with Ashley?</td>
<td>1 (not at all) to 7 (very much would like)</td>
</tr>
<tr>
<td>Relationship</td>
<td>How would you describe your relationship with Ashley?</td>
<td>1 (complete stranger) to 7 (always a friend)</td>
</tr>
<tr>
<td>Preference</td>
<td>Would you have rather talked with your doctor or nurse rather than Ashley?</td>
<td>1 (definitely prefer doctor or nurse) to 7 (definitely prefer Ashley)</td>
</tr>
<tr>
<td>Adherence</td>
<td>How likely is it that you will follow Ashley’s advice?</td>
<td>1 (very unlikely) to 7 (very likely)</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>How satisfied were you with Ashley?</td>
<td>1 (very dissatisfied) to 7 (very satisfied)</td>
</tr>
</tbody>
</table>
To obtain an understanding of parent and adolescent perceptions toward the intervention, telephone interviews were conducted following completion of post 1 and post 2 data collection surveys. The purpose of the post 1 interview was to identify perceptions related to the intervention, while the post 2 interview explored perceptions related to maintenance. Only post 1 interviews will be reported here to provide a deeper understanding of program feasibility and acceptability from the perspective of the adolescents and parents who participated in the study. Interviews were scripted and conducted by trained interviewers. Probes and prompts were used as needed to expand, clarify, and understand responses.

Statistical Analyses

Descriptive statistics were calculated on survey data. Separate analyses were calculated for parents and adolescents. Results were compared to the criteria to make a determination of feasibility. Audio recordings of interviews were reviewed and key point summaries created to capture important thoughts that emerged from adolescent and parent interviews to enhance understanding of results [38]. Verbatim quotes were used to provide voice to adolescent and parent perceptions and experiences.

Results

Participants

Parents were mostly female (25/26, 96%), white (21/26, 81%), non-Hispanic (22/26, 85%), and married or living with significant other (22/26, 85%). Families had college-level education or higher (20/26, 77%) and reported household incomes of greater than $61,000 (20/26, 80%; Table 4). Adolescents were mostly female (19/26, 73%), white (22/26, 85%), and non-Hispanic (21/26, 81%). There were slightly more adolescents aged 13 to 15 years in the study (14/26, 54%). Disease duration ranged from 2 (4/26, 15%) to 13 years (1/26, 4%; Table 5).

Table 4. Descriptive statistics of parents who completed the Diabetes Family Teamwork Online study (n=26).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Female</td>
<td>25 (96)</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
</tr>
<tr>
<td>American Indian/Alaskan Native</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Black</td>
<td>3 (12)</td>
</tr>
<tr>
<td>White</td>
<td>21 (81)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>22 (85)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td>Married/living with significant other</td>
<td>22 (85)</td>
</tr>
<tr>
<td>Single, never married</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Divorced, separated, or widowed</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Highest household education</td>
<td></td>
</tr>
<tr>
<td>High school graduate or equivalent</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Technical school</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Some college</td>
<td>2 (8)</td>
</tr>
<tr>
<td>College graduate</td>
<td>11 (42)</td>
</tr>
<tr>
<td>Postgraduate study</td>
<td>9 (35)</td>
</tr>
<tr>
<td>Household income&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>$21,000-$41,000</td>
<td>3 (12)</td>
</tr>
<tr>
<td>$42,000-$61,000</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Greater than $61,000</td>
<td>20 (80)</td>
</tr>
</tbody>
</table>

<sup>a</sup>One parent did not report household income.
Table 5. Descriptive statistics of adolescents who completed the Diabetes Family Teamwork Online study (n=26).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (27)</td>
</tr>
<tr>
<td>Female</td>
<td>19 (73)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>American Indian/Alaskan Native</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Black</td>
<td>3 (12)</td>
</tr>
<tr>
<td>White</td>
<td>22 (85)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>5 (19)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>21 (81)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>10-12</td>
<td>12 (46)</td>
</tr>
<tr>
<td>13-15</td>
<td>14 (54)</td>
</tr>
<tr>
<td><strong>Disease duration (years)</strong></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4 (15)</td>
</tr>
<tr>
<td>3</td>
<td>8 (31)</td>
</tr>
<tr>
<td>4</td>
<td>2 (8)</td>
</tr>
<tr>
<td>5</td>
<td>3 (12)</td>
</tr>
<tr>
<td>6</td>
<td>3 (12)</td>
</tr>
<tr>
<td>7</td>
<td>1 (4)</td>
</tr>
<tr>
<td>8</td>
<td>2 (8)</td>
</tr>
<tr>
<td>10</td>
<td>1 (4)</td>
</tr>
<tr>
<td>12</td>
<td>1 (4)</td>
</tr>
<tr>
<td>13</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

aParticipant also identifies as white.

Feasibility Outcomes

Feasibility criteria and status are summarized in Table 6. Feasibility of each criterion is briefly described below.

Recruitment began in October 2016 and ended in December 2016. A review of clinic records indicated that 48 families met general eligibility criteria and were notified of the study and their eligibility to participate. Of these, 5 declined to participate, 9 could not be contacted, 3 were enrolled in another study that made them ineligible for our study, and 4 were not included for reasons ranging from clinic visit scheduled after recruitment closed (2), not meeting inclusionary criteria (1), and not returning recruitment packet (1). Of the eligible families, 27 enrolled, completed baseline data collection, and were allocated to the intervention (Figure 5). Our recruitment goal was 20 families; therefore, this criterion was exceeded.

FTO consisted of 4 modules. All 4 modules were completed by 26 out of 27 families enrolled in this study. The feasibility criterion was >75%; therefore, this criterion was met.

Of the 27 families who enrolled in the study, 26 completed the intervention and all data collection (baseline, post 1, post 2) and intervention activities. The feasibility criterion was ≤10%; therefore, this criterion was met.

The mean program satisfaction scores were 11.08 (SD 1.32) for adolescents and 10.46 (SD 0.65) for parents, indicating that over 90% of adolescents and parents reported high program satisfaction. The feasibility criterion was ≥80% of adolescents and parents reported high program satisfaction. Therefore, this criterion was met.

The mean therapeutic alliance score for adolescents was 64.58 (SD 14.43) and 64.65 (SD 14.33) for parents. The feasibility criterion was an average total scale score of ≥60/84. Therefore, this criterion was met for both adolescents and parents.
Table 6. Feasibility criteria.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Standard</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recruitment</td>
<td>20 families</td>
<td>Exceeded</td>
</tr>
<tr>
<td>Module completion</td>
<td>≥75% modules</td>
<td>Met</td>
</tr>
<tr>
<td>Attrition rate</td>
<td>≤10%</td>
<td>Met</td>
</tr>
<tr>
<td>Program satisfaction</td>
<td>≥80%</td>
<td>Met</td>
</tr>
<tr>
<td>Therapeutic alliance</td>
<td>Average score of ≥60/84</td>
<td>Met</td>
</tr>
<tr>
<td>Attitudes toward Ragt</td>
<td>Score of ≥5 on ≥4 items</td>
<td>Met</td>
</tr>
<tr>
<td>Data completeness</td>
<td>≥80%</td>
<td>Met</td>
</tr>
<tr>
<td>Technical issues</td>
<td>≤10%</td>
<td>Met</td>
</tr>
</tbody>
</table>

Figure 5. Family Teamwork Online CONSORT (Consolidated Standards of Reporting Trials) diagram.

Both adolescents and parents reported attitude scores toward Ashley of at least 5 on 5 of the 6 attitude items, respectively: usability (5.85 [SD 1.43], 5.50 [SD 1.39]), continuance (5.42 [SD 1.17], 5.23 [SD 1.03]), relationship (5.42 [SD 1.55], 5.08 [SD 1.52]), preference (2.73 [SD 1.59], 3.54 [SD 1.49]), adherence (5.73 [SD 1.12], 6.00 [SD 0.69]), and satisfaction (6.0 [SD 1.02], 5.96 [SD 0.72]). Therefore, this criterion was met.

Twenty-six of the 27 families had complete self-report data at all assessment points. The feasibility criterion was ≥80%; therefore, this criterion was met.

No technical issues were reported by the families. The feasibility criterion was “few technical issues”, defined as <10%. Therefore, this criterion was met.

The qualitative findings generally supported the survey results. Most adolescents and parents liked the program. They generally thought the content was appropriate, easy to understand, and realistic.
Families were also asked what information in the program was most helpful or useful. Parents shared a variety of information that was most helpful for them, including the information presented on parent reactions to high and low blood sugars, not referring to blood sugars as good and bad, communication between the parent and adolescent, setting goals, and diabetes burnout. Two parent quotes eloquently summarize parent thoughts regarding what they perceived as most helpful:

- Well for me it would be the reminder to let the teen take charge and let the parent sort of step back and say what would you do differently instead of managing it myself. [Parent]
- That [diabetes burnout] was probably the best one for us because we really didn’t know a lot about that. [Parent]

Adolescents had similar reactions and identified a variety of topics that were helpful. They seemed to particularly focus on issues related to family communication around diabetes management.

- How to control like no blaming and everyone’s part of the team. [Adolescent]
- The focus on using different language was also viewed as important.

- The most helpful activity was the one where you had to use different words instead of it was like a bad or good blood sugar, it was a high or a low. [Adolescent]
- When asked what was least helpful in the program, few parents or adolescents had many suggestions to offer. Most thought the program was helpful.

- I don’t really think there was just anything so unhelpful that I would leave it out. [Parent]
- This sentiment was echoed by adolescents.

- I don’t know. I don’t think anything was bad about the program. I liked it myself, so I don’t think anything was least helpful. Everything was pretty helpful to me. [Adolescent]
- A few suggestions were offered, however.

- For me, it was all a good reminder, but the probably least helpful was looking at the numbers as good or bad. I always try to look at them as information...that was probably the least helpful because I kind of already look at it that way. [Parent]
- Taking the snack and checking your blood sugars and stuff like that when you’re exercising. [Adolescent]

Discussion

Principal Findings

This paper reports on the feasibility of delivering a program to enhance communication around blood glucose management tasks in families with an adolescent who has T1D. Feasibility criteria were met or exceeded. Therefore, we concluded this program was a feasible method for promoting enhanced communication around diabetes management tasks.
Recruitment goals for this study were exceeded in a relatively short period of time. Conflict around diabetes management tasks in families with adolescents who have T1D and its association with poorer diabetes outcomes have been well documented in the literature [9,39,40]. There is also clear evidence that both parents and adolescents perceive there is conflict around diabetes management [41,42]. The short time period within which recruitment goals were exceeded suggests that parents and adolescents are interested in learning to manage or reduce this conflict.

Participation by families was high, as indicated by the low attrition rate and high program completion rates. This suggests that families found the program helpful and a beneficial use of their time. This is not surprising, however, given the success of FT, the program on which FTO was based [9,12,13]. This finding also adds to the body of literature supporting communication technologies as a potentially effective way to extend the reach of diabetes management programs for adolescents [16]. Future research is needed to assess the efficacy of this approach.

Therapeutic alliance is the emotional dimension associated with working with a provider and their perceived ability to help the patient achieve a desired outcome [37]. Although parents and adolescents were aware that Ashley was a digital image and not an actual person, therapeutic alliance was established. This was similar to results reported by Bickmore et al [43] when a Ragt was used to encourage exercise in a healthy population and deliver hospital discharge instructions to patients with depressive symptoms [27]. Given the differences between initiating a healthy behavior such as exercise and receiving instructions for posthospital care versus potential consequences of poor glycemic control [44], this suggests that Ragts may be an acceptable way to extend care for a variety of diverse behaviors outside of traditional settings. In the management of a chronic condition, such as T1D, patient-provider communication is an essential component of care [45]. Therefore, our goal was not to supplant this relationship but to extend care outside the clinical setting. Although this study suggests Ragts are a feasible and acceptable method of achieving this goal, future research is needed to examine ways in which Ragts may further extend the patient-provider relationship outside the clinical setting. One way to achieve this may be to design Ragts that respond emphatically in real time, based on the participant’s expressed emotions [46]. Further, as suggested by the qualitative results, it may be that therapeutic alliance takes on a different form with a Ragt. Future research is needed to more fully investigate this possibility.

Both parents and adolescents reported positive attitudes regarding ease of use, desire to continue working with Ashley, their relationship with Ashley, the likelihood of adhering to her advice, and satisfaction with her. The exception was their stronger preference for talking with their doctor or nurse, rather than Ashley, about T1D. As discussed above, given that the patient-provider relationship is essential to the care of T1D, particularly in adolescents [45], this finding is not surprising. The goal when working with chronic disease management should not be to supplant or interfere with the patient-provider relationship but to augment and support it and extend care beyond the clinical setting. Given that this is the first study to use Ragts to enhance communication around blood glucose management tasks in families with an adolescent who has T1D, it adds important information to the literature regarding expectations around chronic disease management and ways in which to augment and extend care between visits with the health care provider. Future research with providers may provide insight into ways Ragts could be used to further extend care into the home environment.

Although missing data are a common problem in research that can present challenges in the analytic stage [47], we had complete data on all but one family. Consistent with guidelines developed to minimize missing data [48], data collection was online, making participation convenient, and the families received notifications when they were eligible to participate in data collection activities. We also ensured contact information for each family was current, study coordinators were experienced and well trained in study procedures, participation in data collection activities was monitored and tracked, and incentives were provided to the families for completing data collection at each assessment point. All of these activities likely contributed to the high data collection rates.

Finally, families reported no technical issues accessing or using the program to the intervention team. This is likely due to working with a highly skilled local Web design company with whom we have a history of successful collaboration. Further, experience has taught us the importance of knowing in advance how the individual pieces of the intervention fit together, as well as the overall program flow. A template was created for the modules, and this template guided each module. This consistency may have contributed to fewer technical glitches. A program guide was also created and shared with families prior to their viewing of the first module, which may have further contributed to fewer technical issues. Because technical issues can be annoying and may disrupt program participation, particularly when they occur multiple times or at critical points in program delivery, the lack of technical issues may have also contributed to our high program participation and satisfaction ratings.

Limitations

Although this study has strengths, including being an adaptation of an intervention previously found to be efficacious and its theoretical grounding, it is not without limitations. The small sample size and one-group design limits its ability to find statistical significance in key outcome variables, such as family conflict and communication around blood glucose. However, this was designed to be a feasibility study, with the goals of assessing the viability of this approach, needed changes, and whether it should move forward for an assessment of efficacy with a larger, more fully powered randomized controlled trial [49]. Parents and adolescents in the study were predominantly female and the Ragt was female, which may have influenced the appeal of this approach to families who participated in the study. However, the appearance, sex, and age of the Ragt designed for this study was informed by formative research with parents and adolescents other than those who participated in the feasibility study; this suggests the Ragt may have broad applications in real-time, based on the participant’s expressed needs and preferences.
appeal regardless of sex. This study was also conducted in a limited geographic region with a sample of families who were predominately white, of higher socioeconomic status, and well educated, limiting the ability to draw conclusions about the generalizability of this approach with other populations. Finally, because this study uses technology, it may not be appropriate for use in locations that may have limitations regarding internet access or speed, such as some rural areas, and it may have broader appeal among families with adolescents who use technology to facilitate blood glucose management (eg, continuous glucose monitoring, insulin pumps).

Conclusion
An online intervention to enhance communication around blood glucose management task in families with an adolescent who has diabetes was found to be feasible and acceptable. The contribution of this research to the literature is that it demonstrates that Rags are a feasible adjunct to traditional care and may be a way to extend care outside the clinical setting. Future research is needed to identify the effects on family communication, quality of life, blood glucose, and diabetes management in a larger, more fully powered sample.
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Abstract

Background: In spite of the psychosocial burden and medical risks associated with skin picking disorder, the health care system does not provide sufficient treatment for affected individuals to date. Therefore, an internet-based self-help program for skin picking was developed to offer easily accessible support for this population.

Objective: This pilot study evaluated the internet-based self-help program SaveMySkin. The 12-week program is based on cognitive-behavioral therapy and contains comprehensive information and exercises, a daily supportive monitoring system, and dermatological and psychological counseling via internet chat. Primary objectives were the investigation of attitudes and expectations toward the program, intervention effects on skin picking severity, user satisfaction, adherence, and willingness to participate. Secondary outcomes included the feasibility of study procedures, adequacy of assessment instruments, effects on skin picking–related impairment, dimensions of skin picking, and general psychological impairment.

Methods: A two-arm randomized controlled trial was conducted in a sample of 133 participants (female: 124/133, 93.2%; mean age 26.67 [SD 6.42]) recruited via the internet. Inclusion required a minimum age of 17 years and at least mild skin picking severity. Participants were randomly allocated to the intervention (64/133, 48.1%) or waitlist control group (69/133, 51.9%). All assessments were conducted online and based on self-report.

Results: The willingness to participate was very high in the study, so the initially planned sample size of 100 was exceeded after only 18 days. Participant expectations indicate that they believed the program to be beneficial for them (131/133, 98.5%) and provide a feeling of support (119/133, 89.5%). Reasons for study participation were insufficient outpatient health care (83/133, 62.4%) and flexibility regarding time (106/133, 79.7%) and location (109/133, 82.0%). The post-assessment was completed by 65.4% (87/133) of the sample. The majority of the intervention group who completed the entire post-assessment were satisfied with SaveMySkin (28/38, 74%) and agreed that the program is an appropriate support service (35/38, 92%). On average, participants viewed 29.31 (SD 42.02) pages in the program, and 47% (30/64) of the intervention group used the monitoring at least once a week. In comparison with the control group, the intervention group displayed substantial improvements in the skin picking severity total score (Cohen d=0.67) and especially on the subscale Symptom Severity (Cohen d=0.79). No effects on secondary outcomes were found.

Conclusions: This study confirms the need for easily accessible interventions for skin picking disorder and the high interest in internet-based self-help within the target population. It provides important insights into the attitudes toward online support and actual user experiences. Participant feedback will be used to further enhance the intervention. Our results point to the preliminary efficacy of SaveMySkin and may lay the foundation for future research into the efficacy and cost-effectiveness of the program in a multicenter clinical trial.

https://www.jmir.org/2019/9/e15011
Introduction

Background

Skin picking is a body-focused repetitive behavior receiving increased attention since “excoriation (skin picking) disorder” was recognized as a distinct category within the Obsessive-Compulsive and Related Disorders of the Diagnostic and Statistical Manual of Mental Disorders, 5th Edition (DSM-5). The core symptom of the disorder is a recurrent behavioral pattern of manipulating one’s own skin (eg, scratching, squeezing, excoriating, picking), which causes skin damage including wounds, erosive skin lesions, and scars in the long term. Individuals with skin picking are not able to resist the urge or stop the behavior [1]. Skin picking disorder predominantly affects females [2-4], and its lifetime prevalence is estimated at 1.2% to 1.4% [5,6].

Skin picking symptomatology is associated with impairment on psychological, social, and physical levels: affected individuals suffer not only from wounds, infections, and scarring [7,8] but also from embarrassment, guilt, and symptoms of depression and anxiety [2,3,9,10]. Occupational interferences, academic impairment, and a financial burden due to skin picking–related costs (eg, concealing cosmetics and clothing, fees for treatment) have also been reported [9,10]. In light of the substantial psychosocial impairment and risk for chronicity [2,11], the need for affected individuals to receive timely professional treatment is evident.

However, research on interventions for skin picking disorder has been very scarce until now. A limited number of studies have investigated pharmacological and behavioral interventions [12], including habit reversal training [13,14], acceptance and commitment therapy [15], cognitive-behavior therapy (CBT) [16,17], and combined approaches (eg, acceptance-enhanced CBT) [18,19]. Noteworthy, most of these previous studies showed severe methodological shortcomings (eg, small sample sizes, lack of control conditions), and most were conducted before the official DSM-5 criteria for skin picking disorder became available. Thus, the current evidence base for treatment of skin picking disorder is rather weak. Only one study investigated an internet- and CBT-based self-help intervention for skin picking; the study reported substantial improvements in symptom severity for 63% of the sample [17]. However, the study was uncontrolled, and only 4% of the initial sample (15/372) completed the entire intervention, so the results should be interpreted with caution. So far, two meta-analyses suggest an overall beneficial effect of behavioral treatments on skin picking severity, but these studies must also be seen as preliminary due to the small number of included original studies and their limited validity [20,21]. Overall, CBT seems to be the most promising approach for the treatment of skin picking disorder so far. This is also plausible in light of the fact that behavioral interventions have demonstrated efficacy and are currently considered as the method of choice in the treatment of trichotillomania [22-24], which shows substantial overlap in clinical characteristics and a high co-occurrence with skin picking disorder [25].

The scarcity of research on skin picking disorder reflects an overall lack of awareness and knowledge of this disorder. Affected individuals barely receive adequate treatment and face manifold difficulties in finding appropriate help [9]. Internet-based interventions have the potential to improve the health care situation for skin picking disorder due to their reach, accessibility, and availability. The efficacy and cost-effectiveness of internet-based treatment approaches have already been proven for other psychiatric conditions including depression, anxiety, and eating disorders [26-29]. Therefore, we considered an internet-based self-help program a promising opportunity to provide support to individuals affected by skin picking. The program is conceptualized as a stand-alone intervention in order to complement conventional health care for skin picking disorder.

Objectives

We developed an internet-based self-help program for skin picking, and conducted a pilot randomized controlled trial (RCT) to investigate the adequacy of the intervention SaveMySkin and the feasibility of the study procedures. Primary objectives of our study were the investigation of attitudes and expectations toward SaveMySkin before randomization, intervention effects on skin picking severity, and user satisfaction. Further outcomes were program adherence (intervention use) and willingness to participate.

The feasibility of study procedures (eg, recruitment, randomization), appropriateness of applied questionnaires, effects on skin picking–related impairment, dimensions of skin picking (focused vs automatic skin picking), and general psychological impairment were investigated as secondary outcomes.

Methods

Study Design

This pilot study followed a two-arm randomized controlled design with a 1:1 allocation to either intervention or waitlist control group. The design is fully described in the study protocol [30]. No essential changes have been made to the study protocol after study commencement. The actual sample size exceeded...
the initial aim due to a very fast recruitment via internet, so the original plan to expand recruitment to dermatological clinics was not pursued.

**Participant Selection**

Inclusion required at least mild self-reported skin picking severity (Skin Picking Scale–Revised [SPS-R] score ≥ 7 [31,32]) and a minimum age of 17 years. Sufficient German language skills, home access to the internet, a smartphone, and literacy on internet and computer use were applied as implicit eligibility criteria. Potential participants were recruited via online advertisement (eg, specific forums, support groups, university mailing lists) and at a conference for skin picking and trichotillomania. In case of interest, individuals could directly access an openly available online screening questionnaire checking for eligibility. Eligible individuals were invited to register for the study and give the required informed consent for participation. Study participation did not include any restrictions concerning additional treatment use. The use of conventional treatment was assessed as part of the final questionnaire after 12 weeks.

**Study Arms**

**Intervention**

Participants randomized to the intervention group received immediate access to the internet-based intervention, SaveMySkin, for 12 weeks. The program is based on CBT techniques and consists of several modules:

- Psychoeducation: information about skin picking disorder, treatment options, and dermatological topics
- Self-management: a module with three submodules (Skills: information materials and online exercises; Tools: downloadable offline trainings; and Emotions: online exercises on emotion regulation) aiming at the reduction of skin picking behavior and the enhancement of self-management skills based on classic CBT methods like self-observation, cognitive restructuring, and behavioral strategies
- Supportive monitoring: daily support via email including a motivational message in the morning and a short monitoring questionnaire in the evening, combined with an automatically generated, tailored feedback message
- Counseling via internet chat: optional personal support in individual chat sessions with psychologists or psychological group chats

Overall, the intervention follows a flexible and demand-oriented design. Participants were therefore expected to use the program depending on their individual needs. Recommendations on the use of certain program modules or exercises were given within chat sessions or in the monitoring feedback. Additional information on all modules of SaveMySkin is provided in Gallinat et al [30].

**Control Condition**

Participants in the control group did not have access to the intervention until the final assessment after 12 weeks. In the final questionnaire, participants in the control group were asked if they would still like to use the intervention. If this was the case, intervention access was activated, and participants could use the program for 12 weeks.

**Primary Outcomes**

All assessments—scheduled at t0 (screening), t1 (baseline), t2 (after 6 weeks), and t3 (after 12 weeks)—were performed as self-report online questionnaires. Screening data (t0) and data derived from the t1 assessment (right after screening and registration) are both referred to as baseline data. A detailed plan listing all assessments and instruments can be found in Gallinat et al [30].

**Attitudes and Expectations**

Attitudes and expectations toward SaveMySkin were investigated with 10 statements rated on a 4-point Likert scale from “does not apply” to “totally applies.” In addition, participants could report further reasons for participation.

**Skin Picking Severity**

Skin picking severity was assessed with the German version of the SPS-R [31,32]. The first 4 items of the scale refer to the subscale Symptom Severity and assess the frequency and intensity of the urge to pick the skin, time spent on skin picking, and control over skin picking behavior. The other 4 items form the subscale Impairment and assess impairing consequences caused by skin picking (avoidance, interference in social and occupational life, emotional distress, skin damage). All items are rated on a 5-point Likert scale from 0 to 4 in reference to the last 7 days. In our study, a very good internal consistency with a coefficient of $\alpha=81$ was observed for the total scale (Symptom Severity: $\alpha=72$; Impairment: $\alpha=83$).

**User Satisfaction**

User satisfaction was measured with self-designed items assessing overall satisfaction criteria (eg, recommendation to others, fulfillment of expectations). Satisfaction with single modules was assessed with statements rated on a 4-point Likert scale from “does not apply” to “totally applies” (eg, “I like the idea that individual chat sessions with psychologists are offered”). Participants could also indicate “not able to evaluate.”

**Adherence and Use**

Adherence and program use were automatically documented within the program. Monitoring compliance was assessed by the number of completed monitoring questionnaires. Chat use was evaluated by the number of booked individual chat appointments and log-ins into group chats. The use of other modules and of the overall program was investigated by the number of page views per module and user as well as log-ins per user.

**Secondary Outcomes**

**Skin Picking–Related Impairment**

Skin picking–related impairment was assessed with a German translation of the Skin Picking Impact Scale (SPIS) [33,34]. The 10 items are rated on a 5-point Likert scale from “not at all” (0) to “severe” (4) and refer to the past 7 days. The SPIS demonstrated an excellent internal consistency in our study ($\alpha=.94$).
Focused Versus Automatic Skin Picking

Modes of skin picking relating to the awareness of performing the behavior were assessed with a German translation of the Milwaukee Inventory for the Dimensions of Adult Skin Picking (MIDAS) [35]. The 12 items are rated on a 5-point Likert scale from “not true for any of my skin picking” (1) to “true for all of my skin picking” (5) and form the two subscales Focused Skin Picking and Automatic Skin Picking with 6 items each. Our study revealed acceptable internal consistencies for both subscales (Focused: $\alpha=.73$; Automatic: $\alpha=.69$).

General Psychological Impairment

General psychological impairment was assessed with the Clinical Psychological Diagnosis System 38 (KPD-38) [36,37]. The scale consists of 38 items assessing psychological impairment, social problems, general physical condition, general life satisfaction, competence skills, and social support. The items are rated on a 4-point Likert scale from “does not apply” (1) to “totally applies” (4). In our sample, internal consistency of the KPD-38 total score was excellent, with a Cronbach alpha coefficient of $\alpha=.94$.

Sample Size

The sample size in this pilot trial was determined on the basis of practical considerations and questions of feasibility, as Leon et al [38] recommend for pilot studies. These considerations led to a targeted sample size of 100 participants, which was assumed to be sufficient for the investigation of the study objectives.

Randomization

Participants were equally (1:1) randomized to one of the study groups by the software based on an a priori defined list (intervention vs waitlist control) after they completed the registration and baseline questionnaire. Randomization was stratified by gender and followed a permuted block design. The allocation sequence was produced with a computerized random number generator.

Statistical Analysis

Descriptive statistics were used to analyze data on attitudes, expectations, user satisfaction, and program use. Continuous variables were dichotomized by splitting the Likert scale (eg, “agree” contains “applies mostly” and “totally applies”; “helpful” contains “a little helpful” and “very helpful”) to analyze data with frequencies. Efficacy was tested by mixed models. Intervention effects were analyzed as cross-level interactions (group $\times$ time). The control group was coded 0, and the intervention group was coded 1. Assessment points were coded as follows: baseline (t0, t1)=0; t2=1; t3=2. In accordance with the recommendations of Lorah [39], another run of mixed-models analyses was conducted with standardized outcome variables to calculate the Cohen $d$ based on the estimated coefficient per time span (Cohen $d =$ standardized coefficients of the time $\times$ group interaction $\times$ max[time]). It should be noted that one participant in each study group did not complete the entire post-assessment. The analyses regarding user satisfaction and help-seeking at t3 therefore refer to $n=38$ (intervention group) and $n=47$ (control group). Statistical analyses were conducted with SPSS Statistics version 25.0 (IBM Corp.).

Ethical Considerations

This trial was approved by the ethics committee of the Medical Faculty of Heidelberg University and registered at the German Clinical Trials Register [DRKS00015236]. The study protocol was published before recruitment was completed [30].

Results

Recruitment and Participant Flow

Participant enrollment started in October 2018. The planned sample size of 100 participants was achieved after only 18 days of recruitment. Advertisement was stopped then, but due to ethical considerations, screening and registration were not closed until December 2018.

Out of 316 individuals who completed the screening questionnaire, 294 were eligible for study participation. More than half of this subsample registered for study participation (152/294, 51.7%), but 15 individuals did not activate their account and 4 did not complete the baseline assessment. In the end, 42.1% (133/316) of the individuals screened for eligibility completed the entire inclusion process and were therefore randomized to one of the study groups; 64 participants were allocated to the intervention group and 69 participants to the waitlist control group. Six participants in the intervention group neither logged into the program after the initial registration process nor completed any of the daily monitoring assessments, so they did not receive the allocated intervention. The response rate for the assessment at t2 (6 weeks after randomization) was 59% in the intervention group (38/64) and 70% in the control group (48/69). The final assessment (t3: 12 weeks after randomization) was completed by 61% of the intervention group (39/64) and 70% of the control group (48/69). A detailed overview of the participant flow including the number of analyzed cases for each objective is provided in Figure 1.
Baseline Characteristics

Tables 1 and 2 show the demographic and clinical characteristics for each study group. The majority of the sample was female (124/133, 93.2%) with a mean age of 26.67 (SD 6.42) years (range 17-56).

The total sample displays high levels of skin picking severity (SPS-R scores) and skin picking–related impairment (SPIS scores). Furthermore, the participants show significant psychological impairment with regard to the KPD-38 total score (mean 2.44 [SD 0.55]), which corresponds to the 87th percentile of the norm data for women in the general population (age category: 14-34 years) [36].

Nearly one-quarter of the sample (32/133, 24.1%) was currently in psychotherapeutic or psychiatric treatment at the time of baseline assessment. Except for the SPS-R subscale Symptom Severity, the study groups did not differ in the assessed baseline characteristics.
Table 1. Demographic characteristics (N=133).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention group (n=64)</th>
<th>Control group (n=69)</th>
<th>Test statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>61 (95)</td>
<td>63 (91)</td>
<td>0.85^a</td>
<td>.36</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>26.19 (6.52)</td>
<td>27.12 (6.34)</td>
<td>0.83^b</td>
<td>.41</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>3.07^c</td>
<td>.55</td>
</tr>
<tr>
<td>- Still in school</td>
<td>1 (2)</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Middle secondary</td>
<td>7 (11)</td>
<td>7 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Highest secondary</td>
<td>29 (45)</td>
<td>23 (33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- University</td>
<td>27 (42)</td>
<td>37 (54)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Other</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupational status, n (%)</td>
<td></td>
<td></td>
<td>4.54^e</td>
<td>.60</td>
</tr>
<tr>
<td>- Employed</td>
<td>15 (23)</td>
<td>27 (39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Trainee</td>
<td>5 (8)</td>
<td>3 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- School student</td>
<td>1 (2)</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- University student</td>
<td>38 (59)</td>
<td>35 (51)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Housewife/househusband</td>
<td>2 (3)</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Retired</td>
<td>1 (2)</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Unemployed</td>
<td>2 (3)</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family status, n (%)</td>
<td></td>
<td></td>
<td>3.07^f</td>
<td>.38</td>
</tr>
<tr>
<td>- Single</td>
<td>30 (47)</td>
<td>26 (38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- In a relationship</td>
<td>26 (41)</td>
<td>29 (42)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Married</td>
<td>8 (13)</td>
<td>12 (17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Other</td>
<td>—</td>
<td>2 (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current psychotherapeutic or psychiatric treatment at baseline, n (%)</td>
<td>15 (23)</td>
<td>17 (25)</td>
<td>0.03^a</td>
<td>.87</td>
</tr>
</tbody>
</table>

^aχ^2₁\(^-\)
^bχ^2₁\(^{131}\)
^cχ^2₄\(^-\)
^dNot applicable.
^eχ^2₆\(^-\)
^fχ^2₃\(^-\)
Table 2. Clinical variables at baseline (N=133).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention group (n=64), mean (SD)</th>
<th>Control group (n=69), mean (SD)</th>
<th>Test statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPS-R total score</td>
<td>16.62 (4.33)</td>
<td>15.68 (4.04)</td>
<td>−1.30b</td>
<td>.20</td>
</tr>
<tr>
<td>SPS-R Symptom Severity</td>
<td>9.94 (1.97)</td>
<td>9.20 (2.26)</td>
<td>−1.99b</td>
<td>.048</td>
</tr>
<tr>
<td>SPS-R Impairment</td>
<td>6.69 (3.08)</td>
<td>6.48 (2.58)</td>
<td>−0.43b</td>
<td>.67</td>
</tr>
<tr>
<td>KPD-38 total score</td>
<td>2.47 (0.52)</td>
<td>2.42 (0.57)</td>
<td>−0.43b</td>
<td>.67</td>
</tr>
<tr>
<td>SPIS</td>
<td>17.73 (10.59)</td>
<td>18.30 (10.00)</td>
<td>0.32b</td>
<td>.75</td>
</tr>
<tr>
<td>MIDAS focused skin picking</td>
<td>18.92 (5.15)</td>
<td>18.48 (4.54)</td>
<td>−0.53b</td>
<td>.60</td>
</tr>
<tr>
<td>MIDAS automatic skin picking</td>
<td>17.91 (4.94)</td>
<td>17.99 (3.88)</td>
<td>0.10f</td>
<td>.92</td>
</tr>
</tbody>
</table>

aSPS-R: Skin Picking Scale–Revised.
b<sub>131</sub>.  
<sup>c</sup>KPD-38: Clinical Psychological Diagnosis System–38.  
<sup>d</sup>SPIS: Skin Picking Impact Scale.  
<sup>e</sup>MIDAS: Milwaukee Inventory for the Dimensions of Adult Skin Picking.  
<sup>f</sup><sub>119.42</sub>.

Attitudes and Expectations
Prior to randomization, almost all participants expected the program to be generally helpful and beneficial for them. They expected to feel supported and gain a positive effect on their well-being. More than two-thirds (83/133, 62.4%) indicated that they would like to participate due to insufficient support options within the regular health care system (Table 3).

Common reasons for participation were the flexibility of the internet-based setting regarding time (106/133, 79.7%) and location (109/133, 82.0%), expertise for skin picking (98/133, 73.7%), free counseling (97/133, 72.9%), anonymity (83/133, 62.4%), the option to contact somebody in a quick and easy way (75/133, 56.4%), and the possibility to ask questions in written form (49/133, 36.8%).

Efficacy
In comparison to the control group, the intervention group yielded considerably higher reductions in skin picking severity and symptom severity resulting in moderate effect sizes of \(d=0.67\) and \(d=0.79\) (Cohen \(d\), Table 4). The intervention and control group both showed improved scores on the impairment scale, but the analyses did not reveal a significant difference between the groups.

Table 3. Attitudes and expectations toward SaveMySkin (N=133). Answers on the 4-point Likert scale were dichotomized (disagree: “does not apply” and “applies somewhat”; agree: “applies mostly” and “totally applies”).

<table>
<thead>
<tr>
<th>Statement</th>
<th>Agreement, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I believe that my participation in SaveMySkin will have a positive effect on my well-being.</td>
<td>118 (88.7)</td>
</tr>
<tr>
<td>I believe that I will feel supported by SaveMySkin.</td>
<td>119 (89.5)</td>
</tr>
<tr>
<td>The effort for the participation in SaveMySkin seems low to me.</td>
<td>86 (64.7)</td>
</tr>
<tr>
<td>My motivation to participate in SaveMySkin is high.</td>
<td>121 (91.0)</td>
</tr>
<tr>
<td>In general, I have a positive attitude toward communication technologies (eg, computer, mobile phone, internet).</td>
<td>125 (94.0)</td>
</tr>
<tr>
<td>Without SaveMySkin, I am sufficiently supplied with health care offers.</td>
<td>32 (24.1)</td>
</tr>
<tr>
<td>I want to participate in SaveMySkin because I believe participation would be helpful for me.</td>
<td>130 (97.7)</td>
</tr>
<tr>
<td>I believe that I would benefit from participation in SaveMySkin.</td>
<td>131 (98.5)</td>
</tr>
<tr>
<td>I would like to participate in SaveMySkin because health care services are insufficient.</td>
<td>83 (62.4)</td>
</tr>
<tr>
<td>Other reasons for your participation.</td>
<td>32 (24.1)</td>
</tr>
</tbody>
</table>
Table 4. Efficacy (linear mixed-effects models) of the intervention.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>95% CI</th>
<th>t test (df)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPS-R&lt;sup&gt;a&lt;/sup&gt; total score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>−1.17</td>
<td>−2.02, −0.33</td>
<td>−2.73 (204.50)</td>
<td>.007</td>
<td>_b</td>
</tr>
<tr>
<td>Group</td>
<td>0.77</td>
<td>−0.58, 2.13</td>
<td>1.13 (161.78)</td>
<td>.26</td>
<td>—</td>
</tr>
<tr>
<td>Time × group</td>
<td>−1.59</td>
<td>−2.83, −0.34</td>
<td>−2.50 (203.88)</td>
<td>.01</td>
<td>0.67</td>
</tr>
<tr>
<td>SPS-R Symptom Severity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>−0.73</td>
<td>−1.17, −0.29</td>
<td>−3.24 (198.83)</td>
<td>.001</td>
<td>—</td>
</tr>
<tr>
<td>Group</td>
<td>0.60</td>
<td>−0.09, 1.30</td>
<td>1.71 (155.82)</td>
<td>.09</td>
<td>—</td>
</tr>
<tr>
<td>Time × group</td>
<td>−1.01</td>
<td>−1.67, −0.36</td>
<td>−3.06 (197.60)</td>
<td>.003</td>
<td>0.79</td>
</tr>
<tr>
<td>SPS-R Impairment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>−0.44</td>
<td>−0.97, 0.09</td>
<td>−1.64 (206.48)</td>
<td>.10</td>
<td>—</td>
</tr>
<tr>
<td>Group</td>
<td>0.19</td>
<td>−0.71, 1.09</td>
<td>0.42 (172.50)</td>
<td>.67</td>
<td>—</td>
</tr>
<tr>
<td>Time × group</td>
<td>−0.57</td>
<td>−1.35, 0.21</td>
<td>−1.44 (206.31)</td>
<td>.15</td>
<td>0.4</td>
</tr>
<tr>
<td>KPD-38&lt;sup&gt;c&lt;/sup&gt; total score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>0.02</td>
<td>−0.08, 0.11</td>
<td>0.31 (202.04)</td>
<td>.76</td>
<td>—</td>
</tr>
<tr>
<td>Group</td>
<td>0.02</td>
<td>−0.16, 0.20</td>
<td>0.22 (166.86)</td>
<td>.83</td>
<td>—</td>
</tr>
<tr>
<td>Time × group</td>
<td>−0.05</td>
<td>−0.20, 0.09</td>
<td>−0.72 (200.85)</td>
<td>.47</td>
<td>0.2</td>
</tr>
<tr>
<td>Skin Picking Impact Scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>−0.16</td>
<td>−1.99, 1.68</td>
<td>−0.17 (204.78)</td>
<td>.87</td>
<td>—</td>
</tr>
<tr>
<td>Group</td>
<td>−0.87</td>
<td>−4.14, 2.40</td>
<td>−0.52 (171.56)</td>
<td>.60</td>
<td>—</td>
</tr>
<tr>
<td>Time × group</td>
<td>−1.82</td>
<td>−4.52, 0.87</td>
<td>−1.34 (203.91)</td>
<td>.18</td>
<td>0.37</td>
</tr>
<tr>
<td>MIDAS&lt;sup&gt;d&lt;/sup&gt; focused skin picking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>0.20</td>
<td>−0.68, 1.07</td>
<td>0.44 (205.10)</td>
<td>.66</td>
<td>—</td>
</tr>
<tr>
<td>Group</td>
<td>0.15</td>
<td>−1.38, 1.69</td>
<td>0.20 (174.80)</td>
<td>.84</td>
<td>—</td>
</tr>
<tr>
<td>Time × group</td>
<td>−0.60</td>
<td>−1.89, 0.68</td>
<td>−0.93 (204.56)</td>
<td>.35</td>
<td>0.26</td>
</tr>
<tr>
<td>MIDAS automatic skin picking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>0.06</td>
<td>−0.71, 0.84</td>
<td>0.17 (203.64)</td>
<td>.87</td>
<td>—</td>
</tr>
<tr>
<td>Group</td>
<td>−0.32</td>
<td>−1.75, 1.10</td>
<td>−0.45 (164.29)</td>
<td>.65</td>
<td>—</td>
</tr>
<tr>
<td>Time × group</td>
<td>−0.41</td>
<td>−1.55, 0.73</td>
<td>−0.71 (202.19)</td>
<td>.48</td>
<td>0.19</td>
</tr>
</tbody>
</table>

<sup>a</sup>SPS-R: Skin Picking Scale–Revised.

<sup>b</sup>Not applicable.

<sup>c</sup>KPD-38: Clinical Psychological Diagnosis System–38.

<sup>d</sup>MIDAS: Milwaukee Inventory for the Dimensions of Adult Skin Picking.

User Satisfaction

All results regarding user satisfaction refer to the subsample of the intervention group that completed the entire post-assessment questionnaire (38/64).

Overall Satisfaction

Almost all participants agreed that the program is an appropriate and supportive offering for individuals with skin picking and that they would recommend it to a friend in a similar situation. Most participants also agreed that the program met their expectations and improved their knowledge on skin picking (Figure 2). The length of the intervention was rated as optimal by 39% (15/38) and as too short by 42% (16/38). Only 18% (7/38) thought it was too long.
Evaluation of Modules

More than 94% of the 38 completers in the intervention group (36/38, 95%) liked the idea that information materials, information and exercises about emotion regulation, and additional exercises on several topics were part of the program. The idea of a daily motivational message and monitoring, and inclusion of all three chat types (psychological individual chat, psychological group chat, dermatological group chat) were also positively evaluated by more than three-quarters of the sample (29-34/38, 76% to 89%). Most participants evaluated the different SaveMySkin modules as helpful. The helpfulness of the chat module was not evaluated by most of the participants (82% to 87% for the different chats), since only a very small percentage used the chats. It should be noted that evaluation of the single modules contains up to n=4 values in the category “not able to evaluate” (4/38, 11%). Details on the evaluation of program modules are presented in Figure 2.

Adherence and Program Use

Monitoring

On average, participants completed 25.81 (SD 26.96; range 0-81) out of 84 daily monitoring assessments. Three-quarters of the sample (48/64, 75%) completed more than 3 monitorings, 50% (32/64) answered more than 9, and 25% (16/64) completed more than 45 monitoring questionnaires. In sum, 47% (30/64) participated in the monitoring at least once a week and 42% (27/64) participated at least twice a week.

Chat

Five individual chat sessions were booked and carried out (4/64 participants, 6%). The psychological group chat was used by 3 participants (5%) and the dermatological group chat by 6
individuals (9%), who participated up to 3 times in one of the chat types. Participants were asked why they had not used the chat (33/64). The most common answers were “I don’t really know why I didn’t use the chat” (20/33, 61%), “I had no need because I could seek advice somewhere else (eg, psychotherapy)” (13/33, 39%), and “I had no need because I felt good” (12/33, 36%).

Other response options were “I didn’t really know what to expect” (10/33, 30%), “I couldn’t imagine that an internet chat would be helpful in this topic” (8/33, 24%), “It was too much effort for me to book an appointment” (7/33, 21%), “I didn’t know about this option” (5/33, 15%), “I was scared that I am technically not fit enough (eg, cannot type fast enough)” (3/33, 9%), and “Other reasons” (11/33, 33%; most often time conflicts or no time [6/11]).

Log-Ins and Views

On average, participants logged in 6.42 (SD 10.15) times (median 3; range 1-67). The average number of page views per user across the following 4 basic modules was 29.31 (SD 42.04; Information: mean 8.17 [SD 11.92]; Skills: mean 11.52 [SD 20.84]; Tools: mean 5.59 [SD 8.09]; Emotions: mean 4.03 [SD 6.16]). These modules contain 35 pages in total. Answering the daily monitoring questionnaire was not counted as a log-in.

Effects on Secondary Outcomes

No statistically significant time × group interactions occurred for secondary outcome variables (Table 4).

Help-Seeking Behavior During Participation

At the time of post-assessment, 17% (8/48) of the control group and 18% (7/38) of the intervention group who completed the t3 questionnaire indicated that they had used professional help due to skin picking in the last 12 weeks. In the intervention group, 24% (9/38) indicated that they were planning to use professional help; in the control group, 15% (7/48) were planning to seek professional help.

Discussion

Principal Findings

Skin picking disorder is associated with psychological distress, impairment in social life, and medical risks, but currently individuals with skin picking rarely receive the required professional support due to an insufficient health care supply. Our study investigated attitudes and expectations toward an internet-based self-help program for skin picking as well as user satisfaction and effects on skin picking severity and impairment.

Full recruitment of the initially targeted sample size for this pilot trial was rapidly achieved, indicating a high willingness to participate in an internet-based intervention for skin picking. Randomization resulted in two comparable study groups that only differed marginally in the SPS-R subscale Symptom Severity.

Participants were highly motivated and expected increased well-being and a feeling of support provided by the program. Such positive expectations are known to be an important factor contributing to intervention effects [40]. Flexibility in terms of time and location, expertise related to skin picking, and a lack of other health care options were further reasons for participating. Almost all t3 completers in the control group requested access to the intervention (96%) after the waiting period of 12 weeks, indicating a persistent motivation to use the intervention.

The majority of those in the intervention group who completed the post-assessment reported a high satisfaction with the modules included in SaveMySkin and the program in general (eg, appropriateness, length, recommendation to others). On average, participants completed more than 2 monitorings per week, suggesting that daily monitorings might be too frequent. The intervention group yielded substantial reductions in skin picking severity (SPS-R total score) and specifically in the subscale Symptom Severity compared with the control group. The size of these effects (d=0.67 and d=0.79) is comparable to the overall effect of behavioral treatments for skin picking disorder reported in a meta-analysis (standardized mean difference 0.68) [20]. The analyses did not confirm meaningful differences between groups regarding improvements in skin picking–related impairment measured via the SPS-R and SPIS.

Given the rather short time period covered in the trial, this result is not surprising since skin picking–related impairment (eg, impaired self-esteem, avoidance, skin damage) may only improve slowly, even if skin picking frequency and intensity are improved. Furthermore, some medical consequences, especially scars, often need to be considered as permanent. The short study period may also be responsible for the lack of effects on general psychological impairment and different dimensions of skin picking (focused vs automatic) in our study. Dimensions of skin picking were assessed with regard to habitual but not necessarily current patterns (eg, “I am usually not aware of picking my skin during the picking episode”), so potential changes might not be reflected properly. Also, sensitivity to change has yet to be explored for this assessment instrument (MIDAS). Apart from the MIDAS, the applied instruments proved appropriate for interventional studies. As the primary outcome measure, the SPS-R proved to be sensitive to change. This is of special importance for subsequent studies, given the lack of interventional studies on skin picking disorder and the associated uncertainty about the adequate measurement of intervention effects.

Concerning use of the self-help program, it turned out that the chat module was used only rarely, even though most participants (more than 76%) liked the idea that different chat modules were included in the program. Given that chatting is not an obligatory key element of the program but an optional offer for those who feel the need for personal counseling, the low chat use is not concerning. Rather, it is in accordance with previous research suggesting that a considerable number of users in online communities do not actively produce content (eg, posting in a forum) but rather read and browse through the platform [41]. More than half of the participants who did not use the chat indicated that they were not sure why. Potential underlying reasons could, for example, be insecurity and shyness when talking with others about this very personal topic, even if it is online, or a reluctance to commit to chat participation at a certain date and time. Even though various reasons led to a rather
infrequent use of the module, it seems to be important to keep
the chat as part of the program because most participants liked
the idea that the different chats were included. The module may
not be used by many participants, but it could nevertheless be
very important for some individuals, especially for severely
impaired individuals without access to other support.

Limitations and Implications for Future Research

This study included several limitations, which should be
considered in the interpretation of results. First, all assessments
were conducted online, and inclusion relied exclusively on
self-reported data, so internal validity and generalizability to a
larger clinical population might be compromised. Another
shortcoming results from the rather low response rate at
post-assessment. The lack of data from approximately one-third
of the sample limits the validity of our findings, since it remains
unclear how satisfied the nonresponders were and how they
changed in symptomatology. Additionally, our study did not
investigate the stability of effects, as it focused on the classic
aims of a pilot study and therefore did not include extended
follow-up assessments. However, the results of this study clearly
demonstrated the feasibility of an internet-based intervention
in the target group. Furthermore, the study provided preliminary
evidence for the efficacy of the intervention. Subsequent
research should therefore investigate the efficacy and cost
effectiveness of SaveMySkin in a fully powered RCT. This trial
should apply a sequential enrollment procedure including a
clinician-rated assessment of psychiatric conditions and a
dermatological assessment and documentation of the skin status.
Moreover, the study period should be expanded to assess the
stability of intervention effects and explore potential long-term
effects on impairment.

The program use in our study and user feedback suggest minor
adaptions of the program, which will be implemented to ensure
that users’ needs are met even better by the provided support.
The dermatological group chat will be replaced by a forum
where participants can ask dermatologists for advice. This
asynchronous form of communications seems to fit user
behavior better, since the forum can be accessed any time and
does not require meeting a certain appointment. Additionally,
the self-management module will be reorganized into topical
sessions that will guide participants through the process in a
more structured manner. This adjustment was recommended
by several users. It may also improve program use, since users
receive more guidance and make visible progress as they move
from one session to the next. Moreover, visibility of progress
will be improved by including a new module providing visual
feedback on daily monitoring data (eg, graph displaying changes
in symptom severity) and completed exercises within sessions.
Additionally, following user recommendations, the daily
monitoring messages will no longer be delivered via email but
via mobile messaging technology (eg, short message service)
in order to facilitate more immediate participation. These
adjustments are expected to improve user satisfaction and the
extent of program use and may ultimately further enhance the
efficacy of the intervention. In a subsequent efficacy study, the
impact of certain program modules should be analyzed in more
detail by exploring associations between program use (especially
within the monitoring module) and changes in skin picking
symptomatology.

The pilot study derived important knowledge on the feasibility
and adequacy of an internet-based intervention for skin picking
disorder and therefore provides essential information for
subsequent research. We are aware that in general the
intervention effects observed in a pilot trial have only limited
value for guiding the preparation of a subsequent RCT (eg, in
terms of power calculations) [42]. Therefore, the pilot results
should be considered as highly promising but preliminary
evidence that should be interpreted with adequate caution.

Conclusions

To our knowledge, this is the first study to comprehensively
investigate an internet-based self-help intervention for skin
picking disorder in an RCT. This pilot study showed that
SaveMySkin seems to be a welcomed and suitable program for
individuals with skin picking that can induce substantial
improvements in symptomatology. The results of the pilot trial
will be used to design a subsequent study on the efficacy and
cost effectiveness of SaveMySkin, which may be a beneficial
complement to conventional health care for skin picking
disorder.

Conflicts of Interest

None declared.

Multimedia Appendix 1
CONSORT - EHEALTH checklist (V 1.6.1).
[PDF File (Adobe PDF File)2577 KB - jmir_v21i9e15011_app1.pdf ]

References
3. Hayes SL, Storch EA, Berlanga L. Skin picking behaviors: an examination of the prevalence and severity in a community
sample. J Anxiety Disord 2009 Apr;23(3):314-319 [FREE Full text] [doi: 10.1016/j.janxdis.2009.01.008] [Medline:
19223150]


Abbreviations

CBT: cognitive-behavioral therapy

DSM-5: Diagnostic and Statistical Manual of Mental Disorders, 5th Edition

KPD-38: Clinical Psychological Diagnosis System–38

MIDAS: Milwaukee Inventory for the Dimensions of Adult Skin Picking

RCT: randomized controlled trial

SPIS: Skin Picking Impact Scale

SPS-R: Skin Picking Scale–Revised
A Web-Based Photo-Alteration Intervention to Promote Sleep: Randomized Controlled Trial

Isabel Perucho1*, BA; Kamalakannan M Vijayakumar1*, BA; Sean N Talamas2, PhD; Michael Wei-Liang Chee3, MBBS; David I Perrett4, PhD; Jean C J Liu1,3, PhD

1Division of Social Sciences, Yale-NUS College, Singapore, Singapore
2School of Psychology, University of Pennsylvania, Philadelphia, PA, United States
3Neuroscience and Behavioral Disorders Programme, Duke-NUS Medical School, Singapore, Singapore
4School of Psychology and Neuroscience, University of St Andrews, St Andrews, United Kingdom
*these authors contributed equally

Corresponding Author:
Jean C J Liu, PhD
Division of Social Sciences
Yale-NUS College
16 College Ave West #02-221
Singapore, 138527
Singapore
Phone: 65 66013694
Email: jeanliu@yale-nus.edu.sg

Abstract

Background: Receiving insufficient sleep has wide-ranging consequences for health and well-being. Although educational programs have been developed to promote sleep, these have had limited success in extending sleep duration. To address this gap, we developed a Web-based program emphasizing how physical appearances change with varying amounts of sleep.

Objective: The aims of this study were to evaluate (1) whether participants can detect changes in appearances as a function of sleep and (2) whether this intervention can alter habitual sleep patterns.

Methods: We conducted a 5-week, parallel-group, randomized controlled trial among 70 habitual short sleepers (healthy adults who reported having <7 hours of sleep routinely). Upon study enrollment, participants were randomly assigned (1:1) to receive either standard information or an appearance-based intervention. Both groups received educational materials about sleep, but those in the appearance group also viewed a website containing digitally edited photographs that showed how they would look with varying amounts of sleep. As the outcome variables, sleep duration was monitored objectively via actigraphy (at baseline and at postintervention weeks 1 and 4), and participants completed a measure of sleep hygiene (at baseline and at postintervention weeks 2, 4, and 5). For each outcome, we ran intention-to-treat analyses using linear mixed-effects models.

Results: In total, 35 participants were assigned to each group. Validating the intervention, participants in the appearance group (1) were able to identify what they looked like at baseline and (2) judged that they would look more attractive with a longer sleep duration ($t_{26}=10.35, P<.001$). In turn, this translated to changes in sleep hygiene. Whereas participants in the appearance group showed improvements following the intervention ($F_{1,107.99}=9.05, P=.003$), those in the information group did not ($F_{1,84.7}=0.19, P=.66$). Finally, there was no significant effect of group nor interaction of group and time on actigraphy-measured sleep duration (smallest $P=.26$).

Conclusions: Our findings suggest that an appearance-based intervention, while not sufficient as a stand-alone, could have an adjunctive role in sleep promotion.

Trial Registration: ClinicalTrials.gov NCT02491138; https://clinicaltrials.gov/ct2/show/study/NCT02491138.

(J Med Internet Res 2019;21(9):e12500) doi:10.2196/12500
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Introduction

Background
Sleep is often described as 1 of 3 pillars of health, ranked alongside nutrition and exercise as modifiable targets of well-being. Underscoring this point, a large body of evidence suggests that the habitual curtailment of sleep increases the risk of obesity [1-3], coronary heart disease [4], stroke [4], and all-cause mortality [5,6]. Despite the centrality of sleep, 1 in 3 adults routinely obtain less than the recommended 7 hours of sleep for healthy adults [7,8]. Accordingly, the US Department of Health and Human Services has outlined a nation-wide goal to reduce the number of habitual short sleepers over a 10-year period [9].

Despite this goal, sleep promotion campaigns have met with limited success. In a typical program, participants are briefed about the mechanics of sleep (eg, sleep architecture), the importance of sleep, and sleep hygiene—lifestyle habits that facilitate sleep (eg, abstinence from excessive caffeine intake during the night [10]) [11-13]. Delivery of these programs range from simply providing a pamphlet [14] to hosting multiple sessions (eg, 8 sessions over 5 weeks [15]). Although sleep promotion programs may raise awareness, they fare poorly in changing actual behavior [11,12]. Even among programs that have reported increased sleep duration, gains have been short-lived, observed only immediately after the intervention [13].

Reviewing this evidence, Cassof et al suggested that merely providing information may not be sufficient and that greater emphasis should be placed on motivational aspects of modifying sleep [12]. This concurs with surveys suggesting that—despite knowing the importance of sleep—many for sake it for immediate priorities such as meeting deadlines [16,17]. That is, they engage in temporal discounting, weighting short-term rewards (eg, completing one’s assignment) over long-term outcomes (eg, reduced risk of all-cause mortality) [18,19]. This aligns with research in other health domains (eg, appetite regulation), where interventions emphasizing short-term gains (eg, financial incentives for weight loss or exercise) were found to encourage healthy behaviors [20,21]. Correspondingly, one way to motivate better sleep patterns may be to highlight short-term outcomes [22,23]—the proximate incentives of increased sleep duration or the proximate costs of sleep curtailment. To this end, we evaluated a sleep promotion program emphasizing 1 immediate outcome—how physical appearances change as a function of sleep duration.

Developing an Appearance-Based Intervention for Sleep Promotion
Physical appearance is highly valued across cultures [24], and the desire to be attractive has motivated healthy behaviors in both men and women [25]. For example, in the prevention of skin cancers, showing participants how they would look with continued sun exposure has been found repeatedly to increase sun-protection behaviors and reduce indoor tanning frequency [25]. In smoking cessation campaigns, showing the photoaging effects of tobacco has likewise increased readiness to change and actual quit attempts [26,27]. Finally, a recent study found that when participants were shown how their skin color would vary as a function of nutrition, their intake of fruit and vegetable consumption increased, with effects lasting for 10 weeks postintervention [28].

In the context of sleep, physical appearances track sleep duration within a short time window (eg, after 31 hours of total sleep deprivation [29,30] or following 2 nights with 4 hours of sleep opportunity [31]). Relative to adequate sleep (≥7 hours), sleep loss results in hanging eyelids, redder and swollen eyes, darker eye circles, wrinkles and fine lines around the eyes, a droopy mouth, and poorer skin quality (eg, worsened skin hydration and elasticity and paler skin) [30,32]. In turn, these alterations are associated with looking sadder [30], less intelligent [33], less attractive [29], less healthy [29], and less desirable as a social companion [31]. Given the immediate and salient nature of these changes, physical appearances could serve as a motivator to overcome temporal discounting. Accordingly, we developed a novel Web-based intervention to capitalize on these changes.

To summarize, we sought in this study to highlight the immediate impact of sleep loss on physical appearances. Drawing from other health domains (sun protection, smoking cessation, and diet), we hypothesized that the appearance-based intervention would augment a standard informational campaign in increasing sleep duration. Furthermore, because poor sleep hygiene predisposes a person to impaired nocturnal sleep and is targeted in sleep education programs [10,11], we tracked changes in sleep hygiene habits as an additional indicator of behavioral change [34].

Methods

Study Design
This study involved a randomized controlled open-label trial with 2 arms: a standard information intervention and an appearance-based intervention. The trial design and outcomes were preregistered in ClinicalTrials.gov (NCT02491138) and remained unchanged throughout the study. All procedures were approved by the National University of Singapore’s Institutional Review Board (A-15-083).

Participants
A total of 70 young adults were recruited from the National University of Singapore between July 2015 and December 2016. Participants responded to advertisements within the university and registered their interest via an online website. Thereafter, they were included if they were (1) aged between 18 and 24 years; (2) had no history of psychiatric, sleep, neurological, or medical disorders (including insomnia); (3) had no history of substance abuse; and (4) reported habitual short sleep (as defined by current sleep guidelines: sleep duration of <7 hours [8]).

Following written informed consent (see Multimedia Appendix 1), participants were randomized to the 2 groups with a 1:1 allocation. The allocation sequence was prepared by the study coordinator before trial commencement and involved a computer-generated list of random numbers. Both participants and research assistants became aware of the allocation on the
intervention day; however, research staff involved in data entry and data cleaning were blinded to participant grouping. Participants were not told what the intervention of interest was.

**Procedures**

As a baseline measure, participants completed 1 week of sleep monitoring where they kept a sleep diary [35] and wore a wrist actigraph on the nondominant hand (Actiwatch; Philips Respironics, Inc, Pittsburgh, PA). Activity was recorded in epochs of 2 min, and actigraphy measures were calculated using Actiware 6.0.5 (Philips Respironics, Inc, Pittsburgh, PA) after photosensor data and sleep diaries were reviewed.

During the baseline phase, participants also attended the laboratory for a face-to-face visit where they completed the Sleep Hygiene scale [36]. This scale involved 19 items assessing the number of days each week participants engaged in poor sleep hygiene practices (eg, slept in a room that was too bright; worried, planned, or thought about important matters in bed). The 19 items were then averaged to form a composite score, with higher scores indicating poorer sleep hygiene (Cronbach $\alpha$=.72). As this component is targeted in typical sleep education programs, any improvements from baseline would represent a preliminary step in behavioral change.

As additional baseline measures, participants were also characterized with 2 questionnaires assessing sleep quality and attitudes: (1) the Dysfunctional Beliefs and Attitudes about Sleep scale (DBAS-16) [37], a 16-item measure of insomnia-related cognition (Cronbach $\alpha$=.87); and (2) the Pittsburgh Sleep Quality Index (PSQI) [38], a 19-item measure of sleep quality over the past week (Cronbach $\alpha$=.52). Finally, facial photographs were obtained from all participants (regardless of their intervention group).

For the photoshoot, 3 facial photographs were taken in a standardized room under constant lighting (resolution: 3648 x 5472 pixels, Canon Powershot G7X; Canon Inc, Tokyo, Japan). Before taking photographs, participants removed any spectacles and jewelry, combed their hair backwards, were clean shaven, and applied a facial wipe. They were then instructed to look into the camera with a neutral expression, with photographs taken at a fixed distance from the camera.

After the baseline phase (week 0), participants visited the laboratory individually where they received either the information or appearance-based intervention. Following this visit, participants repeated the sleep hygiene scale (weeks 2, 4, and 5) and completed 2 weeks of wrist actigraphy (weeks 1 and 4). Finally, they repeated the DBAS-16 and PSQI questionnaires (in weeks 2, 4, and 5). Upon study completion, participants were reimbursed SGD $50. All study visits took place at the behavioral laboratories of Yale-NUS College in Singapore, with procedures and measures administered in English—the lingua franca of the country (see Figure 1 for a schematic of study procedures).

**Interventions**

**Standard Information**

In the standard information group, participants were shown a slideshow containing materials based on public health websites [39,40] and previous sleep education studies [11-13]. A trained research assistant walked participants through the slide contents, introducing them to: the functions of sleep, the consequences of sleep curtailment, behavioral signs of insufficient sleep, and sleep hygiene principles to promote sleep (eg, noise management in the sleeping environment). Participants were then given a take-home pamphlet containing this same information and were not given the opportunity to ask questions. Each session was conducted individually and spanned approximately 20 min.

**Appearance-Based Intervention**

In the appearance group, transformed versions of baseline photographs were presented through an internet platform to show how appearances would change with sleep duration. Sleep-related changes were ascertained from an earlier study where 25 healthy adults were photographed following rested wakefulness (7-9 hours of sleep) and following 2 nights of sleep restriction (where they were given 4 hours of sleep opportunity) [31]. Using Psychomorph 6 [41] — a free software for photo transformation—these faces were blended to create 2 masks for each state (rested vs sleep restricted). Transformations were then applied by first delineating participants’ photographs with 175 feature points aligned based on interpupillary distance. Using the masks, participants’ photographs were transformed to create a continuum of 13 images, with Image 0 showing what
participants would look like if they had insufficient sleep (300% of the difference between the rested and sleep restricted masks; Figure 2). This progressed incrementally with Image 6 as the original image, and Image 12 showing what participants would look like if they received more sleep (300% of the difference in the opposite direction; Figure 2).

Figure 2. In the appearance-based intervention, participants were shown what they would look like as a function of varying sleep duration. (A) Each participant’s face was digitally edited to show them their sleep restricted (left image) and well-rested selves (right image). (B) A continuum of 13 images was created and presented to participants through an online website.

During the intervention visit, participants were shown the same slideshow presentation as the information group. However, after hearing about the signs of insufficient sleep, they were shown a website where the 13 transformed images were presented on a continuum, with a sliding scale to manipulate appearance changes as a function of sleep duration (Figure 2). Participants scrolled through the website in a self-paced manner and were asked to (1) identify what they looked like at present and (2) to adjust the scale to select their most attractive self. Upon making their choices, participants were again presented with Images 0 (their sleep-restricted selves) and 12 (their well-rested selves). Referring to these images, the trained research assistant highlighted how sleep curtailment affected their appearances (eg, hanging eyelids and droopy mouth), and how that could be perceived by others (eg, as less attractive). Thereafter, participants were reminded of the costs many incur for physical attractiveness (eg, paying a gym membership for $100/month), relative to the benefits accrued from extending sleep duration. Finally, participants were presented information about sleep hygiene practices and were given a take-home pamphlet (similar to the information group). Each session was conducted individually and spanned approximately 30 min, with neither an invitation for participants to ask questions nor further access to the website (following the intervention).

**Statistical Analysis**

For the primary outcome measures (actigraphy-measured sleep duration and sleep hygiene scores), we ran intention-to-treat analyses using linear mixed-effects models, with parameters estimated using maximum likelihood estimation for a first-order autoregressive covariance structure. This examined individual change in each measure over time, with group (information or appearance), time (sleep duration: weeks 0, 2, 4, and 5; sleep hygiene: 0, 1, and 4), and the group x time interaction entered as fixed effects. Random intercepts accounted for correlated data due to repeated measures. Although the reliability of the PSQI was low in our sample (Cronbach α=.52), baseline scores differed between the groups and were entered as covariates [42]; however, the conclusions did not change with and without this adjustment. Finally, for sleep duration, separate models were run for weekdays and for weekends to account for differences in sleep patterns across the week [43].

For the secondary outcome measures (global PSQI and DBAS-16 scores), we ran linear mixed-effects models identical to those used for the primary outcome measures, except that the model with global PSQI scores did not include covariates.

All analyses were conducted using SPSS 25 (IBM Corp, Armonk, NY) and R 3.4.0 (R Core Team, Vienna, Austria), with the type 1 decision-wise error rate controlled at α=.05. Power calculations for the main intention-to-treat analyses showed that there was statistical power at the recommended .80 level to detect a medium effect size (computed through simulations, based on a meta-analysis evaluating appearance-based interventions for sun protection behaviors [25]). Accordingly, data collection was scheduled to cease when 70 participants had been recruited.

**Results**

**Participant Characteristics**

Full details on participant flow are shown in Figure 3. At baseline, actigraphy monitoring showed that participants slept an average of 5.9 hours on weekdays (SD 0.90 hours) and 6.4 hours on weekends (SD 1.32 hours). There were no significant group differences in baseline: gender, ethnicity, age, DBAS, sleep hygiene scores, and actigraphy-measured sleep variables.
However, baseline global PSQI differed between groups and was included as a covariate.

**Table 1.** Baseline characteristics of participants in the information and appearance groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Information (n=32), n (%)</th>
<th>Appearance (n=31), n (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>25 (78)</td>
<td>18 (58)</td>
<td>2.92 (1)</td>
<td>.09</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>23 (72)</td>
<td>22 (71)</td>
<td>7.83 (8)</td>
<td>.45</td>
</tr>
<tr>
<td>Indian</td>
<td>4 (12)</td>
<td>7 (22)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Others</td>
<td>5 (16)</td>
<td>2 (6)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aN: Not applicable.
Table 2. Baseline characteristics of participants by sleep score and actigraphy metrics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Information (n=32), mean (SD)</th>
<th>Appearance (n=31), mean (SD)</th>
<th>t test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>20.66 (1.91)</td>
<td>22.13 (2.14)</td>
<td>-0.93 (61)</td>
<td>.36</td>
</tr>
<tr>
<td><strong>Mean sleep questionnaire scores</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pittsburgh Sleep Quality Index (global score)</td>
<td>10.72 (2.70)</td>
<td>9.57 (1.65)</td>
<td>1.99 (57)</td>
<td>.05</td>
</tr>
<tr>
<td>Dysfunctional Beliefs and Attitudes about Sleep</td>
<td>4.42 (1.32)</td>
<td>4.67 (1.44)</td>
<td>-0.71 (61)</td>
<td>.48</td>
</tr>
<tr>
<td>Sleep Hygiene Score</td>
<td>2.61 (0.74)</td>
<td>2.52 (0.65)</td>
<td>0.51 (61)</td>
<td>.61</td>
</tr>
<tr>
<td><strong>Mean actigraphy metrics (averaged across the week)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bed time (hours:min)</td>
<td>2:18 (1:02)</td>
<td>1:57 (1:14)</td>
<td>1.19 (56)</td>
<td>.24</td>
</tr>
<tr>
<td>Wake time (hours:min)</td>
<td>8:57 (1:05)</td>
<td>8:47 (1:12)</td>
<td>0.57 (56)</td>
<td>.57</td>
</tr>
<tr>
<td>Weekday sleep duration (hours:min)</td>
<td>5:55 (0:52)</td>
<td>5:54 (0:56)</td>
<td>0.04 (56)</td>
<td>.97</td>
</tr>
<tr>
<td>Weekend sleep duration (hours:min)</td>
<td>6:07 (1:18)</td>
<td>6:42 (1:18)</td>
<td>-1.71 (55)</td>
<td>.09</td>
</tr>
<tr>
<td>Sleep latency (mins)</td>
<td>12.77 (8.01)</td>
<td>14.00 (8.81)</td>
<td>0.55 (56)</td>
<td>.58</td>
</tr>
<tr>
<td>Wake after sleep onset (mins)</td>
<td>30.78 (17.24)</td>
<td>29.99 (17.36)</td>
<td>0.17 (56)</td>
<td>.86</td>
</tr>
<tr>
<td>Sleep efficiency (%)</td>
<td>85.16 (5.14)</td>
<td>86.12 (5.51)</td>
<td>-0.69 (56)</td>
<td>.49</td>
</tr>
</tbody>
</table>

Validating the Appearance-Based Intervention

When participants in the appearance group were asked to select what they looked like, they identified Image 6.81 on average (SD 3.32). A one-sample t test found no evidence that this differed from the actual baseline image (Image 6; $t_{26}=1.28$, $P=.21$, 95% CI for the mean difference: $-0.50$ to $2.13$); in other words, participants correctly identified their current appearances.

On the other hand, participants selected Image 9.96 (SD 1.99) as the most attractive version of themselves. This differed from the baseline by an average increment of 3.96 steps (95% CI for the mean difference: $3.18$-$4.75$; $t_{26}=10.35$, $P<.001$; $d=1.99$).

Together, the pattern of website clicks validates the appearance-based intervention, showing how participants (1) were sensitive to the photo transformations and (2) judged that they would look more attractive after a longer sleep duration (Figure 4).

**Figure 4.** Participants viewed a continuum of 13 images transformed to show what they would look like with less or more sleep. When asked to identify their current selves, participants accurately identified an image close to the baseline (Image 6). They further judged that they would look more attractive following extended sleep. (Along the continuum, dots represent the mean images participants chose, and horizontal lines depict 95% CIs for the mean.).

Effect of the Appearance-Based Intervention: Sleep Hygiene

Compared with a standard information program, the appearance-based approach was more successful in changing behaviors that could result in better sleep. Namely, on the sleep hygiene measure, participants in the appearance group showed improved sleep hygiene after the intervention (effect of time: $F_{1,107.99}=9.05$, $P=.003$), whereas those in the information group did not show significant changes (effect of time: $F_{1,84.7}=0.19$, $P=.66$; Figure 5). Comparing across time points, no group differences were observed at baseline or at week 2 postintervention (smallest $P=.27$). However, the appearance group reported better sleep hygiene than the information group in week 4 ($F_{1,38}=6.14$, $P=.02$; 95% CI: $-0.78$ to $-0.08$; $\eta_p^2=0.14$) and week 5 ($F_{1,49}=6.23$, $P=.02$; 95% CI: $-0.68$ to $-0.07$; $\eta_p^2=0.11$).
Effect of the Appearance-Based Intervention: Actigraphy-Measured Sleep Duration

As shown in Figure 6, there was neither any significant effect of time on weekday sleep duration ($F_{2,96.71}=0.19$, $P=0.83$) nor a significant interaction between time and group ($F_{2,96.71}=1.38$, $P=0.26$). For weekend sleep duration, there was again no significant effect of time ($F_{2,103.77}=0.50$), nor a time × group interaction ($F_{2,103.77}=0.16$, $P=0.85$; Figure 5). In Multimedia Appendix 2, Table S1 shows adjusted means for the primary mixed-effects analyses, and Multimedia Appendix 2, Table S2 shows the corresponding unadjusted means. Finally, Multimedia Appendix 2, Table S3 shows how sleep quality and insomnia-related cognition remained stable throughout the trial (smallest $P$ for time or the time-group interaction=.48).

Discussion

Principal Findings

In this study, we developed a Web-based appearance-based intervention to promote sleep among habitual short sleepers. As a proof of concept, we first confirmed that participants (1) were sensitive to appearance changes and (2) judged their well-rested selves as more attractive. Correspondingly, this approach was more effective than a standard information program in promoting sleep hygiene, with benefits sustained for 1 month after the intervention.

Although these results are promising, the appearance-based intervention did not alter sleep duration itself. One possible explanation is that many paths lead to short sleep, of which a motivational component is only one. Thus, while appealing to attractiveness likely motivated change in presleep habits, it was not sufficient to alter sleep patterns. This account would suggest the need for a multipronged approach by public health agencies: for example, if sleep curtailment occurs because of immediate priorities such as pressing deadlines [16,17], an appearance-based intervention needs to be paired with techniques that help participants address their immediate priorities [44]. Alternatively, the intervention could be paired with structural changes such as a delayed school start time or reduced work hours, both of which have been found to increase sleep duration [45-47]. Further research will need to explore whether these pairings will ultimately address short sleep and how exactly motivation plays a role.

More broadly, our findings add to the growing body of research showing how an emphasis on appearances—though not sufficient as a stand-alone—may supplement traditional education in public health [25,26,28]. In recent years, appearance-based interventions have gained traction through the technological advances of photo-transformation software. These have been implemented in mobile- and Web-based
applications [27,48,49] and have been applied across a range of health domains (sun protection [25], smoking cessation [26], nutrition [28], and—with this study—sleep). Given the potential reach of internet dissemination, one way forward may be to create a single appearance-based intervention that targets multiple health domains. If introduced in a timely manner (eg, incorporated into photo uploading features on a mobile dating application), this could boost existing public health campaigns, motivating healthy behaviors in a cost-effective manner.

Study Limitations
In presenting our study, we note several limitations in participant selection and randomization. First, we targeted participants with habitual short sleep, departing from earlier sleep education studies where participants were recruited regardless of sleep history [11]. Accordingly, we could not assess how the appearance-based intervention would affect the broader population. Second, we recruited university students, a group whose schedules are driven by high-stake deadlines within a short 13-week semester. It remains possible that stronger treatment effects would be observed in groups without similar deadlines (eg, adolescents or young working adults). Third, in choosing university students, we sought—in a proof-of-concept trial—to maximize the potential impact of our intervention. Across adulthood, although the likelihood of being a short sleeper is fairly even across age groups [50], concerns about physical appearances peak in young adults (≤24 years) and decrease linearly across the life span [51]. We thus reasoned that the selected age group (18-24 years) would be most amenable to an appearance-based intervention. However, in choosing these age cutoffs, we did not assess directly whether participants valued their appearances and recognize that our findings may not generalize to other age groups—for example, to older participants whose appearances may be affected by normal aging. Moving forward, selection of the appearance-based strategy can thus be customized based on the importance of physical attractiveness to the individual. Finally, as an eHealth trial, we were unable to blind the identity of which intervention participants were randomized to.

Conclusions
In conclusion, we designed in this study a novel intervention emphasizing physical attractiveness as a function of sleep patterns. This was assessed through a rigorous randomized controlled trial design with the following [52]: (1) the key intervention personalized (following best practices in appearance-based interventions [28]), (2) sleep duration objectively assessed (via actigraphy), and (3) participants monitored for 5 weeks. Using this design, we found that the appearance-based intervention was more effective than standard education in promoting sleep hygiene, a precursor for healthier sleep. At the same time, these effects did not translate to sleep extension, suggesting the need to assess how appearance-based strategies can be paired with other interventions. In summary, while urging further replication and extension of this work, our preliminary results suggest that beauty—the driving force that launched a thousand ships—may have an adjunctive role in promoting sleep.
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Abstract

Background: Breastfeeding has many benefits for newborns, mothers, and the wider society. The World Health Organization recommends mothers to feed newborns exclusively with breastmilk for the first 6 months after birth, but breastfeeding rates in many countries fail to align with the recommendations because of various barriers. Breastfeeding success is associated with a number of determinants, such as self-efficacy, intention to breastfeed, and attitudes toward breastfeeding. Information and communication technology (ICT) has been leveraged to support breastfeeding by means of improving knowledge or providing practical supports in different maternal stages. Previous reviews have examined and summarized the effectiveness and credibility of interventions; however, no review has been done from a human-computer interaction perspective that is concerned with novel interaction techniques and the perspective of end users.

Objective: The objective of this review was to provide a comprehensive overview of existing digital interventions that support breastfeeding by investigating systems’ objective, technology design, validation process, and quality attributes, both in terms of clinical parameters as well as usability and user experience.

Methods: A systematic search was conducted in accordance with Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines in the following libraries: PubMed, Science Direct, Association for Computing Machinery Digital Library (ACM Digital Library), and Institute of Electrical and Electronics Engineers Xplore (IEEE Xplore).

Results: A total of 35 papers discussing 30 interventions were included. The main goals of these interventions were organized into 4 categories: breastfeeding education (n=12), breastfeeding promotion (n=8), communication support (n=6), and daily practical support (n=4). Of the interventions, 13 target mothers in the postnatal period. Most interventions come in forms of client communication systems (n=18), which frequently leverage Web technologies, text message, and mobile apps to provide breastfeeding support. Systems predominantly focus on mothers; validation strategies were rather heterogeneous, with 12 user studies concerning usability and user experience and 18 clinical validation studies focusing on the effects of the interventions on breastfeeding determinants; 5 papers did not report results. Generally, straightforward systems (eg, communication tools or Web-based solutions) seem to be more effective than complex interventions (eg, games).

Conclusions: Existing information and communication systems offer effective means of improving breastfeeding outcomes, but they do not address all relevant periods in parenthood (eg, the antenatal period) and often do not involve important stakeholders, such as partners. There is an opportunity to leverage more complex technical systems to open up avenues for the broader design of ICT to support breastfeeding; however, considering evaluation outcomes of existing support systems of higher complexity, such systems need to be designed with care.

(J Med Internet Res 2019;21(9):e13947) doi:10.2196/13947
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**Introduction**

**Background**

Breastfeeding has many benefits for infants, mothers, and the wider society. A meta-analysis by Victora et al [1] suggests that infants who are breastfed show better immunity to child infections, are less likely to have oral occlusion misalignment and diabetes, and have higher intelligence [1,2]. Faster uterus recovery after delivery, shorter weight stabilization period [3], and natural contraception [1] are some of the immediate benefits for breastfeeding mothers. Other positive lifelong effects for breastfeeding mothers include protection against breast cancer and other diseases [1]. Beyond improved health outcomes, breastfeeding has far-reaching economic implications, such as a huge saving on health care costs [4,5]. However, breastfeeding rates in many countries fall short of achieving the World Health Organization (WHO) directive that recommends mothers to continue to exclusively breastfeed for 6 months [6].

Breastfeeding success is associated with a number of barriers and facilitators. Studies [7,8] have shown that birth complications, mode of delivery, medical conditions of mothers and infants, and physical availability negatively affect exclusiveness and initiation of breastfeeding. Socioeconomic parameters including age, marital status, income, education, and getting back to work also affect breastfeeding duration [7,9-11].

Self-efficacy [12], the perception of milk supply [9,13-17], and initiation and strength of intention to breastfeed [18-20] are reported as modifiable breastfeeding determinants. Self-efficacy, for example, is associated with the perception of being supported [9], exposure to breastfeeding activities [9], early breastfeeding practice [5], and past experience [9]. Perception of milk supply, on the other hand, depends on mothers’ self-efficacy and level of knowledge and skills [12]. Sufficient breastfeeding knowledge and skills may help mothers avoid physical discomfort [21]. Breastfeeding initiation and intention are influenced by subjective norms [5], acknowledgment of the benefits [5], attitudes toward breastfeeding, and perception of being supported from mothers’ social network [5,9], for example, family, partners, and health care professionals. Partners, in particular, potentially contribute to breastfeeding maintenance and feeding plan decision [22].

**Prior Works**

Information and communication technology (ICT) has been leveraged for breastfeeding support, for example, to provide breastfeeding education [23], through persuasive systems designed to encourage breastfeeding [24] or provide advice throughout the process [25]. Existing review papers [26-29] and meta-analyses [30] have addressed the credibility and effectiveness of specific technology-based interventions (eg, phone calls [28], websites [26], or mobile app use in China [27]). However, there is no comprehensive analysis of digital solutions to support breastfeeding from the perspective of technology design, taking into account the end users who systems are designed for, what experience they provide for the end users, and how they relate to the barriers and facilitators of breastfeeding. Here, we address this issue to map the landscape of the currently available solutions to support breastfeeding and identify challenges and opportunities for future studies in this area.

**Objectives**

This review aims to give an overview of the currently available digital interventions to address barriers and facilitators to breastfeeding by investigating the trend in technology design through the lens of human-computer interaction that focuses on the design, development, and evaluation of technology to solve real-world challenges that involve end users. Through this review, we reveal strengths and weaknesses in existing systems and underlying technologies, thereby identifying future opportunities for researchers in human-computer interaction, digital health, and public health, and hope to inform the work of health care professionals.

Toward these goals, we seek to explore this space via the following research questions:

**RQ1.** What type of ICT-based breastfeeding-supporting systems are available? Who are they intended for?

**RQ2.** How did the systems integrate into health care provisions to support breastfeeding? What technology platforms were used to achieve their goals?

**RQ3.** Were the existing systems validated in terms of the experience they provide for users and their effectiveness in clinical terms?

**Methods**

**Search Criteria and Procedure**

This review follows the Preferred Reporting Items for Systematic Reviews and Meta-Analyses [31] guidelines (see Figure 1) to select and process papers. Reflecting on our goals that entail a survey of interventions across disciplines, we queried papers in technical and medical libraries: Institute of Electrical and Electronics Engineers Xplore (IEEE Xplore), Association for Computing Machinery Digital Library (ACM Digital Library), Science Direct, and PubMed. We searched for papers that mentioned the terms: breastfeeding and technology and their variations in Title, Abstract, and Keywords fields. Combinations of search terms in the search query were modified for every database to preserve the intent of the query.
**Paper Selection Process**

We queried papers published before November 2018 using a search strategy specified in Table 1. A total of 3262 resulting items were imported to Elsevier’s Mendeley Desktop 1.9 for duplicates removal. At this stage, 702 duplicates were removed. On the basis of predefined inclusion and exclusion criteria, we performed a 2-phase eligibility scan: (1) title and abstract screening and (2) full-text screening for eligibility.

**Inclusion Criteria**

We included papers discussing digital interventions that satisfied all the following criteria: (1) full text in English, (2) targeted healthy human subjects regardless of breastfeeding role, and (3) provided direct or partial breastfeeding support.

We also included publications that discussed a system from different perspectives, for example, from experience-centric and clinical aspects. Work-in-progress papers were also included if their fully implemented system was not available.

**Exclusion Criteria**

We excluded papers that met any of the following criteria: (1) contained only abstract, (2) targeted subjects with special medical conditions, for example, preterm infants or severely sick mothers, and (3) reviews, books, book chapters, or reports or papers from scientific magazines.

If a paper of a fully implemented system is available, the work-in-progress papers of that system will be excluded.

**Table 1. Literature search.**

<table>
<thead>
<tr>
<th>Terms</th>
<th>Search string</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breastfeeding</td>
<td>“breastfeeding” OR “breastfeed” OR “infant feeding” OR “bottle feeding”</td>
</tr>
<tr>
<td></td>
<td>AND</td>
</tr>
<tr>
<td>Technology</td>
<td>“technology” OR “app” OR “application” OR “e-technology” OR “e-technology” OR “e-health” OR “ehealth” OR “mobile” OR “mobile health” OR “mhealth” OR “m-health” OR “computer” OR “internet” OR “web” OR “game” OR “play”</td>
</tr>
</tbody>
</table>
In the full-text assessment phase, we eliminated 26 publications that did not fit our criteria (see Figure 1). Finally, we included 35 eligible papers that described 30 digital interventions. Of the papers published, 31 were in medical or health informatics journals. The other 4 papers were presented in human-computer interaction and computer science conferences.

**Data Extraction and Analysis**

As a preprocessing step, papers that discussed the same systems were grouped. We defined an extraction scheme that comprised 3 corresponding perspectives.

We first coded the goals and methods of breastfeeding support of each system to extract necessary data to answer **RQ1**. Here, systems with similar goals were grouped to craft categories from the data. For systems that fell into multiple categories, we coded the highest priority goal. We then extracted excerpts of breastfeeding-supporting methods for each system. Finally, we coded each system by its intended audience and context of use, if made explicit by the authors.

To identify the technology platforms used by the systems (**RQ2**), we coded the technology used in the systems and the motivation behind the choice of platform for each system. In this step, we classify the systems according to the system classification framework for digital health intervention 1.0 of WHO [32]. After that, we further classify the systems by their technology platforms and rationale behind the choice of technology.

The last data extraction step is to identify the validation process and the reported effectiveness of the systems (**RQ3**). The papers were first examined to identify whether a user study or a clinical study had been conducted; a paper may be coded twice if it discusses both types of studies. In case of user studies, we coded their methods and results (eg, controlled lab study or in-the-wild deployment). For clinical studies, we extracted outcome measures, the statistical significance of results, the number of participants in the study, and possible limitations of results, if explicitly stated.

**Results**

Here, we present our results in line with the research questions.

**Goals of Information and Communication Systems to Support Breastfeeding and Target Audience**

This section aims to address **RQ1** by showing an overview of the identified interventions (summarized in Table 2) supplemented by a summary of their intended users and the context of use in Table 3. The interventions were organized based on their main objectives and the methods of breastfeeding support. Here, 4 main clusters emerged: (1) breastfeeding education for mothers and training tools for health care professionals, (2) breastfeeding promotion using persuasive techniques, (3) communication tools for mothers, partners, and health care professionals, and (4) daily practical breastfeeding support.

**Breastfeeding Education**

In total, 11 of the 30 systems aimed to provide breastfeeding education. Here, we separate educational interventions for mothers and training tools for health care practitioners. A total of 9 papers [25,33-40] studied 8 educational interventions for mothers. The majority of these interventions focused on digitizing existing knowledge into generic learning modules with multimedia to aid explanation [25,34,35,38-40]. Geoghegan–Morphet et al [25] offered a Web-based forum in addition to educational resources. Besides these generic learning programs, some educational interventions were tailored. For instance, Abbass et al [33] involved an indigenous community to craft culturally relevant educational resources. Similarly, Joshi et al [35,39] customized educational content to suit Hispanic mothers.

Other modified generic systems for mothers emphasized learning via interactive exploration. For example, an interactive agent [36] guided mothers to explore different aspects of the breastfeeding process through simulated conversations. Grassley et al [37] proposed a quest-based game for mothers to build up their breastfeeding knowledge by completing playful quests. The game engaged users in various Web-based learning activities, such as reading and watching breastfeeding-related multimedia contents.

We identified 6 papers [23,41,42,44-46] that discussed 4 training tools for health care professionals. These systems aimed to improve breastfeeding knowledge and support skills. A total of 3 papers [42,45,46] evaluated Breastfeeding Basics [43], a Web intervention that provided modular breastfeeding educational resources and training materials for health care practitioners. A total of 2 papers [23,41] focused on designing course contents to be published on off-the-shelf e-learning platforms, such as Moodle and Blackboard Learn. Meanwhile, 1 study [44] made use of a website with 2 separated forums: one for pediatric residents and the other for breastfeeding mothers. This intervention allowed the pediatric residents to learn from their peers on one forum and apply their new skills when supporting mothers on the other forum.
Table 2. Summary of the included papers.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Intervention description</th>
<th>Intended user</th>
<th>Usage context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breastfeeding education for mothers and training tools for health care professionals</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abbass–Dick et al, 2018 [33]</td>
<td>Breastfeeding Web resources for indigenous audiences</td>
<td>Mothers</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Cheng et al, 2003 [34]</td>
<td>General breastfeeding Web resources</td>
<td>Parents and parents-to-be</td>
<td>Prenatal</td>
</tr>
<tr>
<td>Joshi et al, 2015 [35]</td>
<td>Bilingual breastfeeding education on touch screen kiosks</td>
<td>Mothers</td>
<td>Postnatal</td>
</tr>
<tr>
<td>Edwards et al, 2013 [36]</td>
<td>Breastfeeding consultation with a computer agent</td>
<td>Mothers</td>
<td>Pre- and postnatal</td>
</tr>
<tr>
<td>Grassley et al, 2017 [37]</td>
<td>Breastfeeding quest game</td>
<td>Mothers</td>
<td>Prenatal</td>
</tr>
<tr>
<td>Huang et al, 2007 [38]</td>
<td>Web-based breastfeeding education program</td>
<td>Mothers</td>
<td>Prenatal</td>
</tr>
<tr>
<td>Joshi et al, 2016 [39]</td>
<td>Bilingual breastfeeding education on touch screen kiosks</td>
<td>Mothers</td>
<td>Postnatal</td>
</tr>
<tr>
<td>Labarere et al, 2011 [40]</td>
<td>Computer-based breastfeeding lessons on CD-ROM</td>
<td>Mothers</td>
<td>Postnatal</td>
</tr>
<tr>
<td>Cianelli et al, 2015 [23]</td>
<td>Breastfeeding electronic learning program on Blackboard Learn platform</td>
<td>Caregivers</td>
<td>Nursing school</td>
</tr>
<tr>
<td>Colacceci et al, 2017 [41]</td>
<td>Breastfeeding electronic learning program on Moodle platform</td>
<td>Caregivers</td>
<td>Career training</td>
</tr>
<tr>
<td>Breastfeeding encouragement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wardle et al, 2018 [47]</td>
<td>Milk Matters app to facilitate breastmilk donation</td>
<td>Mothers</td>
<td>Postnatal</td>
</tr>
<tr>
<td>Gallegos et al, 2014 [48]</td>
<td>Weekly 2-way SMS to tackle breastfeeding challenges and encourage positive feeding practices</td>
<td>Mothers</td>
<td>Postnatal</td>
</tr>
<tr>
<td>Hmone et al, 2017 [24]</td>
<td>Breastfeeding promotion via SMS</td>
<td>Mothers</td>
<td>Pre- and postnatal</td>
</tr>
<tr>
<td>Jiang et al, 2014 [49]</td>
<td>SMS to improve breastfeeding practice</td>
<td>Mothers</td>
<td>Pre- and postnatal</td>
</tr>
<tr>
<td>Litterbach et al, 2017 [50]</td>
<td>Multichannel infant feeding support and motivation</td>
<td>Mothers</td>
<td>Postnatal</td>
</tr>
<tr>
<td>Maslowsky et al, 2016 [51]</td>
<td>Breastfeeding education and support through mobile phone calls</td>
<td>Mothers</td>
<td>Postnatal</td>
</tr>
<tr>
<td>Zunza et al, 2017 [52]</td>
<td>2-way SMS and motivational interview to promote breastfeeding among HIV positive mothers</td>
<td>Mothers</td>
<td>Postnatal</td>
</tr>
<tr>
<td>Unger et al, 2018 [53]</td>
<td>SMS to improve breastfeeding practices and contraception use</td>
<td>Mothers</td>
<td>Pre- and postnatal</td>
</tr>
<tr>
<td>Communication tools</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White et al, 2018 [54]</td>
<td>Milk Man app to engage fathers to support breastfeeding mothers</td>
<td>Fathers</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Rojijanasrirat et al, 2012 [55]</td>
<td>Breastfeeding support via video conference</td>
<td>Mothers</td>
<td>Postnatal</td>
</tr>
<tr>
<td>Friesen et al, 2015 [56]</td>
<td>Breastfeeding support via video conference</td>
<td>Mothers</td>
<td>Pre- and postnatal</td>
</tr>
<tr>
<td>Demirci et al, 2018 [57]</td>
<td>Breastfeeding support via video conference on mobile</td>
<td>Mothers</td>
<td>Postnatal</td>
</tr>
<tr>
<td>Thomas and Shaikh, 2012 [58]</td>
<td>Breastfeeding support over the internet (email, phone call, and Web search)</td>
<td>Mothers</td>
<td>Postnatal</td>
</tr>
<tr>
<td>Giglia et al, 2015 [59]</td>
<td>Web-based resource and multichannel breastfeeding support</td>
<td>Mothers</td>
<td>Postnatal</td>
</tr>
</tbody>
</table>
Table 3. Target population of the systems and context of use.

<table>
<thead>
<tr>
<th>Target users and context</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mothers</td>
<td></td>
</tr>
<tr>
<td>Unspecified</td>
<td>[33,64]</td>
</tr>
<tr>
<td>Prenatal</td>
<td>[37,38]</td>
</tr>
<tr>
<td>Pre- and postnatal</td>
<td>[24,36,49,53,56]</td>
</tr>
<tr>
<td>Postnatal</td>
<td>[35,39,44,47,48,51,52,55,57-60,62,63,65]</td>
</tr>
<tr>
<td>Fathers</td>
<td></td>
</tr>
<tr>
<td>Unspecified</td>
<td>[54,61]</td>
</tr>
<tr>
<td>Parents and parents-to-be</td>
<td></td>
</tr>
<tr>
<td>Prenatal</td>
<td>[34]</td>
</tr>
<tr>
<td>Postnatal</td>
<td>[25]</td>
</tr>
<tr>
<td>Mothers and practitioners</td>
<td></td>
</tr>
<tr>
<td>Unspecified</td>
<td>[44]</td>
</tr>
<tr>
<td>Health care professionals</td>
<td></td>
</tr>
<tr>
<td>Unspecified</td>
<td>[42,45,46]</td>
</tr>
<tr>
<td>Nursing school</td>
<td>[23]</td>
</tr>
<tr>
<td>Career training</td>
<td>[41]</td>
</tr>
</tbody>
</table>

Breastfeeding Promotion

In the second cluster, we identified 8 publications [24,47-53] that described systems that encouraged breastfeeding. The majority [24,48,49,52,53] of the systems utilized text messages to send out personalized breastfeeding tips and encouragement messages and sample breastfeeding experiences via short text message (SMS) responses. The content of the text messages was based on focus group discussions [53], WHO guidelines, expert inputs, and literature studies [49]. A total of 2 interventions [48,52] did not specify the source of message content and 1 system [24] used the Health Belief Model [66] to frame promotion strategies. Maslowsky et al [51] proposed a two-fold intervention that required nurses to call mothers 48 hours after hospital discharge. The idea is to deliver a maternal education session and a follow-up phone call to sample experience and provide support if needed. To keep users engaged with the intervention, Wardle et al [47] encouraged mothers to donate breastmilk using positive reinforcement techniques in their mobile app. The Growing Healthy Program [50] encouraged breastfeeding with weekly personalized motivational messages and on-demand breastfeeding resources aimed at parents with low socioeconomic status.

Communication Support

The third cluster comprises 7 papers [54-59,61] discussing 6 interventions that facilitate communication between peers and professionals. Of the systems, 3 [55-57] provided tele-lactation consultations via video conference for mothers with limited access to maternal care. Giglia et al [59] designed a multichannel support intervention through focus group; the intervention provides lactation supports through Web-based resources, email,
and video call, all at the same time. For mothers who were not satisfied with their current caregivers, Thomas and Shaikh [58] described how mothers sought breastfeeding supports on the Web, using various information and communication tools. Besides interventions for mothers, White et al [54,61,67] used the social cognitive theory to design a mobile app that fostered peer support among expecting and new fathers by engaging them in discussions. This mobile app grouped fathers based on their baby’s age and maternal stage of his partner.

**Daily and Practical Support**

In the fourth cluster, we found 3 mobile apps and a Web intervention that practically supported breastfeeding. FeedFinder [62], MoomMae [63,65], and MilkTrack [64] are mobile apps that allow mothers to find, rate, and review suitable breastfeeding locations in public spaces. Besides breastfeeding location crowdsourcing, other features were incorporated as well, for example, MilkTrack [64] provides practical breastfeeding resources and a milk donation platform, whereas MoomMae [63,65] provides a personal breastfeeding diary. Ahmed et al [60], in contrary, only provided a Web breastfeeding diary. The diary allows health care practitioners to gain insights into mothers’ breastfeeding experience and personalize their support.

On a general level, this shows that ICT to support breastfeeding addresses a broad range of goals; however, the strongest categories that emerged throughout our analysis were systems to provide breastfeeding education and promote breastfeeding.

**Technical Platforms**

To answer the second research question (RQ2), we characterized the digital interventions by their technology platform and system purpose. We structured our findings around the WHO system classification framework for digital health interventions [32] to maintain a mutual taxonomy across digital health domains. Here, the framework acts as connective tissues to relate system objectives to the used technology platform as shown in *Figure 2*. On the basis of the categorization scheme, the systems fall into the following 6 overlapping categories.

**Figure 2.** Taxonomy of the identified systems regarding intervention purpose and technology. SMS: standard message service.
Client Communication Systems

Client communication systems were used in 18 digital interventions [24,25,33,34,38,44,47-54,59,61-65] to communicate breastfeeding information to targeted clients (parents), provide on-demand information services to clients, and facilitate client-to-client communication. These systems leveraged 5 technology platforms to reach their intended audiences.

SMS appeared in 6 interventions [24,48,49,51-53] that aimed to deliver breastfeeding information and encouraging messages to mothers. Most of them [24,48,49,52,53] were inspired by the trend of leveraging SMSs to promote healthy behavior. Affordability and high availability also contributed to the popularity of this technology [48,49,52], particularly in developing countries, as 5 SMS-based breastfeeding interventions [24,49,51-53] were studied in Myanmar, China, Ecuador, and African countries, whereas only 1 [48] was introduced in Australia. The degree of user interactions within these SMS-based interventions is rather limited: 2 systems [24,48] required users to reply with a predefined code or a syntax, whereas the other 4 [49,51-53] invited free text response, but manual human processing was required to extract the content.

Phone calls, which operate on the same infrastructure as SMS, were used together with SMS in 2 interventions [51,52] to compensate for the lack of in-depth communication. A total of 2 interventions [50,59] used email to initiate conversations with peers [59] and deliver notifications and weekly messages in a mobile health intervention [50] that also provided personalized infant-feeding information through a mobile app.

A total of 6 mobile apps [47,50,54,61-65] provide on-demand information service and client-to-client communication via platforms for online discussion and information sharing. Mobile app development gained popularity among intervention designers following the ubiquity of smartphones [47,50,54,61-65]. Mobile apps can be used to establish social connectivity for parents to connect to peers and foster information sharing, for instance, review public breastfeeding spaces [62,63,65], facilitate milk donation logistic [64], and share parenting experiences [50,54,61]. In addition to social connectivity, breastfeeding information can also be provided through mobile apps [47,50,64].

A total of 6 Web-based interventions [25,33,34,38,44,59] were designed to provide on-demand information services and facilitate client-to-client communication. Web technologies are ubiquitous, flexible, and easy to deploy and have low operational costs [33,34,38,41,46]. They can offer a rich user-interaction through the intuitive presentation of information (eg, using multimedia or interactive content) [34,38]. On top of that, they can be tailor-made to fit the exact requirements of an intervention [33,34,38,50,60]. Intervention designers can use the Web as a supporting channel for parents to look up breastfeeding information, for example, a Web-based virtual maternity clinic [25], or as a Web-based discussion platform to connect mothers with care providers and peers [25,44,59].

Learning and Training Systems and Client Applications

In this group, 4 learning and training systems [23,41,42,44-46] and 4 client applications [35-37,39,40] were identified. A total of 4 learning and training interventions [23,41,42,44-46] use Web platforms to improve breastfeeding knowledge of health care providers. In this context, Web-based systems become a potential learning platform because they can provide comprehensive sets of educational tools, such as lessons, knowledge evaluations [23,41], and Web-based discussion [44], and be adapted to the busy schedule of health care practitioners [41,46].

A total of 4 client applications [35-37,39,40] are self-service desktop programs to communicate breastfeeding information. These systems came in various shapes: interactive software running on touchscreen kiosks in clinics [39,68], software provided via CD-ROM [40], interactive agent that simulated lactation consultation [36], and breastfeeding quest game [37]. These experimental interventions aimed to explore the potential of interactive learning as an alternative mode of communicating breastfeeding information.

Geographic Information and Electronic Medical Record System

A total of 2 mobile apps [47,62,64] are categorized as geographic information systems, 2 Web interventions [25,60] are electronic medical record systems, and 1 mobile app [63,65] situates in both system categories.

FeedFinder [62] and MilkTrack [64], both of which also belong to the client communication system category, made use of positioning capability of smartphones to help mothers find and map suitable breastfeeding locations in public. In addition to breastfeeding location services, the MoomMae app [63,65] offers a breastfeeding diary function to keep track of mothers’ feeding habits, so they can accurately report feeding behaviors to health care professionals.

Both electronic medical record systems [25,60] are based on Web technologies. These interventions have an experience-sampling function that allows mothers to log their experience on a Web diary. The diary can be used as a personal record [25] or be accessed by health care providers to personalize their breastfeeding support tactics [60].

Telemedicine

Telemedicine came in forms of remote lactation consultation via video calls [55-57] and email communication [58]. All 3 identified video-call interventions [55-57] took place in the United States, which has a geographically dispersed population. Video calls break distance barriers for parents who live in rural areas [55,57] and facilitate the delivery of professional breastfeeding support when health care facilities are limited [56]. More importantly, the technology allows rich communication in real time (eg, allows health care practitioners to observe breastfeeding parents and demonstrate the feeding process [55]). Email was also used by mothers to initiate communication with health care professionals and inquire for breastfeeding information [58].
This illustrates the breadth of information and communication systems that are available to support breastfeeding, both in terms of audience and underlying technology. Here, it is interesting to note that interventions predominantly rely on existing communication channels, such as SMS or phone calls, or implement straightforward and well-explored technologies, such as Web portals.

**Validation Process and Effectiveness of Existing Systems**

To understand the validation process of the systems (RQ3), we coded the papers into 2 categories: user studies (focused on usability, ie, determining whether systems can be used effectively and efficiently, and user experience, ie, studies that explore whether systems engage users through a positive overall experience) and clinical validation studies. A total of 5 papers [24,25,52,61,65] without discussion of results were excluded from this section.

**User Studies**

A total of 20 systems were evaluated in terms of usability, user satisfaction, and user experience. Usability and user experience of 12 systems were evaluated through user studies, whereas 8 clinical validations included measures of user satisfaction and discussions of usability flaws as a part of their evaluation process. Here, we organize the results of the studies according to their objectives.

Among the reported user studies, a breadth of quantitative and qualitative research methods was employed; participant samples included interaction design experts, health care experts, and prospective end users.

Usability was assessed with different methods, depending on the objectives of the evaluation, including expert reviews and user studies. The evaluation of MoomMae [63] involved interviews and surveys with 21 breastfeeding mothers who used the app for 4 weeks. Although the app was rated as useful, postexposure interviews revealed a negative usability trend; common flaws were confusing user interface elements, ease of use, and screen readability. The bilingual desktop breastfeeding education [35] was evaluated using Nielsen usability heuristics [69] by 2 usability experts, and the paper reported 91 usability flaws across 271 screens. Cheng et al [34] involved 20 participants in different places to evaluate a Web-based breastfeeding education system with graphical content in terms of user satisfaction and learning outcomes. The study shows that graphical content shortened view time, increased user satisfaction, and did not negatively affect learning.

Besides usability, factors contributing to user experience were also explored. The Milk Matters [47], Milk Man [61], and FeedFinder [62] apps, for example, involved end users to conduct formative tests throughout their design and development cycles to minimize usability issues and adapt to user preferences. Formative user studies with stakeholders were also conducted in the development of a culturally adapted Web-based intervention for indigenous mothers [33]. The evaluation of these systems stressed on other quality attributes, such as engagement, emotion, and ease of use in specific circumstances. The analysis of comments collected after an in-the-wild release of FeedFinder [62] app showed improvement of mothers’ confidence to breastfeed in public places. Engagement factors of the Milk Man app [61] included connectivity for fathers to seek and offer support, share personal experiences, and seek peer social connection. Likewise, the Growing Healthy Program [50] was found to be engaging because of high perceived usefulness, content that suits users' parental beliefs, and—from a technical perspective—the use of push notifications.

Other quality measures concerned user satisfaction and perceived usefulness of the systems, although some of them did not report full-fledged user studies. In general, most of the interventions were perceived positively, but some unexpected usability flaws were discovered. For example, the CD-ROM desktop program [40] reported good reviews from participants; however, only 119 of the 240 participants in the intervention unit (a total of 993 mothers from both intervention and control groups combined) actually accessed the intervention. Likewise, participants in a 2-way SMS intervention [48] reported not being able to remember the predefined SMS response codes, suggesting that systems would need to be adapted for effective in-the-wild deployment.

**Clinical Validation Studies**

A total of 16 systems (18 papers, see Multimedia Appendix 1) were validated in terms of clinical outcomes. Of those, we found 13 systems that fully or partially achieved their objectives, 1 system validation led to inconclusive results (not statistically significant), and 2 could not demonstrate a measurable effect. In Multimedia Appendix 1, we present a summary of the clinically validated systems and indicate reported effects on outcome parameters. Here, we organize systems based on their reported outcome measures.

The breastfeeding learning and training systems for health care professionals were effective with statistical significance in contributing to the knowledge of health care professionals and supporting skills, although selection bias might exist in the studies. The 3 in-the-wild evaluations [42,45,46] of the Breastfeeding Basics [43] educational program over the course of 9, 10, and 12 years with respective numbers of 15374, 18522, and 19671 participants using pre- and posttest consistently reported improvement in all aspects of breastfeeding knowledge among the included participants. It is worth mentioning that most of the participants included in these 3 studies were required to take part in the intervention for education or professional purpose. The Blackboard-based system [23] and the forum-based intervention [44] that were evaluated based on pre- and posttests with 86 nursing students and 42 pediatrics (recruited based on self-selection) were found to be effective in improving breastfeeding knowledge. Selection bias is also found in an evaluation of the Moodle-based intervention [41], with 15004 participants that showed positive effects on breastfeeding attitude and support practice; only participants who completed and passed the first-round evaluations were included in the study.

Some of the client communication systems were also effective and statistically significant in improving breastfeeding practice and determinants: an assessment of the clinic touchscreen kiosk breastfeeding intervention [39] with 46 mothers indicated an...
improvement in knowledge, self-efficacy, and intention to breastfeeding. A Web-based breastfeeding education [38] evaluated with 65 primigravids at their 29 to 36 weeks of pregnancy succeeded in improving breastfeeding rates, knowledge, and attitudes. A total of 2 [49,53] of the 5 SMS-based systems have reported statistically significant improvement of the duration of exclusive breastfeeding at the sixth month, with study cohorts of 582 and 298 participants. The evaluation of the postnatal phone-call support [51] with 178 new mothers through a follow-up phone call 3 months after the intervention commencement has reported a higher rate of exclusive breastfeeding and lower formula feeding rate among mothers in the intervention group, when compared with the control group. From a yearlong study with 414 mothers on multichannel lactation support [59], a positive long-term effect on exclusive breastfeeding in the intervention group was reported.

Not all effective systems fully achieved their goals. Despite showing significant improvements in breastfeeding duration and exclusivity, a study of the breastfeeding diary [60] with 96 participants did not show statistical significance in a second objective, decreasing postpartum depression. Similarly, a study with 24 participants on the Growing Healthy Program [50] has indicated an improvement in mothers’ confidence in their choice of feeding method (either breastfeeding or bottle feeding) and perception of milk supply. However, feeding plans and intentions were not influenced as the decisions were taken before exposure to the intervention. A study on an SMS-based breastfeeding encouragement system [48] with 234 participants was shown effective in improving breastfeeding exclusivity but showed no statistically significant impact on self-efficacy, which might offer an explanation for its failure to increase breastfeeding rates.

Finally, client applications did not produce measurable effects. A 1-month controlled trial with a total of 993 mothers (from intervention and control groups) on a CD-ROM software [40] and a 25-participant pilot study of the breastfeeding game [37] failed to improve knowledge [37,40], breastfeeding rates [40], intention [37], and self-efficacy [37]. A pilot controlled study of the interactive agent [36] with 15 women showed no significant improvement in breastfeeding intention and self-efficacy and failed to alter attitudes toward breastfeeding. It is worth noting that these complex systems were neither custom-built to suit the end users nor involved the primary stakeholders in the development process but rather a modification of existing technology platforms.

Here, the heterogeneous nature of interventions and validation processes and outcome parameters limit the opportunity to conduct a meaningful comparison between interventions. On a general level, our results suggest that breastfeeding learning and training systems for health care professionals tend to succeed in improving breastfeeding knowledge among their intended users, whereas some client communication systems showed a positive effect on improving breastfeeding adherence. Other breastfeeding determinants were rarely influenced, and validation studies evaluating complex technology (eg, games) suggested that such systems were ineffective in their current designs.

Discussion

Principal Findings

This review gives an overview of digital interventions to support breastfeeding. We draw from research in computer science, engineering, and medical field to provide an overview of systems with a focus on technology, users, and outcomes. Our results show that the majority of systems were designed to address mothers in the postnatal period, either promoting or educating them about breastfeeding (RQ1). From a technical perspective, client communication systems were the most commonly used systems, with Web technologies, mobile apps, and SMS being the dominant platforms and only a small number of studies exploring more complex technologies, such as games (RQ2). System effectiveness was predominantly demonstrated in terms of improved breastfeeding knowledge, although improvement in behavioral outcomes might be because of systems that provided continuous proactive support. In terms of usability and user experience, results were mixed, with some systems failing to engage users (RQ3). Generally, our analysis suggests that straightforward technology fared better than complex systems, leaving room for an interesting debate. Here, we discuss these results; drawing from our findings, we further reflect on available systems through the lens of barriers and facilitators toward breastfeeding, and we outline opportunities for future research into the development of engaging technology interventions to promote breastfeeding.

Current Trends in Information and Communication Technology to Support Breastfeeding

Our review suggests that, based on the WHO system categorization, client communication systems are the predominant group of ICT to support breastfeeding. Systems in the group use SMS, Web platforms, and mobile apps to educate, support, and encourage mothers [24,25,33,34,38,44,47-54,59,61-65]. In terms of effectiveness, results show that educational interventions [23,25,33-42,44-46] for mothers and health care professionals tend to focus on improving knowledge, self-efficacy, intention, and attitude. In contrast, systems that facilitate communication [54-59,61] and encourage breastfeeding [24,47-53] can be successful in helping mothers to maintain breastfeeding practice, possibly because of the improvement of perceived support [9]. Interestingly, more complex interventions (eg, the breastfeeding game [37]) did not lead to a significant improvement in breastfeeding knowledge. Details about the contents and technical design process of the interventions are rather limited, which make a precise conclusion about factors contributing to the success, or failure, of these systems difficult to draw; however, what is known from other studies exploring the design of games for health is that this is a complex process and requires careful consideration to produce the desired outcomes. Here, future studies should explore how more complex breastfeeding interventions can be designed in an effective manner. Finally, although educational interventions were effective in improving knowledge, very few of them improved self-efficacy, intention, and attitude. This suggests that stakeholders currently need to engage with multiple systems to obtain the full benefits of ICT in this setting. Hence, it may
be beneficial to consider pathways toward holistic system development to provide digital solutions that not only improve breastfeeding knowledge but also are designed in a way that also allows them to affect other breastfeeding determinants.

Opportunities for Future Research: Reflecting on Gaps in Existing Technology Through the Lens of Breastfeeding Determinants

When aligning the results of our analysis with breastfeeding determinants [5,7,9,12-17,21,22], it becomes clear that existing systems predominantly address knowledge and practical support, whereas other factors are omitted, particularly elements such as practical breastfeeding skills that affect the perception of milk supply and physical comfort [12]. Considering the use of ICT in this space, such a system would need to integrate more complex technology than those currently used (ie, Web-based systems and smartphone apps). Here, sensing systems offer an interesting design opportunity, and first attempts have been made to develop systems that can help track infant milk intake while breastfeeding [70,71]. Likewise, important determinants such as attitudes toward breastfeeding, intention, and initiation are not addressed by existing studies that predominantly target the postnatal period (13 of 30 systems), although the decision to breastfeed is usually taken in the third trimester of pregnancy [5,50]. Here, there would be potential for the development of technology solutions that address parents-to-be in the antenatal period, slowly introducing them to the topic, not only through educational but possibly also through experiential systems that give a glimpse at the breastfeeding process [72]. Finally, and perhaps most surprisingly, only 1 intervention [54,61] was specifically aimed at partners, despite research showing that partners in general, and fathers in particular, play a major role in a mother’s decision to breastfeed and success throughout breastfeeding journey [22]. Here, there is a large potential for future studies to be more inclusive, improving parents’ interest in breastfeeding, their knowledge, and their ability to support the breastfeeding mother. Generally speaking, future studies should explore the potential of emerging technologies, such as cross-platform interventions with multiple elements (eg, an educational app combined with channels for practical support), or immersive and tangible computing systems that can provide realistic insights into breastfeeding not just for mothers but also their partners (eg, a virtual reality breastfeeding simulation).

Comparison With Previous Studies

To the best of our knowledge, this review is the first of its kind to offer a broad overview of the available systems by considering aspects (goals, methods of support, target audiences, usage context, technology platforms, and their rational and validation process) other than clinical effectiveness. Other systematic reviews [29,30] analyzed the effectiveness of the intervention from the medical aspect, whereas some other reviews focused on specific technologies (eg, phone calls [28], websites [26], or mobile apps [27]) rather than surveying all available systems. Unlike previous approaches, we investigated different characteristics of the interventions instead of summarizing their effectiveness (eg, via meta-analysis). Here, our intent is to inspire researchers from other disciplines (eg, computer science) to contribute to this space.

Conclusions

There are various attempts to leverage ICT to encourage breastfeeding, aiming to improve breastfeeding education, persuade mothers to initiate and follow through with breastfeeding, and provide practical support. Our results show that although certain groups of systems are effective, they often only target 1 domain (eg, improving knowledge), requiring end users to engage with a multitude of systems to achieve good coverage. In addition, the majority of interventions exclusively targeted mothers and failed to consider other relevant stakeholders, most strikingly partners. Therefore, further study is necessary to explore how innovative concepts in ICT can be fully leveraged to provide comprehensive breastfeeding support, starting in the antenatal period and extending beyond the birth of the child, while engaging both parents. Through reflection on the way that existing systems (fail to) address determinants of breastfeeding, our review provides a first step toward outlining research opportunities for future study in this space.
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Abstract

Background: Wearable sensing and information and communication technologies are key enablers driving the transformation of health care delivery toward a new model of connected health (CH) care. The advances in wearable technologies in the last decade are evidenced in a plethora of original articles, patent documentation, and focused systematic reviews. Although technological innovations continuously respond to emerging challenges and technology availability further supports the evolution of CH solutions, the widespread adoption of wearables remains hindered.

Objective: This study aimed to scope the scientific literature in the field of pervasive wearable health monitoring in the time interval from January 2010 to February 2019 with respect to four important pillars: technology, safety and security, prescriptive insight, and user-related concerns. The purpose of this study was multifold: identification of (1) trends and milestones that have driven research in wearable technology in the last decade, (2) concerns and barriers from technology and user perspective, and (3) trends in the research literature addressing these issues.

Methods: This study followed the scoping review methodology to identify and process the available literature. As the scope surpasses the possibilities of manual search, we relied on the natural language processing tool kit to ensure an efficient and exhaustive search of the literature corpus in three large digital libraries: Institute of Electrical and Electronics Engineers, PubMed, and Springer. The search was based on the keywords and properties to be found in articles using the search engines of the digital libraries.

Results: The annual number of publications in all segments of research on wearable technology shows an increasing trend from 2010 to February 2019. The technology-related topics dominated in the number of contributions, followed by research on information delivery, safety, and security, whereas user-related concerns were the topic least addressed. The literature corpus evidences milestones in sensor technology (miniaturization and placement), communication architectures and fifth generation (5G) cellular network technology, data analytics, and evolution of cloud and edge computing architectures. The research lag in battery technology makes energy efficiency a relevant consideration in the design of both sensors and network architectures with computational offloading. The most addressed user-related concerns were (technology) acceptance and privacy, whereas research gaps indicate that more efforts should be invested into formalizing clear use cases with timely and valuable feedback and prescriptive recommendations.

Conclusions: This study confirms that applications of wearable technology in the CH domain are becoming mature and established as a scientific domain. The current research should bring progress to sustainable delivery of valuable recommendations, enforcement of privacy by design, energy-efficient pervasive sensing, seamless monitoring, and low-latency 5G communications. To complement
technology achievements, future work involving all stakeholders providing research evidence on improved care pathways and cost-effectiveness of the CH model is needed.

(J Med Internet Res 2019;21(9):e14017) doi:10.2196/14017
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Introduction

Background
As the worldwide population grows and the access to health care is increasingly being demanded, real-time monitoring of various physiological signals has driven the research and development of diverse wearable and implantable systems. Connected health (CH) describes the new paradigm of a technology-enabled model of health and lifestyle management [1]. It is implicitly a multidisciplinary technology domain set up to provide preventive and remote treatments. CH relies on a digital information structure based on the internet, sensing, communications, and intelligent techniques, in support of health-related applications, systems, and engineering.

Wearables, as well as hearables (in-ear devices) and nearables (neighboring devices that interact with wearables) integrated into the wider concept of Internet of Things (IoT), are being considered the most likely technologies to transform future health care and lifestyles [2,3]. This revolution began with the smartphone, which is now becoming a widespread intrusive and ubiquitous technology. Most current wearables and nearables are equipped with different types of sophisticated sensors. Different types of sensors powered by advanced analytics are being explored to develop functionalities of truly portable medical laboratories. Seamless integration of these measurements in smartphone apps permits for targeted information to be delivered on time, enhancing the user experience in typical assisted living scenarios. The general acceptance, ease of use, and reliability of smartphones facilitates user adherence to different added value apps that allow filling a gap in the area of self-physiological sensing and fitness monitoring [4]. Wearable technology has become mainstream, with the most significant influence on fitness and health care industries [2].

The importance gained by wearables among consumer devices can be tracked by their increasing share in consumer electronics shows promoting self-care and health management. According to the International Data Corporation, 172.2 million wearable units were shipped in 2018 [4], and this number is expected to grow, contributing significantly to the revolution of the IoT market [5]. Advances in wearable technologies and user acceptance of available consumer wearable devices pave the pathway toward seamless physiological monitoring.

The first body area networks (BANs) and wearable units comprised a number of sensors with a processing unit and wireless nodes assembled on printed circuit boards [6,7]. The design was bulky and uncomfortable, accompanied by large batteries, and had numerous issues associated with frequent recharge and loss of data communication. Since then, tremendous progress has been made in sensing technologies. The bulky design is being rescaled to a system on chip. Lowered power consumption, reliable communications, distributed processing, and data analytics improved the potential of wearables and made a significant impact on technology acceptance [7]. The technology innovations directly responded to user-related concerns (sensor miniaturization, seamless monitoring, secured communications, lower power consumption, energy harvesting, and plug-and-play functionalities) as well as safety and security (reliable sensing and data preprocessing, secured data communication, and reliable analytics).

However, the user feedback reviews report that initial user enthusiasm on wearables is often lost because of unclear use cases (unclear end user need), price, and associated complexities in device pairing with a smartphone [8]. The translation to long-term commitment to wearables requires clear use scenarios, valuable feedback, and constructive recommendations [8,9]. The inevitable transformation from a traditional, reactive health care model to a proactive and preventive model will bring clear use cases of CH solutions for early diagnostic or chronic condition monitoring [1]. Innovative CH scenarios are strongly motivated, exact, and economically beneficial [3,10].

The role that sensing, and information and communication technologies have gained as essentials in digital health has been summarized and elaborated in numerous research articles on sensors, data analytics, and secure and reliable communication platforms for CH solutions [3,10-16]. To stimulate and facilitate knowledge transfer and dissemination among policymakers and stakeholders, it is equally important to summarize those original findings with respect to specific application scenarios and specific user groups. Systematic review studies deliver such overviews based on an exhaustive manual screening of available digital libraries, providing a qualitative analysis of included studies, and unbiased performance comparison of the corresponding CH solutions [17,18]. The examples of such review studies offering a useful insight into the spectra of the related wearable technologies, target user groups, and application domains are plentiful. Wilde et al [19] reviewed the usage of apps or wearables for monitoring physical activity and sedentary behavior and emphasized the barriers and facilitators for their adoption. A scoping review [20] summarized the practices and recommendations for designing, implementing, and evaluating mobile health (mHealth) technologies to support the management of chronic conditions of older adults, considering articles published from 2005 till 2015. Kvedar et al [10] focused on the concept of CH as an overarching structure for telemedicine and telehealth and provided examples of its value to professionals and patients. In the study by Liu et al [21], materials, design strategies, and powering systems applied in soft electronics were reviewed. It also summarizes the
application of these devices in cardiology, dermatology, electrophysiology, and sweat diagnostics and discusses the possibilities for replacement of the corresponding traditional clinical tools.

The transformation of the wearable landscape in the last decade is thus evidenced in a plethora of original articles and patent documentation and summarized and compared in numerous focused systematic reviews [3,10-16,19-21]. In this paper, we scoped the wearable technology field over the decade, starting from 2010 to February 2019, to identify trends in literature with respect to 4 important pillars: technology, safety and security, prescriptive insight, and user concerns. The collected literature reflects on the achieved progress, open issues, perspectives, and gaps in the development of wearable systems for future CH domain. The covered topics mainly relate to enabling technology: sensing, data aggregation and processing, communication protocols, power supply, data protection, and data analytics. However, the results of numerous pilots and experience gained with consumer wearables provide an insight into different user-related concerns. After exploring the literature published over the last decade, we have summarized state-of-the-art technologies, future research focus, and paper statistics related to the following key issues: enabling technology topics, application of wearable sensors in CH, and different user concerns.

With the more general, high-level perspective on the research on wearable technology, user-related concerns and challenges experienced over broad application area, this scoping review aimed at overlooking research trends unconstrained to a particular user group, health condition, or lifestyle scenario and including both mHealth and smart living environments. The extensive search scope is supported by automated search procedures relying on natural language processing (NLP) algorithms. The trends over the last decade were analyzed using a set of identified articles from 3 large digital libraries.

**Purpose of This Review**

Many studies elaborating on the use of sensors and wearables in assisted living environments, CH, and wellness and fitness apps were published in the last decade [3,10-16,19-22]. Those studies provide significant input for designing future CH systems, indicating benefits, but also shortcomings, barriers, and user feedback [19,23-29]. Nevertheless, there is a lack of studies with a general overview of the nature and extent of published research in that context.

This study aimed to identify and scope the scientific literature related to wearables in health monitoring, as measured by trends in the research evidence available in 3 large digital libraries: Institute of Electrical and Electronics Engineers (IEEE), PubMed, and Springer. The study scoped the field from several perspectives aiming to capture key drivers and major constraints in the deployment of wearable technology for health. The enabling technology relies on advances in sensing, processing, communications, and data protection. Conversely, multiple user perspectives imply privacy, utility, complexity, price, relevance, reliability, and significance of delivered feedback.

The objective of this study was to scope the research on wearable technology for health with regard to the following research questions:

- What are the most significant research trends and milestones on wearables seen as an enabling technology and as a key driver facilitating CH solutions?
- What are the most critical identified barriers and concerns from the technology and user perspectives and what trends are reflected in the research literature relating to these issues?

As an added value, this review can help identify the topics that need more detailed research in terms of elaboration of the obstacles and potential breakthroughs. The list of relevant articles resulting from this study can be filtered with respect to different fields (eg, keywords) to identify articles of interest for a systematic review in a specific subfield. The details in the list facilitate fast manual screening and selection of the subset of articles for further qualitative analysis. This type of preliminary search in planning a systematic review provides valuable answers on the feasibility (ie, does any evidence in literature exist), relevance (ie, has a similar systematic review already been done), and amount of time needed (ie, volume of the found evidence) to conduct a systematic review.

**Methods**

**Scoping Review Methodology**

This study adopted a scoping review methodology to identify and process the literature on wearables published from January 2010 to February 2019. Using a scoping technique, we aimed to examine the research evidence in the broad field of wearables, analyzing technology trends, including the resolved and emerging issues. The lack of a qualitative analysis of identified papers, the broad topic range, and the number of studies involved defined our approach as a scoping review and differentiated it from a systematic review [30,31]. The purpose of this study fully complies with the aims of a scoping review “to search, select and synthesize the knowledge addressing an exploratory question to map key concepts, types of evidence, and gaps in research,” as defined by Colquhoun et al [32]. Systematic reviews in the field of wearables, for its breadth and depth, have to focus more narrowly on wearable solutions and user concerns in a prespecified application scenario to facilitate qualitative analysis of included studies.

All emerging review types share their basis in scientific methodology, that is, they rely on formal and explicit methods for search and assessment of published studies and synthesizing of research evidence in conclusions on a well-defined research question [17]. One of the protocols for systematic reviews in health care, the Preferred Reporting Items for Systematic Review and Meta-Analysis (PRISMA) [18], provides a good example of thorough and rigorous checklist guidance. The corresponding PRISMA flow diagram illustrates the information flow reflecting the number of studies in different systematic review stages: study collection, study scanning, eligibility evaluation, thorough qualitative synthesis, and quantitative synthesis in meta-analysis [18]. The methodological framework for scoping reviews is
underpinned by this exact and transparent way systematic reviews are conducted [17], providing sufficient details to reproduce the results. The workflow for a scoping review proposed by Arksey and O’Malley [30], and adopted in this study, includes 5 stages:

- Identification of a research question;
- Identification of relevant studies;
- Study selection;
- Charting the data; and
- Collating, summarizing, and reporting the results.

The identification of relevant studies and study selection stages in the scoping review methodology corresponds to the PRISMA workflow phases: study collection, scanning, and eligibility evaluation. To ensure transparency, we have enclosed the workflow chart to illustrate the number of identified, scanned, and included articles in this scoping review (Figure 1).

The scope of this study was substantial and the collected research evidence on wearables surpassed the potentials of a manual search. Relying on the advances in NLP algorithms, the NLP tool kit [33] was used to ensure an efficient and exhaustive search of the literature corpus. The NLP tool kit is designed to automate the literature search, scanning, and eligibility assessment in the PRISMA methodological framework for systematic reviews [18], which are aligned with the scoping review phases: identification of relevant studies and study selection.

In the following sections, we clarify the usage of the NLP tool kit for study identification, selection (ie, scanning procedures and eligibility criteria assessment), and charting the data. It is worth noting that no quality assessment of the selected articles has been conducted, as this review has a scoping character. Instead, in the final step, we collated, summarized, and reported the results by aggregating the included studies to address the objectives of this review.

Figure 1. The review workflow reflecting the number of articles identified, screened, processed and removed in each step. The remaining articles were used for aggregating and summarizing the results.
Setting Up the Natural Language Processing Tool Kit

This stage concerns the development of a plan comprising decisions on which digital libraries will be queried, relevant time span, suitable keywords, and properties that should be satisfied. This scoping review has employed the NLP tool kit [33] enabling both automated search, scanning, and processing procedures. The NLP tool kit ensures compliance with the terms of use of the digital libraries, with regard to the number of requests per unit time.

The NLP tool kit input parameters are a collection of keywords that are used to identify potentially relevant articles and a set of properties that should be satisfied by the identified articles. The input is further expanded by proposing synonyms to the search keywords and properties. Synonyms can be provided by the user or proposed by the tool kit and fine-tuned if needed.

Keywords are search terms or phrases that are used to query a digital library (eg., “health” and “ambient and assisted living,” “health” and “enhanced living environment”). Eventual duplicates in the results are removed in a later phase. Properties are words or phrases that are being searched in the title, abstract or keywords section of the articles identified with the keywords. Examples of such properties employed in this study are “monitoring,” “recommendation,” and “detection.” Property groups are thematically, semantically, or otherwise grouped properties for a more comprehensive presentation of results. For example, the property group for the set of properties given in the example above can be “information delivery.” Table 1 summarizes the relevant input categories used in this work.

<table>
<thead>
<tr>
<th>Table 1. The natural language processing tool kit input parameters: keywords, properties, and property groups.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input parameters</td>
</tr>
<tr>
<td>Keywords</td>
</tr>
<tr>
<td>Property groups (properties)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Identification of Relevant Studies

Upon provision of the defined input categories, the literature search was started using only the specified keywords to query the selected digital libraries. The NLP tool kit indexed the following digital libraries (ie, sources): IEEE Xplore, Springer, and PubMed. It is worth noting that the NLP tool kit has used search engines of the corresponding publishers and retrieved the search results. Depending on the digital library in each search, the number of retrieved articles was constrained. In the PubMed library, all articles matching the given search criteria were retrieved for further analysis. The IEEE’s search engine limits the number of articles in each search to 2000, all of which were retrieved. For Springer, the search for each keyword separately is limited to 1000 articles or 50 pages with results, whichever comes first, sorted by relevance determined by Springer.

Study Selection

After articles had been identified based on the specified keywords and retrieved from the publishers, the study selection (screening and eligibility assessment) procedures followed. Upon merging the results from multiple independent keyword-based searches, some articles could be present multiple times because they could be identified by different keywords or in multiple libraries. Therefore, the collected articles were screened, and duplicates were removed using their digital object identifier (DOI). In addition, the screening process discarded articles that were not published in the required time span (ie, last 10 years) or for which the title or abstract could not be...
analyzed because of parsing errors, unavailability, or other reasons.

The selection of studies from the remaining subset of articles relied on the advanced functionalities enabled by NLP tools. The NLP tool kit automates analysis of a title and abstract for each study, significantly reducing the number of articles for manual screening. The automated eligibility analysis involved the following processing: tokenization of sentences [34,35] and English stop words removal, stemming, and lemmatization [35] using the Natural Language Tool kit library [36]. Stemmed and lemmatized properties were searched in the cleaned abstracts and titles, and each article was tagged with the properties it contained.

The processed articles were selected (ie, labeled as relevant) if they contained at least 3 of the predefined properties in its title or abstract (considering the above NLP-enhanced searching capabilities, thus performing a rough screening). To help in the eligibility analysis, the selected articles were sorted by the number of identified property groups, number of identified properties, number of citations (if available), and year of publication, all in descending order. For the relevant articles, the tool kit automatically generated a bibliographic file (as defined by BibTeX reference management software) for simplified citations.

The information flow diagram illustrating the numbers of identified, screened, processed, and removed studies in the automated NLP procedure is presented in the Results section (Figure 1) to ensure transparency and reproducibility.

The listing of the relevant identified articles extracted from IEEE, PubMed, and Springer is available in Multimedia Appendix 1 as an Excel file with the following fields: DOI, link, title, authors, publication date, publication year, number of citations, abstract, keyword, source, publication title, affiliations, number of different affiliations, countries, number of different countries, number of authors, BibTeX cite key, number of found property groups, and number of found properties. These additional files facilitate refined manual search of the articles with specific filtering criteria. The subset of targeted articles can subsequently be retrieved from their publisher and manually analyzed for potential inclusion in the qualitative and quantitative synthesis. It should be noted that not all the references provided within this study are from the identified set of relevant papers. Some additional papers identified in a manual search were used to illustrate and confirm the findings of this study. The processed and retained relevant articles were aggregated by several criteria:

- Source (digital library) and relevance selection criteria;
- Publication year;
- Digital library and publication year;
- Search keyword and digital library;
- Search keyword and year;
- Property group and year;
- Property and year, generating separate charts for each property group; and
- Number of countries, number of distinct affiliations and authors, aiming to simplify the identification of collaboration patterns (eg, written by multiple authors with different affiliations).

These aggregated metrics are available in the form of comma-separated values files and charts. The plotting of the aggregate results was integrated and streamlined using the Matplotlib library [37] and NetworkX [38]. The NLP tool kit enables graphical visualization of the results, where each node represents one of the properties, each edge connects 2 different properties, and its weight is determined by the number of articles containing both properties connected by that edge. Articles that do not contain at least 2 properties, and properties that were not present in at least 2 articles were excluded. For a clearer visualization, only the top 25% property pairs by the number of occurrences are shown in a graph.

A similar graph for the countries of affiliations was generated. The top 50 countries by the number of collaborations were considered for this graph. Countries and an edge between them are shown if the number of bilateral or multilateral collaborations was in the top 10% (above 90th percentile) within those 50 countries.

Collating, Summarizing, and Reporting Results

Using charted data and extracted evidence, we were able to analyze the trends in data and provide qualitative analysis for each thematic segment (as defined by the property groups). The results were reported with regard to the raised research questions. The meaning of these findings was related to the study purpose, and the potential impact on the future research direction was discussed.

Results

Number and Distribution of Identified Articles

Using the NLP tool kit and searching 3 digital libraries: PubMed, IEEE, and Springer, we identified 21,288 studies with potential relevance (Figure 1). Duplicates that emerged in multiple independent searches were removed, reducing the total number to 15,218 studies. The first screening process further eliminated 5006 studies published before 2010 or for which the title or abstract could not be analyzed because of parsing errors, unavailability, or any other reason. The remaining 10,212 studies underwent an automated eligibility assessment using the advanced NLP tool kit functionalities. After processing, the articles were tagged with identified properties, and all articles containing less than 3 properties were removed. Overall, 2406
articles were deemed eligible for further manual inspection and inclusion in identifying the research trends and summarizing the results. The statistics on the number of the collected articles, duplicates, articles with invalid time span or the articles with incomplete data, and relevant articles are presented in Figure 2 for each digital library.

The distribution of the number of collected and relevant articles per year is presented in Figure 3. An increasing trend in the number of collected articles can be noticed from January 2010 to February 2019. The same trend is followed by the number of included articles, which rises from 136 in 2010 to 393 in 2018.

**Figure 2.** Statistics on the number of articles in the identification and study selection (screening and eligibility assessment) phase for each digital library. IEEE: Institute of Electrical and Electronics Engineers.

Combining the information on the digital library (source) and publication year of the identified relevant articles, the obtained distribution reveals that IEEE, being a more technology-oriented library, has an increasing trend in the number of relevant articles from 2010, peaking in 2017 (Figure 4). PubMed leads in the number of articles dealing with CH and assisted living and covers more of the searched properties related to user concerns. The number of PubMed articles follows an increasing trend from 2010 and saturates in research evidence from 2016 onward. The Springer library shows an oscillating trend from 2010 to February 2019, with an average of around 50 articles per year.

**Figure 3.** The number of analyzed articles versus the number of selected relevant articles on wearable technologies per year from January 2010 to February 2019.
Figure 4. The number of identified relevant articles per year from January 2010 to February 2019, sorted by the originated digital library (Institute of Electrical and Electronics Engineers [IEEE], PubMed, and Springer).

Geographical Distribution and Collaboration Evidence
The authors’ affiliations were used to identify wearables’ research community clusters and eventual hubs at the research forefront. Multiple country associations were discovered, but for the sake of presentation clarity, the graph in Figure 5 shows 25 countries (nodes) and 56 edges with at least 7 joint articles (90th percentile) specified as edge weights. The number of papers per presented node is color coded, where violet corresponds to the higher and yellowish (paler) color to the lower number of articles. The identified hubs, United States, Canada, United Kingdom, Germany, China, and Italy, feature both national and international scientific production, whereas the strongest edges exist between the United States and Canada and between the United States and China. The collaboration patterns largely correspond to the neighboring geographical areas. The European countries demonstrate active collaboration scheme as well. The United States, United Kingdom, and China have significant national scientific production in the analyzed research domains.
**Figure 5.** The number of relevant research papers per country and collaboration links with the annotated number of joint articles. For clarity, only 25 countries (nodes) with significant research contribution and minimum 7 joint collaborations (edges) are presented.

**Keywords Statistics**

The selected keywords used to map the literature corpus on wearables with respect to the set research questions appear in the relevant articles with different distributions. **Figure 6** presents the annual number of research papers identified by the search engines of 3 libraries with the defined keywords and additionally filtered manually based on their relevance to the defined properties. Please note that the internals of their search engines are not known, and the libraries might differ in the way they look for these keywords: only in a title, keywords section, abstract, or a whole article. Depending on the digital library, the ratio of the relevant papers containing specific keywords changes (Figure 7). The IEEE digital library has a focus on enabling technology for CH, in terms of novelties in wearable sensing, data processing analytics, computing, and communication protocols. PubMed publications are also oriented toward CH technologies from an assistive and supportive perspective. Springer publications cover slightly different topics, focusing mainly on ambient assisted living (AAL) and ambient intelligence and generally contain more technical articles that address assistive technologies.
Statistics of Properties

As the number of research articles increases within the observed time frame, the number of articles dealing with associated topics summarized in property groups increases accordingly (Figure 8). The increasing trend is accompanied by the stable ratio of papers, with technology-related publications being the leading in number, followed by research related to information delivery, safety and security, and user concerns. When the view is zoomed from property groups to properties, the graph reveals the centrality of monitoring as the essential function of a wearable system tightly connected with the key technology: sensing (Figure 9). The 2 properties interrelate with communication, detection, reliability, safety, security, transmission, data analytics, and privacy as technologically empowered concepts. Acceptance is the key user-related property in the graph core, with privacy and protection to follow.
Figure 8. The number of relevant articles related to each property group per year within the predefined time frame from January 2010 to February 2019.

Figure 9. The property graph indicates the number of relevant articles with each property and the co-occurrences of properties in those.
Discussion

Principal Findings

Wearable medical devices play a critical role as an enabling technology and as a key driver that has facilitated the emergence of CH solutions. This paper presents an overview of the most important milestones and trends that have driven research and development initiatives on wearable technology domains in the last decade. Simultaneously, it aimed to identify the most critical barriers or concerns, as far as technology and user aspects are concerned, that hinder the generalized adoption of wearables and still require further research.

The adopted methodology used the NLP tool kit for searching in 3 digital libraries, PubMed, IEEE, and Springer, for papers that address research on wearable technologies for medical applications. In the following, we address the findings related to the research trends in technology, information delivery, user concerns, safety, and security.

Technology as a Key Driver

The literature (Figure 10) reflects the intense research and development in sensor design, communication protocols, and data processing and analytics. The emergence and evolution of concepts of edge computing, cloud, and fog could be easily tracked. As technology is a key enabler of future CH systems, we briefly review significant technological advances in the comprising components of a wearable system.

Evolution of Sensing Technology

Available sensors and their characteristics largely influence the design of CH systems. The direct sensor’s contact with the body implies their stiffness and size, as the most important features concerning comfort and measurement accuracy. The placement of wearable sensors influences their characteristics, user acceptance, and engineering requirements. As sensors evolve from wearable and implantable to ingestible sensors, barriers arise on multiple pathways: regulatory, technical, and translational [39].

The marked progress in wearable sensors is linked to advances in material science and embedded systems. Smart garments or electronic textiles, featuring sensor flexibility, made the first promise toward seamless and pervasive monitoring. The sensor integration into fabrics varies from garment level, assuming sensor integration at a later stage, to fabric level implying sensor integration by application of coatings to the fabrics [40]. The striving level is a fiber level [40] implying integration of conductive threads and fibers in the knitting process to result in a smart fabric (a concept first proposed about 20 years ago [41]).

Microcontroller-based systems can as well be included within different textile fabric for health applications [42]. Some products have already been approved and introduced to the market, but most of them are at a prototyping stage. The limitations arise at the electronic and textile integration step, slowing down technology transfer. In addition, there are multiple regulatory concerns, such as safety, reliability, and recycling [43]. Another promising technology for wearable CH solutions is microfluidics. Both sensing and drug delivery can be realized by combining microfabrication and liquid manipulation techniques with conductive elements on stretchable and flexible materials [44,45].
Low-power microelectronics, biocompatible materials, micro- and nano-fabrication, advances in data transmission, and management of sensor drift have driven the development of implantable biosensors [46]. Recent advances report the use of polyamide, flexible material for sensor platforms [47,48]. Research on flexible mechanical and electrical sensing has demonstrated great potential in in vitro diagnostics [49] and advanced therapy delivery [50]. Polymer-based switching matrices used for electronic skin to enable pressure sensing (robots, displays, and prosthetics), evolved into skin-attachable wearable electronic devices [48]. Another use-case involves surgical procedures, where these matrices are used in surgical procedures as part of mapping systems attached to the surface of the organs [50]. Active research directions in polymer sensors are focused on transparency [51], self-powering [52], and self-healing [53] capabilities.

The new generation of implantable sensing solutions for tissue and organ monitoring is enabled by advances in epidermal electronics based on soft lithography and thin-film sensors [46,54]. For example, electrocardiogram, blood glucose, and blood pressure sensors integrated with microstructures provide optical, thermal, and electrical stimulation [55].

Hearables are one of the latest wearable devices aiming to integrate sensing of multiple physiological signals into a single device [56]. The in-ear placement of such a device requires a flexible and comfortable fit and provides stable position regardless of the subject’s gross movements. The viscoelastic foam used as a substrate additionally ensures artefacts absorption, as the ear channel is affected by small movements, when speaking, swallowing, or chewing. The solution proposed by Goverdovsky et al [56] offers continuous measurements of cardiac, brain, and respiratory functions.

Implantable pacemakers, pressure sensors, cochlear implants, drug infusion pumps, and stimulators are all examples of implantable devices delivering therapy or providing physiological monitoring [39]. The majority of implantable devices currently operate in an open loop. New research challenges are focused on combining monitoring and therapy delivery for the optimized closed-loop personalized therapy [39]. The neural signal recording is ultimately the most demanding task, as it requires precise, low-power, and low-noise electronics and miniaturized and light weight implantable designs [57]. Neural implants face the hardest challenges in the translational pathway of the research-grade solutions into clinically approved products.

Ingestible sensors for image and data recording in gastrointestinal endoscopy have already proven their benefits in early detection of gastrointestinal cancers [58]. Ingestible, similarly to implantable devices, face challenges that shape the ongoing research: operation frequency selection, amplifiers, antenna design and performance, wireless channel modeling, increasing data rates, and power considerations.

Besides tracking basic physiological parameters (electrocardiogram, blood pressure, blood oxygen saturation, temperature, etc) sensing functions in wearable medical devices have also moved off the body toward contactless or seamless ambient embedded physiological sensing in, for example, keyboards, joysticks, steering wheels, bicycle handles, doors [59], mattresses [60], beds [61], and toilet seats [62]. The combination of such monitoring products with the data-driven services has promoted the development of the AAL concept. The AAL is a new ambient intelligence paradigm where new technologies are associated with the social environment, to transparently improve and assist the daily quality of peoples’ lives. Despite the high number of research and industry organizations already active in the AAL field, significant efforts are still needed to bring these technologies into a real-world usage [15].

**Powering Wearables: Constraining Consumption and Energy Harvesting**

One of the limitations for a widespread adherence to wearable electronic products concerns the power supply needs [7,9,63]. Active wearable systems need to be comfortable, light, user-friendly, and power efficient. The identified research trends reveal that research on battery technology lags compared with research on other wearable system components (Figure 10). This implies that energy efficacy and efficiency remain an important design concern, both for wearable systems and in the design of networks to serve future landscape of wearables (notably fifth generation [5G] architectures).

Energy harvesting technologies have been explored as an alternative energy source to recharge power batteries or super capacitors. The ongoing research in this domain has investigated technologies to explore motion [64,65], thermal [66,67], optical, electromagnetic [68], solar [69], and chemical forms of energy [70]. However, miniature devices that can harvest proper levels of energy are still in their infancy.

Complementary efforts are being invested in the integration of power-efficient technologies and design techniques in wearable systems. Among those are energy-efficient and low-power wireless communication, voltage scaling, low-leakage and low-voltage complementary metal oxide semiconductors [71], and power-performance management.

**Communication Protocols for Wearable Systems**

The medical data are low in volume, but with strict requirements in terms of latency, link reliability, and security [7]. Wearable body sensor networks or BANs refer to sensor networks applied for acquisition or monitoring of vital physiological body parameters unobtrusively. These systems can be used in clinical settings or at home by patients or even healthy people who want to improve or monitor their health conditions.

BANs enable wireless communication in and around a human body in 3 different tiers: intra-BAN, inter-BAN, and the beyond-BAN. Intra-BAN communications refer to communications between on-body sensors, within the surrounding body area, enabling wireless data transmission to a personal server. According to the application and design parameters, the intranetwork can be wired or wireless, or even use the human body as a communication medium. Wired networks, as a second type of communication infrastructure for BAN applications, provide high-speed, reliable, and low-power solutions [72].
The international IEEE 802.15.6 standard enables delivering of low power, short range (in the vicinity or inside, within the human body) reliable wireless communications, with data rates from 75.9 kbps to 15.6 Mbps, making use of industrial, scientific, and medical bands, as well as frequency bands approved by national medical and regulatory authorities [73]. The inter-BAN communications include communicating data from personal devices such as smartphones to the access points, either in an infrastructure-based manner or in an ad hoc manner. Wireless BANs can interact with other existing wireless technologies such as ZigBee, wireless local area networks (WLAN), Bluetooth, wireless personal area network, video surveillance systems, and cellular networks [73].

Finally, the beyond-BAN tier connects the access points to the internet and other networks. Beyond-BAN architectures can be implemented in cloud or fog network infrastructures [74] implying protocols, cloud-based systems, and fog systems as research topics in the wearable CH domain. The major challenges in BAN are associated with media (path loss because of the body absorption), physical layer (minimization of power consumption with uncompromised reliability and interference), medium-access control layer (supporting multiple BANs in parallel application), security, and transmission (loss and delay sensitive real-time transmission) [75].

Limited spectra and the need for higher data rates drive the communication community toward the new generation of cellular networks such as 5G [22,63]. The high-speed data and low-latency features of 5G networks will allow wearable devices to communicate faster (in less than 1 millisecond) and perform real-time control. 5G will be a platform for various services and applications, with support to different communication requirements. The transition to millimeter wave (mmW) frequencies will require new communication architectures to be designed for specific mmW propagation. For protection and regulation of exposures to such frequencies, more appropriate metrics are needed, such as temperature elevation of the contact area [7].

The design of wearable antennas, with safety concerns, device-centric architectures, and smart device communication are some of the changes 5G will require. The development of 5G brought the promises supporting the wearables market, such as radio-frequency sensor charging [63], reduction in latency, high data rates and capacity, and network densification, enabling the massive number of deployed wearables per micro- or picocell [22].

The 5G architectures proposed to serve wearables include microbase stations for blanket coverage, whereas local coverage and data throughput should be ensured with small base stations and remote radio headers (RRHs) [7]. RRHs can also support different wireless technologies to ensure backward compatibility (Bluetooth, visible light communication (VLC), etc). The connection to cloud data servers via base stations enables storage, retrieval, and analytics of user-specific data. Realization of communications between wearables and network edge nodes can be done using licensed or unlicensed communication bands. Licensed communication bands provide quality of service at an increased cost at several levels: a service provider cost for more expensive licensed chips and more power consumed on licensed communication protocols. Unlicensed communication (eg, Bluetooth, WLAN, and VLC) is a cheaper, power-preserving option but limited in range [7].

**Data Processing and Analytics**

The large volume and heterogeneous data types collected using wearable technology have grown beyond the abilities of commonly used data processing techniques [76]. The necessity for reducing the volumes of captured data at the source, to reduce the power consumption and latency, brought processing closer to the sensor nodes, mapping the data algorithms to ultralow-power microcontrollers [46]. Preprocessing approaches, such as noise filters, peak detection, and feature extraction, allow for significant data reduction at the source [77]. Conversely, advanced data analytics imply sensor data integration, thus relying on the powerful devices located in the cloud. 5G should offer mobile edge computing to reduce latency and traffic demands to the central node. In the wearable scenario, communication between various user devices is fostered by 5G machine-to-machine communications, enabling local processing, low latency, and power saving [7].

High-performance computing permits efficient processing of large data volumes through a map-reduce framework [78]. Advanced data caching and in-memory processing coupled with GPU accelerators and coprocessors support intensive parallel operations. The availability of higher computational power enabled the rebirth of computationally intensive deep neural networks, resulting in superhuman performance and cutting-edge research in multiple domains. These are enabling technologies that will bring to reality the third generation of pervasive sensing platforms [46] that will integrate and extract information from a variety of sources: sensed data, clinical records, genomics, proteomics, and social networks, leading to a system-level approach to human health [79].

**Information Delivery and Valuable Feedback**

The research in the user-associated information delivery is primarily concerned with recommendations, provision of feedback, and real-time user insight (Figure 11). Current commercial wearable technologies, tracking vital signs and patterns of activity, lack the relevance for many potential consumers, presenting an additional burden [7]. The motivation to buy and use wearable systems has to be justified in a functional CH application context. The clear user benefit comes from a validated system that would transform collected data into manageable and useful information for medical action, safety instructions, or self-performance estimation and improvement.
To gain wider consumer preference, the information generated by wearables has to be fitted into specific contexts, offering the needed insight and recommendation on actions that should be taken. The second generation of wearable systems, which aims to enable context sensing, needs to integrate many different types of context information, such as sensor information, user profiles and preferences, activity patterns, medical history, and spatial information (location and environment conditions). If not strictly depending on medical condition, the timing, content, and frequency of prompting have to be adjusted to user preferences [80]. As a basic example, the time of day or night implies different content and presentation of the prompting messages because of the different level of user’s readiness and wakefulness [81]. The fusion of physiological and context sensing data will rely on sophisticated data analytics for extraction of relevant information and decision making on an action to be prescribed or advised to the user. The feedback to prompting messages generated in day-to-day system’s interactions with a user would ensure the adaptation to user preferences in time, relying on reinforcement learning.

The transformation of wearables from measurement devices into resources of reliable real-time information, history mining, and smart and personalized decisions would qualify them for health and performance monitoring solutions.

Concerns

Wearables will reshape individuals and society, promoting self-care and health management, moving care outside hospitals, affecting enterprises, and revolutionizing health care [8,82,83]. Their seamless integration into consumers’ electronics is well witnessed throughout the Consumer Intelligence Series on wearables from 2014 and 2016 [8,83]. According to these sources, numerous user concerns such as design, accuracy, reliability, security, privacy, and dampened human interaction are becoming less worrying to the users. Research on sensor materials and communication solutions can provide advances in human-centered design and enhance the user experience.

Another big hurdle for deploying wearable systems in the real-world concerns technology acceptance [84,85]. Even though wearables are adopted by the millennials, the older population is still uncomfortable with using and relying on technology. As opposed to the smartphone, the use of wearables in fitness and well-being scenarios does not have clear usage need and benefits. Consumers complain about uncomfortable and unattractive design, short battery life, and frequent connectivity challenges [8]. With the first wearable devices, we have witnessed a wearables fatigue attitude, which is noticeable in a significant percentage of wearables being discarded within the first 6 months of use [86].

Our findings are aligned with the outcomes of the user feedback reviews on wearable technologies [8,83], as the identified articles confirm the steady increase in research addressing user-related issues such as technology acceptance, technology adoption, and privacy (Figure 12). The primary design requirements are that a wearable device must be fit for the purpose and seamlessly adapted to the user’s lifestyle to be accepted.

Figure 11. The number of relevant articles related to recommendations and feedback on health monitoring solutions from January 2010 to February 2019.
Preserving privacy and confidentiality is a priority to be considered in design specifications. Communications should be encrypted and secured, and the involved parties should ensure confidentiality. This is particularly important in the case of wireless data communications that are easier to intercept [87]. Personal monitoring devices should unobtrusively authenticate the user identity using biometrics or key physiological signs (owner-aware devices).

Different user concerns, such as quality of experience, security, privacy, technology acceptance, and human-centered design, are relevant research topics in the wearable CH domain and can be used to identify future challenges and research trends. Although some of them (eg, quality of experience and human-centered design) might be decreased as the end user pool gains digital competence and technology matures with time, some of them (security, privacy, and technology acceptance) will probably evolve and mix with other, more societal research topics such as environmental impact, circular economy, and digitalization of society. These can raise a new set of concerns related to the socioeconomic impact of wearable technologies in combination with IoT and 5G technologies used for health care and lifestyle.

It is worth mentioning that another spectrum of concerns and barriers relates to the stakeholders involved in the provision and management of health care. Health professionals need scientific evidence on the reliability of collected data, the performance of analytical models mapping the collected data to disease progression, and eventually positive patient outcome in using wearable-based CH solutions [1]. Reshaping the health care critically depends on research work devoted to the design and evaluation of care pathways, provision of optimized feedback, and eventually providing evidence on long- and short-term cost-effectiveness of CH solutions [1,88].

**Safety and Security**

Safety and security are primary considerations for medical devices, tightly coupled with reliability at all system levels. Our findings confirm the increasing importance and research efforts related to these major user concerns (Figure 13). If the wearable device is required to perform safety-critical functions, the tolerance for error is zero. A failure in such a device can cost a life and that requires more effort and time (ultimately cost) to be invested in thoroughly testing and validating the device before it is deemed safe to use.

Along the life cycle of a wearable device, efficient mechanisms are required to detect and diagnose deviations occurring in the captured data. Correct differentiation of errors due to system-related faults from those due to a change in health status is a necessity. Increased level of false alarms (false positive) would prevent user reliance, reduce user alertness, and hamper user adherence to the provided feedback.

Both features, safety and security, are technology conditioned and should be ensured by the system design. Wearable medical devices are required to comply with IEC 62366-1:2015 standards [89] that regulate the application of usability engineering to medical devices to achieve approval. Two new EU regulations on medical devices issued in 2017 that will come into force in May 2020 are Regulation (EU) 2017/745 on medical devices [90] and Regulation (EU) 2017/746 on in vitro diagnostic medical devices [91]. These regulations will have a significant impact on the sector of medical devices that incorporates wearable technology. More stringent procedures for evaluation of medical devices and conformity should improve patient safety.

The CH paradigm involves more connectivity and communications into health care and medical devices. Any device connected to the internet is prone to be targeted for malicious purposes, putting it at a constant threat of damage, theft, and financial cost.
Safety- and security-related properties: protection, reliability, safety, and security. The trends in the period from January 2010 to February 2019 evidence their increasing presence (ie, relevance) as the wearable technology matures.

The number of detected data breaches in health care organizations has increased significantly in the last several years [92]. The reasons are not primarily technical but in part caused by the negligence and lack of knowledge of employees in treating this sensitive data and implementing the information security practices [92]. According to the 2017 Fourth Annual Data Breach Industry Forecast, health care organizations will be the most targeted sector with new, sophisticated attacks emerging. New security frameworks for mHealth are being proposed to ensure security and reliability of medical devices and personal health data [93-96].

After the General Data Protection Regulation was put in place on May 25, 2018, the requirements for data protection and privacy assurance have been raised and unified across Europe. The health care and monitoring systems have to adhere to the privacy by design principle, which requires the incorporation of privacy protection in systems design and not as an afterthought add-on solution.

Limitations of the Study

This study considered only 3 digital libraries, and some relevant articles from nonindexed publishers were not considered. However, keeping in mind the size of the considered digital libraries, we believe that the obtained results are indicative for the purpose of the study.

All digital libraries that were used in this work have different internal search engines with different rules for the maximum number of papers that can be retrieved and different formatting of search results. The papers obtained for this study are the results of the same search query sent to those different search engines. However, keeping in mind the number of papers that were analyzed within this scoping review, we believe that specificities of the publishers’ search engines have limited impact and have not influenced the findings of this work.

In the future, the NLP tool kit needs to be extended to process more digital libraries. In addition, there is an apparent need of a Web app that will make it available to a wider audience. Until then, readers are encouraged to contact the authors if they are interested in using the tool kit.

Conclusions

Wearable medical solutions, integrated into the wider concept of IoT, provide for pervasive data acquisition from a body and beyond, and rely on powerful data analytics, smart networking, and machine-to-machine communications to facilitate patient-centric, personalized, and holistic care. Although technological innovations and availability support the emergence of CH solutions, the widespread adoption of wearables is still hindered by numerous concerns related to reliability, security, and cost-effectiveness.

This scoping review maps the scientific literature related to wearable technology in health care starting from January 2010 to February 2019, identifying the research trends related to enabling technology, and the trends in addressing the concerns from both user and technology perspectives. The NLP tool kit supported search procedures applied over 3 large digital libraries, IEEE, PubMed, and Springer, which provided for a representative subset of 2406 articles on wearable technologies for medical applications.

On the basis of the investigated sample, the main findings reflect key drivers in the field, some research gaps and relevant topics that would benefit from more systematic qualitative knowledge synthesis:

- User concerns were the least addressed topic, whereas the enabling technology research was the main focus in the literature within the observed time period;
- Major breakthroughs were made in sensor technology, data analytics, communications, and computing architectures (edge and cloud);
- Research on battery technology and efficient solutions for energy harvesting has lagged, implying energy efficiency...
as one of the major constraints in designing wearable solutions for pervasive monitoring;

- Research on communication technologies focuses on 5G featuring low-latency, massive connectivity, and high capacity to mitigate the current challenges with respect to real-time feedback, energy, and computing constraints;
- The research related to the user-associated information delivery was mainly focused on monitoring and measurement information and much less on the provision of feedback recommendation and prescriptive insight; and
- The most addressed concerns from the user perspective were technology acceptance and issues related to safety and security, implying privacy and reliability as the most central topics.

This study confirms that applications of the wearable technology in the CH domain are becoming mature and established as a scientific domain. However, further research and development are required to improve their reliability, comfortability, and dependability levels. The research focus shifts from sensors and data analytics toward the sustainable delivery of valuable recommendations, reliable, energy-efficient, and low-latency communications and computation offloading. Sensor data integration goes beyond body-level integration to include context sensing, location and environment metrics, medical history, pattern of activities, and user preferences. This is essential for making wearables a robust patients’ representation interface and reliable node of the IoT infrastructure that makes CH a reality.

There is a further need to explore and provide the literature evidence supporting the positive experiences, improved patient outcomes, and cost-effectiveness of CH solutions. Practical adoption in the field still demands design and validation of new care pathways, optimization of interventional strategies, and a sound business model.
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Abstract

Background: Although distress screening is crucial for cancer survivors, it is not easy for clinicians to recognize distress. Physical activity (PA) data collected by mobile devices such as smart bands and smartphone apps have the potential to be used to screen distress in breast cancer survivors.

Objective: The aim of this study was to assess data collection rates of smartphone apps and smart bands in terms of PA data, investigate the correlation between PA data from mobile devices and distress-related questionnaires from smartphone apps, and demonstrate factors associated with data collection with smart bands and smartphone apps in breast cancer survivors.

Methods: In this prospective observational study, patients who underwent surgery for breast cancer at Asan Medical Center, Seoul, Republic of Korea, between June 2017 and March 2018 were enrolled and asked to use both a smartphone app and smart band for 6 months. The overall compliance rates of the daily PA data collection via the smartphone walking apps and wearable smart bands were analyzed in a within-subject manner. The longitudinal daily collection rates were calculated to examine the dropout pattern. We also performed multivariate linear regression analysis to examine factors associated with compliance with daily collection. Finally, we tested the correlation between the count of daily average steps and distress level using Pearson correlation analysis.

Results: A total of 160 female patients who underwent breast cancer surgeries were enrolled. The overall compliance rates for using a smartphone app and smart bands were 88.0% (24,224/27,513) and 52.5% (14,431/27,513), respectively. The longitudinal compliance rate for smartphone apps was 77.8% at day 180, while the longitudinal compliance rate for smart bands rapidly decreased over time, reaching 17.5% at day 180. Subjects who were young, with other comorbidities, or receiving antihormonal therapy or targeted therapy showed significantly higher compliance rates to the smartphone app. However, no factor was associated with the compliance rate to the smart band. In terms of the correlation between the count of daily steps and distress level, step counts collected via smart band showed a significant correlation with distress level.
Conclusions: Smartphone apps or smart bands are feasible tools to collect data on the physical activity of breast cancer survivors. PA data from mobile devices are correlated with participants’ distress data, which suggests the potential role of mobile devices in the management of distress in breast cancer survivors.

Trial Registration: ClinicalTrials.gov NCT03072966; https://clinicaltrials.gov/ct2/show/NCT03072966

(J Med Internet Res 2019;21(9):e13463) doi:10.2196/13463
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Introduction

Distress screening is important in cancer survivorship care. The prevalence of depression and anxiety were reported to be high among cancer survivors [1,2]. The National Comprehensive Cancer Network and American Society of Clinical Oncology guidelines recommend all cancer patients be screened for depressive symptoms [3,4].

Although distress screening is crucial for cancer survivors, it is not easy for clinicians to recognize distress. Some studies have demonstrated that the prevalence and severity of depression are underestimated [4,5]. Moreover, conventional screening tools for distress are patient-reported outcomes (PROs) based on paper questionnaires, which are subject to recall bias and do not reflect real-time episodes of distress.

Electronic PROs (ePROs) using a smartphone app can be used as a screening tool for depression in practice [6]. While the completion rate of online questionnaires in cancer patients was about 15.0% from home, the overall compliance rate increased when patients used smartphone apps [7-9]. Although ePROs using apps is a feasible tool for distress screening, there is still room for improvement in adherence rates.

Researchers have recently suggested that changes in physical activities (PA) per the data collected by wearable devices can predict mood changes [10-11]. PA data collected by mobile devices such as smart bands and smartphone apps to screen distress in cancer survivors could offer tremendous advantages. However, the previous studies were not conducted in cancer survivors, the sample size was relatively small, and distress or depression was not evaluated by conventional screening tools.

The prerequisite and essential condition for using mobile devices for data collection is compliance to mobile devices. However, long-term compliance to mobile devices, especially in clinical setting, has rarely been studied. According to a systematic review [12], among compliance studies with mobile device–based ecological momentary assessment, about half of the studies (24/42, 62%) recruited youth from nonclinical settings, the length of studies ranged only from 2 to 42 days, and the sample size in clinical settings was small (range 5 to 84 participants). Until now, there has been a lack of evidence about long-term compliance and data collection using mobile devices.

We conducted a single-center, prospective, observational study with 160 breast cancer patients who underwent breast cancer surgery and 6-month follow-up. The aim of this study was to assess data collection rates of smartphone apps and smart bands in terms of PA data to investigate the correlation between PA data from mobile devices and distress-related questionnaire data from smartphone apps and demonstrate factors associated with data collection with smart bands and smartphone apps in breast cancer survivors.

Methods

Study Setting and Subjects

This prospective observational study recruited patients who underwent surgeries for breast cancer at Asan Medical Center, Seoul, Republic of Korea. Patients were eligible for study participation if they were women between the ages of 20 and 65 years and had their own Android smartphones compatible with the WalkOn app (Swallaby Co, Ltd), a free activity tracking app modified for this study. Patients who had distant metastasis, recurrent breast cancer, or severe medical conditions such as cardiovascular disease and those who had no capability of using a smartphone were excluded. Patients on chemotherapy were also excluded.

Written informed consent was obtained from all subjects at enrollment. The study protocol was approved by the institutional review board at Asan Medical Center (2016-0819). This study was registered on the ClinicalTrial.gov website (NCT03072966).

Recruitment and Follow-Up

During the hospital stay after breast cancer surgery, subjects were contacted by a clinical research assistant. After consenting to participate, subjects completed paper-based questionnaires (Distress Thermometer [DT] and Patient Health Questionnaire–9 [PHQ-9]) at baseline. The clinical research assistant helped to download the Android-based app (WalkOn) to the participants’ smartphones.

At the first visit to the clinic after discharge, subjects who are not undergoing adjuvant chemotherapy received wearable devices (Fitbit Charge HR, Fitbit Inc), and the Fitbit apps were installed on their smartphones. Subjects scheduled to receive adjuvant chemotherapy were provided the wearable devices after chemotherapy. The clinical research assistant called participants after 3 weeks to follow up and assist with collection of data from the wearable devices. At the 3- and 6-month follow-ups, participants’ smartphone apps and smart bands were checked by the clinical research assistant.

Smartphone App and App-Based Questionnaire

The health-related smartphone app, WalkOn, has been developed by the mobile phone health care app company, Swallaby Co,
Lmt. The app provides users with platforms for tracking their daily steps and creates mobile communities where users can communicate with each other and view other members’ daily steps to motivate them and promote health-related activities.

App-based self-reporting questionnaires have been included in this app, which exclusively allows study participants to complete daily, weekly, and biweekly questionnaires. The daily questionnaires developed and previously reported by the authors consisted of self-reporting modules for daily anxiety, sleep, and emotion [6,9]. Weekly DT and biweekly PHQ-9 questionnaires were also collected through the app, and push alarms from Sunday to Tuesday every week were sent to subjects’ smartphones as notification.

Activity Tracking From Smartphone Apps and Smart Bands

We used the app to collect data on participants’ daily steps. Once the app was activated at enrollment, participants were instructed to open the app and pull-to-refresh the front page of the app at least once weekly to send the weekly bundle of daily walking data to a central database system. The central database system collected the daily walking data for each subject with anonymized user ID, item ID, date and time of input, and input value.

As a second channel for data collection, a smart band (Fitbit Charge HR) was also used to monitor daily PA and sleep patterns in real time during the 6-month study period. Briefly, the Fitbit Charge HR is designed to measure various PAs such as steps taken, distance traveled, and calories burned. It also shows users how many minutes they have been active during the day. Similar to the walking app, after Fitbit activation, participants were instructed to access the Fitbit app and pull-to-refresh at least once per week to send the weekly set of daily walking data to the server. The Fitbit app also sent a push notification to the users about changes in daily activity patterns. While the mobile walking app only collects the number of steps per day, the Fitbit collects various indicators about PA each minute. The central database system collected all indicators at both minute- and day-levels using anonymized user ID, item ID, date and time of input, and input values.

Statistical Analysis

The feasibility of the app-based and smart band–based PA collecting systems were analyzed by calculating individual-level data collection rates, defined as the total number of days in which data collection was completed divided by the number of follow-up days for each patient as well as a longitudinal day-level data collection rate, defined as the total number of patients with PA data divided by the number of patients who did not drop out on a single specific day from the start of data collection. The cumulative longitudinal day-level data collection rate was defined as the mean of all longitudinal day-level data collection rates from day 0 to day 20. The definitions of individual-level, longitudinal day-level, and cumulative longitudinal day-level data collection rates were similar with the measurements of compliance which were described previously [9].

Student t tests and chi-square tests were used to investigate the differences in patient characteristics between high and low data collection rate groups. The variables of interest included age, marital status, education, occupation, comorbidity, past episode of depression, surgery, chemotherapy, radiation therapy, antihormonal therapy, targeted therapy, and stage. The mean value of individual-level data collection rates was used as the cutoff to divide the high and low collection rate groups. The mean individual-level rates were 91.1% for the smartphone app and 55.0% for the smart band.

The Pearson correlation test was used to calculate the correlation between app-based and band-based collection rates. To more comprehensively investigate the factors affecting individual-level collection rates, we conducted multivariate linear regression analysis for both app- and band-based data collection rates with all variables. Since two patients did not report baseline distress levels in presurvey, we exclude them from step 2 and 3 analyses.

Finally, we examined the correlation between app-based and band-based step counts and distress-related psychological questionnaires using Pearson correlation tests.

Results

Descriptive Statistics

From June 2017 to January 2018, we assessed for study eligibility 1247 consecutive patients who underwent breast cancer surgery (Figure 1). After screening, 591 patients were excluded; 176 patients were not able to be contacted during the hospital stay and 320 patients refused to join the study. A total of 160 patients were enrolled in this study. During follow-up, 33 participants withdrew consent due to inconvenience (n=26), transfer to other hospitals (n=2), app compatibility problems after update (n=4), and breast cancer recurrence (n=1).

Table 1 summarizes descriptive statistics of the demographic and clinical characteristics of the subjects as absolute and relative frequencies. Subjects were aged mean 45.3 [SD 6.8] years (range 28 to 64 years), and about three-quarters (121/160, 75.6%) were younger than 50 years. Sixty-four subjects completed adjuvant or neoadjuvant chemotherapy before beginning daily data collection. Among the 160 patients, 75.6% (121/160) were less than 50 years of age, 66.9% (107/160) had an educational attainment of college level or higher, and 47.5% (76/160) were currently employed. The mean baseline EQSD-5L score was 0.91 (SD 0.1). Regarding breast cancer stages, 13.1% (21/160) of patients had stage 0, 48.1% (77/160) had stage I, 24.4% (39/160) had stage II, and 14.4% (23/160) had stage III disease.
Figure 1. Subject enrollment.

Total breast cancer surgeries N=1,247

Exclusion N=591
- Age: 202
- Recurrent or metastatic: 96
- Problem with application: 263
Others:
- Pregnancy: 4
- Out-patient clinic: 12
- No cancer insight: 1
- Foreigner: 3
- Transfer: 5
- Mental retardation: 1
- Male: 4

N=656

Refuse: 320
Could not contact: 176

Enrollment N=160

Consent withdrawal during follow-up N=33

Complete follow-up N=127
### Table 1. Subject demographics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=160)</th>
<th>App compliance</th>
<th>Band compliance</th>
<th>P value</th>
<th>Lower (n=80)</th>
<th>Higher (n=80)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Higher (n=133)</td>
<td>Lower (n=27)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>45.3 (6.8)</td>
<td>44.9 (6.9)</td>
<td>47.1 (6.4)</td>
<td>.13</td>
<td>44.9 (6.5)</td>
<td>45.7 (7.1)</td>
<td>.43</td>
</tr>
<tr>
<td>&lt;50, n (%)</td>
<td>121 (75.6)</td>
<td>103 (77.4)</td>
<td>18 (66.7)</td>
<td>.35</td>
<td>65 (81.3)</td>
<td>56 (70.0)</td>
<td>.14</td>
</tr>
<tr>
<td>≥50, n (%)</td>
<td>39 (24.4)</td>
<td>30 (22.6)</td>
<td>9 (33.3)</td>
<td></td>
<td>15 (18.7)</td>
<td>24 (30.0)</td>
<td>—</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td>0.63</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>137 (85.6)</td>
<td>114 (85.7)</td>
<td>23 (85.2)</td>
<td></td>
<td>70 (87.5)</td>
<td>67 (83.8)</td>
<td>.73</td>
</tr>
<tr>
<td>Single</td>
<td>20 (12.5)</td>
<td>17 (12.8)</td>
<td>3 (11.1)</td>
<td></td>
<td>9 (11.3)</td>
<td>11 (13.7)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (1.9)</td>
<td>2 (1.5)</td>
<td>1 (3.7)</td>
<td></td>
<td>1 (1.2)</td>
<td>2 (2.5)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>0.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤High school</td>
<td>53 (33.1)</td>
<td>42 (31.6)</td>
<td>11 (40.7)</td>
<td></td>
<td>25 (31.3)</td>
<td>28 (35.0)</td>
<td>.74</td>
</tr>
<tr>
<td>&gt;High school</td>
<td>107 (66.9)</td>
<td>91 (68.4)</td>
<td>16 (59.3)</td>
<td></td>
<td>55 (68.7)</td>
<td>52 (65.0)</td>
<td></td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td></td>
<td></td>
<td>0.33</td>
<td></td>
<td></td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>Yes</td>
<td>76 (47.5)</td>
<td>66 (49.6)</td>
<td>10 (37.0)</td>
<td></td>
<td>41 (51.3)</td>
<td>35 (43.8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>84 (52.5)</td>
<td>67 (50.4)</td>
<td>17 (63.0)</td>
<td></td>
<td>39 (48.8)</td>
<td>45 (56.2)</td>
<td></td>
</tr>
<tr>
<td>Comorbidity, n (%)</td>
<td></td>
<td></td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td>Yes</td>
<td>108 (67.5)</td>
<td>95 (71.4)</td>
<td>13 (48.1)</td>
<td></td>
<td>50 (62.5)</td>
<td>58 (72.5)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>52 (32.5)</td>
<td>38 (28.6)</td>
<td>14 (51.9)</td>
<td></td>
<td>30 (37.5)</td>
<td>22 (27.5)</td>
<td></td>
</tr>
<tr>
<td>Past episode of depression, n (%)</td>
<td></td>
<td></td>
<td>0.498</td>
<td></td>
<td></td>
<td></td>
<td>.84</td>
</tr>
<tr>
<td>Yes</td>
<td>2 (1.3)</td>
<td>2 (1.5)</td>
<td>0 (0)</td>
<td></td>
<td>1 (1.3)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>152 (95.0)</td>
<td>127 (95.5)</td>
<td>25 (92.6)</td>
<td></td>
<td>77 (96.3)</td>
<td>75 (93.7)</td>
<td></td>
</tr>
<tr>
<td>No response</td>
<td>6 (3.8)</td>
<td>4 (3.0)</td>
<td>2 (7.4)</td>
<td></td>
<td>2 (2.4)</td>
<td>4 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Surgery, n (%)</td>
<td></td>
<td></td>
<td>0.60</td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>Mastectomy</td>
<td>11 (6.9)</td>
<td>9 (6.8)</td>
<td>2 (59.3)</td>
<td></td>
<td>7 (8.8)</td>
<td>4 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Breast-conserving surgery</td>
<td>107 (66.9)</td>
<td>91 (68.4)</td>
<td>16 (74)</td>
<td></td>
<td>58 (72.5)</td>
<td>49 (61.3)</td>
<td></td>
</tr>
<tr>
<td>Mastectomy with reconstruction</td>
<td>42 (26.3)</td>
<td>33 (24.8)</td>
<td>9 (33.3)</td>
<td></td>
<td>15 (18.8)</td>
<td>27 (33.7)</td>
<td></td>
</tr>
<tr>
<td>Previous chemotherapy, n (%)</td>
<td></td>
<td></td>
<td>0.28</td>
<td></td>
<td></td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>Yes</td>
<td>65 (40.6)</td>
<td>51 (38.3)</td>
<td>14 (51.9)</td>
<td></td>
<td>36 (45.0)</td>
<td>29 (36.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>95 (59.4)</td>
<td>82 (61.7)</td>
<td>13 (48.1)</td>
<td></td>
<td>44 (55.0)</td>
<td>51 (63.7)</td>
<td></td>
</tr>
<tr>
<td>Antihormonal therapy, n (%)</td>
<td></td>
<td></td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Yes</td>
<td>135 (84.4)</td>
<td>116 (87.2)</td>
<td>19 (70.4)</td>
<td></td>
<td>68 (85.0)</td>
<td>67 (83.7)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>25 (15.6)</td>
<td>17 (12.8)</td>
<td>8 (29.6)</td>
<td></td>
<td>12 (15.0)</td>
<td>13 (16.3)</td>
<td></td>
</tr>
<tr>
<td>Radiation therapy, n (%)</td>
<td></td>
<td></td>
<td>0.47</td>
<td></td>
<td></td>
<td></td>
<td>.34</td>
</tr>
<tr>
<td>Yes</td>
<td>124 (77.5)</td>
<td>105 (78.9)</td>
<td>19 (70.4)</td>
<td></td>
<td>65 (81.3)</td>
<td>59 (73.8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>36 (22.5)</td>
<td>28 (21.1)</td>
<td>8 (29.6)</td>
<td></td>
<td>15 (18.7)</td>
<td>21 (26.3)</td>
<td></td>
</tr>
<tr>
<td>Targeted therapy, n (%)</td>
<td></td>
<td></td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td>.76</td>
</tr>
<tr>
<td>Yes</td>
<td>148 (92.5)</td>
<td>127 (95.5)</td>
<td>21 (77.8)</td>
<td></td>
<td>73 (91.3)</td>
<td>75 (93.8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>12 (7.5)</td>
<td>6 (4.5)</td>
<td>6 (22.2)</td>
<td></td>
<td>7 (8.7)</td>
<td>5 (6.2)</td>
<td></td>
</tr>
<tr>
<td>Stage, n (%)</td>
<td></td>
<td></td>
<td>0.31</td>
<td></td>
<td></td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td>0</td>
<td>21 (13.1)</td>
<td>16 (12.0)</td>
<td>5 (18.5)</td>
<td></td>
<td>8 (10.0)</td>
<td>13 (16.3)</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>77 (48.1)</td>
<td>68 (51.1)</td>
<td>9 (33.3)</td>
<td></td>
<td>39 (48.8)</td>
<td>38 (47.5)</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>39 (24.4)</td>
<td>30 (22.6)</td>
<td>9 (33.3)</td>
<td></td>
<td>23 (28.7)</td>
<td>16 (20.0)</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>23 (14.4)</td>
<td>19 (14.3)</td>
<td>4 (14.8)</td>
<td></td>
<td>10 (12.5)</td>
<td>13 (16.3)</td>
<td></td>
</tr>
<tr>
<td>Characteristics</td>
<td>Total (N=160)</td>
<td>App compliance</td>
<td>Band compliance</td>
<td>P value</td>
<td>P value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>---------</td>
<td>---------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Higher (n=133)</td>
<td>Lower (n=27)</td>
<td></td>
<td>Higher (n=80)</td>
<td>Lower (n=80)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distress thermometer score, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥5</td>
<td>59 (36.9)</td>
<td>46 (34.6)</td>
<td>13 (48.1)</td>
<td>26 (32.5)</td>
<td>33 (41.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤5</td>
<td>99 (61.9)</td>
<td>85 (63.9)</td>
<td>14 (51.9)</td>
<td>53 (66.3)</td>
<td>46 (57.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No response</td>
<td>2 (1.2)</td>
<td>2 (1.5)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
<td>1 (1.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HRQOLb with EQ5D-5Lc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EQ5D-5L index, mean (SD)</td>
<td>0.91 (0.1)</td>
<td>0.92 (0.1)</td>
<td>0.87 (0.1)</td>
<td>0.92 (0.1)</td>
<td>0.90 (0.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No response, n (%)</td>
<td>2 (1.2)</td>
<td>2 (1.5)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
<td>1 (1.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9d total score, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥11</td>
<td>37 (23.2)</td>
<td>30 (22.6)</td>
<td>7 (25.9)</td>
<td>20 (25.0)</td>
<td>17 (21.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤11</td>
<td>121 (75.6)</td>
<td>101 (75.9)</td>
<td>20 (74.1)</td>
<td>59 (73.8)</td>
<td>62 (77.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No response</td>
<td>2 (1.2)</td>
<td>2 (1.5)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
<td>1 (1.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median follow-up in days, median (SD)</td>
<td>164 (39.3)</td>
<td>164 (39.3)</td>
<td>164 (40.4)</td>
<td>.95</td>
<td>.71</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aData not applicable.
bHRQOL: Health-Related Quality of Life.
cEQ5D-5L: 5-dimension 5-level health questionnaire.
dPHQ-9: Patient Health Questionnaire–9.

Data Collection Rates

Among 160 participants, 127 completed the 180-day study period, and 33 patients had different follow-up periods depending on the withdrawal date (minimum: 11 days, maximum: 176 days, median: 101 days). The total sum of follow-up days of all participants is 27,513, slightly less than 28,800 (160*180) because of patient dropout.

In total, 24,224 and 14,431 data points were collected via smartphone apps and smart bands, respectively. The overall data collection rates for using the smartphone app and smart band were 88.05% (24,224/27,513) and 52.45% (14,431/27,513), respectively.

The data collection rate via smartphone app was >80% for 141 subjects (88.1%) and via smart band was >80% for 53 participants (33.1%). The longitudinal day-level data collection rates from day 1 to day 180 were calculated at daily intervals and plotted (Figure 2). For the smartphone app, the longitudinal data collection rate remained above 75%, reaching 77.8% at day 180, while the cumulative longitudinal data collection curve showed a steady decrease to 88% (representing overall data collection) at day 180. Although cumulative longitudinal data collection with smart bands was 46% at day 90, longitudinal compliance rate for smart bands more rapidly decreased, reaching 17.5% at day 180.

Daily data collection of mobile questionnaires is relatively smaller than the daily data collection of the semiautomated walking steps collection systems. The daily questionnaires consisted of self-reporting modules for daily anxiety, sleep, and emotion questionnaire [6,9], and in total, 20,733 data points were collected via the smartphone app. The overall data collection rate for using the smartphone app self-reporting modules was 75.36% (20,733/27,513). Therefore, we can use the self-reported value of daily anxiety, sleep, and emotion as focal outcome variables to develop distress screening system in our future study. The weekly DT and biweekly PHQ-9 were also collected through the same app, and the overall weekly data collection rates for them were 42.42% (3597/8480) and 41.86% (1775/4240), respectively. As we expected, the self-reported value was less diligently collected than the semiautomated walking step counts.
Factors Related to Data Collection Rates

In univariate analyses, comorbidities, antihormonal therapy, and targeted therapy were significantly associated with greater data collection rates with the walking app (Table 1). Table 2 shows the results of hierarchical regression analysis. In the first step including demographic variables, no factors were associated with data collection rates for smartphone apps and smart bands. In step 2, we added clinical factors to the model. Since clinical factors such as the types of therapy patients received are important to explain the data collection rate, the amount of variance explained by data collection rates with the app increased to 11.7%, with age, comorbidity, antihormonal therapy, and targeted therapy as significant predictors. Age became a significant factor in step 2 as other factors were included in the model. In step 3, the final model explained 12% of the variance in the data collection rates with the smartphone app. All variables with significance in step 2 remained significant in the final model. Young women were more compliant in the collection of PA data via the smartphone app. Subjects with any kind of disease in addition to breast cancer had a higher rate of data collection with the app \( (P=0.001; \text{Table 2}) \). Patients on antihormonal \( (P=0.009) \) or targeted \( (P=0.011) \) therapies had significantly higher rates of data collection with the app (Table 2). In contrast, no demographics or clinical factors were associated with compliance with wearing the smart band (Table 3).

We also tested the correlation between the data collection rates for the use of the app and smart band. The 95% confidence interval ranged from –0.22 to 0.09, and the \( P \) value was 0.41, indicating there was no correlation between these data collection rates.
Table 2. Factors associated with data collection with the smartphone app in multivariate analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Step 1: demographics (N=160)</th>
<th>Step 2: clinical factors (n=158)</th>
<th>Step 3: depression-related factors (n=158)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta</td>
<td>P value</td>
<td>Beta</td>
</tr>
<tr>
<td>Constant</td>
<td>1.09</td>
<td>&lt;.001</td>
<td>0.71</td>
</tr>
<tr>
<td>Age</td>
<td>−0.01</td>
<td>.22</td>
<td>−0.01</td>
</tr>
<tr>
<td>Marital status: single</td>
<td>−0.09</td>
<td>.15</td>
<td>−0.01</td>
</tr>
<tr>
<td>Marital status: other</td>
<td>0.03</td>
<td>.81</td>
<td>0.11</td>
</tr>
<tr>
<td>≤High school</td>
<td>−0.01</td>
<td>.97</td>
<td>−0.02</td>
</tr>
<tr>
<td>No occupation</td>
<td>−0.01</td>
<td>.95</td>
<td>0.01</td>
</tr>
<tr>
<td>Comorbidity: yes</td>
<td>_a</td>
<td>—</td>
<td>0.13</td>
</tr>
<tr>
<td>Mastectomy (baseline: breast-conserving surgery)</td>
<td>—</td>
<td>—</td>
<td>−0.11</td>
</tr>
<tr>
<td>Mastectomy with reconstruction (baseline: breast-conserving surgery)</td>
<td>—</td>
<td>—</td>
<td>−0.11</td>
</tr>
<tr>
<td>Previous chemotherapy</td>
<td>—</td>
<td>—</td>
<td>0.04</td>
</tr>
<tr>
<td>Antihormonal therapy</td>
<td>—</td>
<td>—</td>
<td>0.14</td>
</tr>
<tr>
<td>Radiation therapy</td>
<td>—</td>
<td>—</td>
<td>−0.08</td>
</tr>
<tr>
<td>Targeted therapy</td>
<td>—</td>
<td>—</td>
<td>0.17</td>
</tr>
<tr>
<td>Stage I (baseline: stage 0)</td>
<td>—</td>
<td>—</td>
<td>0.03</td>
</tr>
<tr>
<td>Stage II</td>
<td>—</td>
<td>—</td>
<td>−0.04</td>
</tr>
<tr>
<td>Stage III</td>
<td>—</td>
<td>—</td>
<td>0.10</td>
</tr>
<tr>
<td>EQ5D-5L&lt;sup&gt;b&lt;/sup&gt; index</td>
<td>—</td>
<td>—</td>
<td>0.22</td>
</tr>
<tr>
<td>Distress Thermometer ≥5</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;c&lt;/sup&gt; ≥11</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Previous depression: no</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Previous depression: no response</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Adjusted R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>−0.01</td>
<td>.68</td>
<td>0.12</td>
</tr>
</tbody>
</table>

<sup>a</sup>Not applicable.

<sup>b</sup>EQSD-5L: 5-dimension 5-level health questionnaire.

<sup>c</sup>PHQ-9: Patient Health Questionnaire–9.
Table 3. Factors associated with data collection with smart bands in multivariate analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Step 1: demographics (N=160)</th>
<th>Step 2: clinical factors (n=158)</th>
<th>Step 3: depression-related factors (n=158)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta</td>
<td>P value</td>
<td>Beta</td>
</tr>
<tr>
<td>Constant</td>
<td>0.65</td>
<td>.002</td>
<td>0.94</td>
</tr>
<tr>
<td>Age</td>
<td>−0.01</td>
<td>.81</td>
<td>−0.00</td>
</tr>
<tr>
<td>Marital status: single</td>
<td>−0.06</td>
<td>.53</td>
<td>−0.07</td>
</tr>
<tr>
<td>Marital status: other</td>
<td>−0.08</td>
<td>.71</td>
<td>−0.15</td>
</tr>
<tr>
<td>≤High school</td>
<td>−0.01</td>
<td>.88</td>
<td>−0.01</td>
</tr>
<tr>
<td>No occupation</td>
<td>−0.07</td>
<td>.26</td>
<td>−0.07</td>
</tr>
<tr>
<td>Comorbidity: yes</td>
<td><em>a</em></td>
<td>—</td>
<td>−0.03</td>
</tr>
<tr>
<td>Mastectomy (baseline: breast-conserving surgery)</td>
<td>—</td>
<td>—</td>
<td>0.20</td>
</tr>
<tr>
<td>Mastectomy with reconstruction (baseline: breast-conserving surgery)</td>
<td>—</td>
<td>—</td>
<td>−0.15</td>
</tr>
<tr>
<td>Previous chemotherapy</td>
<td>—</td>
<td>—</td>
<td>0.06</td>
</tr>
<tr>
<td>Antihormonal therapy</td>
<td>—</td>
<td>—</td>
<td>−0.03</td>
</tr>
<tr>
<td>Radiation therapy</td>
<td>—</td>
<td>—</td>
<td>0.05</td>
</tr>
<tr>
<td>Targeted therapy</td>
<td>—</td>
<td>—</td>
<td>−0.07</td>
</tr>
<tr>
<td>Stage I (baseline: stage 0)</td>
<td>—</td>
<td>—</td>
<td>0.14</td>
</tr>
<tr>
<td>Stage II</td>
<td>—</td>
<td>—</td>
<td>0.15</td>
</tr>
<tr>
<td>Stage III</td>
<td>—</td>
<td>—</td>
<td>0.01</td>
</tr>
<tr>
<td>EQ5D-5Lb index</td>
<td>—</td>
<td>—</td>
<td>−0.29</td>
</tr>
<tr>
<td>Distress Thermometer ≥5</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-9c ≥11</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Previous depression: no</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Previous depression: no response</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Adjusted (R^2)</td>
<td>−0.02</td>
<td>.87</td>
<td>−0.01</td>
</tr>
</tbody>
</table>

*a*Not applicable.

bEQ5D-5L: 5-dimension 5-level health questionnaire.

cPHQ-9: Patient Health Questionnaire–9.

**Correlation Between Physical Activity and Patient Distress**

In Pearson correlation tests, for smart bands, anxiety, emotion, DT, and the sum of PHQ-9 were negatively correlated with the daily average steps (Table 4). Since these psychological factors were asked to be scored high when the patients felt more depressive, the negative correlation means more daily steps relates with lower distress. The sleep disturbance answer was positively correlated with the daily average steps. Since the sleep disturbance score was asked to be scored low when patients felt unable to sleep, the positive correlation means higher daily steps relates with higher quality of sleep. For the smartphone app, all psychological domains show the same direction of correlation with the daily average steps as for the smart band, although the coefficients were not statistically significant for all domains.
Principal Findings

Our results indicate that both smartphone app– and smart band–based technologies are feasible tools to collect PA data from breast cancer survivors. The overall data collection rates using both smartphone walking apps and smart bands were higher than the self-reporting rates with smartphone apps in our previous study, despite the longer follow-up period in this study [9]. Although data collection rates with smart bands rapidly decreased over time, PA data from smart bands were significantly correlated with participants’ distress data. Patients who were young, with comorbidities, or receiving antihormonal or targeted therapies were more likely to be adherent to smartphone apps.

To our knowledge, this is the one of the largest prospective studies to assess PA data collection using mobile devices with a longer term of follow-up. In addition, the unique feature of this study is that we enrolled breast cancer patients who are usually recommended to be screened for depressive symptoms, and their depressive symptoms were significantly correlated with PA data from their mobile devices in our study. These results suggest that mobile devices have a significant potential as tools for distress screening in these patients with unmet needs.

Two types of PA data can be collected via smartphone apps. First, self-reported data manually capture health information. For the self-reporting of PA, PA app users self-monitored and recorded exercise more frequently over a 6-month study (2.6 [SD 0.5] days per week) than did non-app users (1.2 [SD 0.5] days per week PA self-monitoring, P=.001) [13]. This finding suggested that app-based PA self-reporting is better than non-app–based methods such as paper or Web questionnaires; however, the overall compliance was only 37%. Second, PA data may be obtained from mobile phone sensing via built-in or external sensors. There are a few feasibility studies on the daily collection of PA data through mobile apps or smart bands. One study reported that the number of days with nontypical wear patterns of wearable devices (Fitbit One) ranged from 5% to 9% of all observation points for 5 weeks [14]. Days were marked as nontypical to indicate that the tracker may not have been consistently worn throughout the day and/or data were not recorded, possibly due to a depleted battery. Although the number of missing days was small, the follow-up period was too short. Longer follow-up periods can result in lower compliance rates. Therefore, feasibility studies of daily collection rate of PA through smart bands should be conducted with longer follow-up periods. Our study investigated this issue with more follow-up periods. The results showed that the data collection rates with the smartphone app and smart bands remained higher for 6 months compared with those in other studies.

In terms of cancer survivors, previous studies focused on ePRO data, questionnaires collected via a downloadable app or Web-based portal [15,16]. Authors from a German cancer center reported an adherence rate to a smartphone app–based questionnaire of about 70% in 40 cancer patients over about 100 days [17]. Our previous studies demonstrated an overall compliance rate to an app-based questionnaire of 45% in 30 participants over a 90-day study period [9]. The overall data collection rates with mobile devices in our study were higher than the self-reporting rates in smartphone apps in previous studies.

We found that female breast cancer patients who were young, with comorbidities, or receiving antihormonal or targeted therapies tended to be more adherent to the use of smartphone apps. After enrollment, some patients were administered antihormonal or targeted therapies according to clinical practice guidelines. In terms of antihormonal therapy, patients generally have to take medications daily for 5 to 10 years [18]. Patients administered targeted therapy are usually required to visit the hospital every 3 weeks for approximately 1 year [19]. Patients with other comorbidities may also have to take other medicines or visit the clinic regularly. Thus, one possible explanation is that patients with a regular lifestyle such as taking medicines every day are more likely to check their time schedule with their smartphone, which may lead to increased adherence to smartphone apps. Breast cancer patients are more actively involved in PA collection through smartphone apps because wearing smart bands has caused discomfort to the elderly women. In interviews with patients, we were told that wearing smart bands was inconvenient, and thus, the patients were more active in PA collection through apps than bands.

With early diagnosis and improved treatment, the number of cancer survivors has increased worldwide [20]. Along with the increased cancer survival rates, more attention should be paid to the lives of cancer survivors. Recently, digital footprints, data generated passively through mobile technologies, have been introduced as tools for psychiatric research [10]. Several studies have suggested the potential for the use of data from mobile devices for new measures of mental health [21]. We believe this study can provide future direction to develop distress

Table 4. Correlation between daily steps and examined psychological domains.

<table>
<thead>
<tr>
<th>Psychological domains</th>
<th>Smartphone app</th>
<th>P value</th>
<th>Smart band</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety (0-10)</td>
<td>-0.07</td>
<td>.38</td>
<td>-0.23</td>
<td>.008</td>
</tr>
<tr>
<td>Emotion (0-10)</td>
<td>-0.03</td>
<td>.71</td>
<td>-0.24</td>
<td>.003</td>
</tr>
<tr>
<td>Sleep (0-10)</td>
<td>0.08</td>
<td>.36</td>
<td>0.20</td>
<td>.02</td>
</tr>
<tr>
<td>Distress Thermometer (0-10)</td>
<td>-0.13</td>
<td>.11</td>
<td>-0.31</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Patient Health Questionnaire–9 sum (0-27)</td>
<td>-0.12</td>
<td>.15</td>
<td>-0.30</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Discussion
screening tool using mobile device–based PA data in breast cancer survivors.

Limitations
Several limitations of this study should be noted. First, long-term adherence to wearable devices has not yet been demonstrated. The follow-up period of this study was 6 months. Second, all subjects in this study were breast cancer patients. Thus, our results can only be generalized to this specific population. Third, all participants were enrolled after the completion of chemotherapy. Therefore, we do not know the feasibility of wearable devices to collect PA data during chemotherapy. Fourth, this study was conducted in a single institution, although the clinical characteristics of the patients in this study were similar to those in a nationwide study [22]. Finally, since we cannot figure out how many hours a day patients were wearing the band and carrying the app, we could not evaluate data quality in terms of time span. Future studies should evaluate the time span of each data collection rather than examining the daily collection of PA.

Conclusion
Smartphone apps or smart bands are feasible tools to collect daily PA data in breast cancer survivors. PA data from mobile devices are correlated with participants’ distress data, which suggests the potential role of mobile devices in the management of distress in breast cancer survivors. Further research should focus on the interpretation and integration of PA data into clinical practice for the care of breast cancer survivors.
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Abstract

Background: Monitoring risk of imminent aggression in inpatient forensic mental health services could be supported by passive remote monitoring technology, but staff attitudes toward the relevance and likelihood of engagement with this technology are unknown.

Objective: This study aimed to explore staff views, specifically potential benefits and implementation barriers, on using this technology for monitoring risk of inpatient aggression.

Methods: We conducted semistructured focus groups with nurses in an inpatient forensic mental health service. We used thematic analysis with two independent raters to identify themes and subthemes related to staff attitudes toward passive remote monitoring. We subsequently checked with members to ensure the validity of the themes identified by the raters.

Results: From January to March 2019, a total of 25 nurses took part in five focus groups. We identified five main themes, one of which concerned the potential benefits that passive remote monitoring could provide for monitoring risk of aggression. Staff suggested it could provide an early warning of impending aggression and enable support to be provided earlier. The remaining themes concerned implementation barriers, including risks to the users’ physical and mental well-being; data security concerns and potential access by third parties; the negative impact of a constant stream of real-time data on staff workload; and design characteristics and user awareness of the benefits of passive remote monitoring.

Conclusions: Passive remote monitoring technology could support existing methods of monitoring inpatient aggression risk, but multiple barriers to implementation exist. Empirical research is required to investigate whether these potential benefits can be realized, and to identify ways of addressing these barriers to ensure acceptability and user engagement.

(J Med Internet Res 2019;21(9):e15620) doi:10.2196/15620
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Introduction

Background

Infrequent structured risk assessments for inpatient aggression cannot detect rapid, momentary changes in individual risk factors, limiting their ability to predict imminent aggression. For example, purportedly changeable (dynamic) risk factors have shown nonsignificant changes over service users’ period of treatment [1]. The limited frequency of these assessments may partially explain why they often show low to moderate predictive accuracy for aggression [2,3]. Acquiring a continuous, real-time measure of how the severity of risk factors changes could provide a more accurate understanding of how these fluctuations relate to the risk of aggressive outcomes [4].
Developments in passive remote monitoring technology (ie, wearable sensors) mean that factors previously associated with aggression cross-sectionally can now be monitored continuously, in real time. For example, many devices monitor indicators of autonomic nervous system activity such as electrodermal activity and heart rate variability, previously associated with aggression in laboratory studies [5-7]. Emerging evidence indicates that passive remote monitoring technology can be used to identity changes in these parameters from 1 to 30 minutes before the observable act of aggression [8,9], and with greater temporal precision than existing risk assessments alone. Monitoring these parameters in real time could identify a reliable psychophysiological signature of when aggression may be more likely, enabling support to be offered before this behavior escalates.

While passive remote monitoring technology has the potential to support risk assessments for aggression [10-13], to our knowledge, the views of frontline staff have not been investigated. Numerous implementation barriers for novel digital health care systems often result in low rates of adoption and adherence [14]. For example, staff have reported a potentially beneficial role for mobile phone–based support for individuals with psychosis, but also highlighted concerns such as infrastructure requirements, data privacy, and the level of digital literacy and skills required of both service users and staff [15,16]. The views of end users, including staff, are therefore critical to understanding the desire and need for digital systems to monitor risk of aggression and the barriers that may be faced.

Objectives

Inpatient aggression is a barrier to rehabilitation that negatively affects service user and staff well-being [17], and passive remote monitoring technology could facilitate appropriate support and de-escalation. However, not taking a user-centered approach or involving staff in the development and introduction of this technology may mean it is not relevant or acceptable for clinical practice [18]. Therefore, the aim of this study was to explore the attitudes of staff toward passive remote monitoring technology for risk of aggression in inpatient forensic mental health services, with a focus on the potential benefits that this technology could provide and barriers to implementation.

Methods

Design

This was an exploratory qualitative study using focus groups following a topic guide. We obtained ethical approval from the Yorkshire & The Humber-Bradford Leeds Proportionate Review Sub-Committee, Jarrow, UK (18/YH/0221) and King’s College London Psychiatry, Nursing and Midwifery Research Ethics Panel, London, UK (LRS-17/18-6715).

Participants

Participants were staff in a medium-secure forensic mental health service in South London, UK, covering a diverse geographical area including areas of high poverty and urban deprivation. Staff were eligible to participate if their role involved direct contact with service users. Nonclinical staff were not eligible, as the aim of this study was to understand attitudes toward passive remote monitoring technology in a clinical context. We conducted recruitment and analysis concurrently, and recruitment stopped when we achieved data saturation, the point at which focus groups stopped yielding new themes [19].

Focus Group Topic Guide

The topic guide was based on previous reports [15,16] and included issues related to perceived utility, safety and security, and data connectivity requirements (see Multimedia Appendix 1). The topic guide was informed by consultation with 2 service user–caregiver advisory groups, by a systematic review of the barriers to and facilitors of remote monitoring for health care [20], and by incorporating suggestions from senior management staff in the recruitment site during the setup phase of this study, to ensure that we covered topics relevant to the forensic setting.

Procedure

We approached ward managers for permission to recruit from their ward, and we conducted 5 focus groups in a private room on the participants’ respective wards during staff handover meetings (2 groups) or at a time convenient for participants (3 groups). Discussions were audio recorded and transcribed verbatim (by BG), with personally identifiable content omitted. Participants were provided £10 (about US $12) in cash after the focus groups in recognition of their time. We conducted member-checking focus groups for the primary themes with the same participants so they could suggest any amendments they felt were appropriate [21]. We informed participants that the study was part of a larger project investigating wearable sensors for monitoring the risk of aggression through physical signals. To provide a context for the discussions, we told participants that the focus groups were the first in a series of studies that aimed to investigate whether real-time monitoring of psychophysiological signals could assist in the earlier detection of an increasing risk of inpatient aggression. We presented 2 remote monitoring devices to illustrate the devices. One device (E4; Empatica Srl, Milan, Italy) is worn around the wrist, and the other (Everion; Biovotion Ltd, Zurich, Switzerland) is worn around the upper arm. Although participants were familiar with commercially available wearable devices, the 2 devices presented were novel to them.

Thematic Analysis

NVivo 12 software (QSR International) facilitated thematic analysis by 2 independent raters (BG and KN). Both read and reread the transcripts, producing a list of initial codes, and then independently collated the codes into a list of candidate themes and subthemes. Both raters' initial identification of individual codes and overall themes were compared, resulting in an initial agreement rate of 59% and 72% for individual codes and overall themes, respectively. Where there were discrepancies (eg, 1 rater identifying a code or theme that the other had not), both raters discussed these ratings until they reached a consensus, and themes were revised into their final structure.
Results

Participant Demographics
From January to March 2019, we approached 43 staff, and 25 of them took part in the focus groups. Those who declined did so because of the focus group timing (n=9), or they were required to remain on the ward to maintain minimum staff numbers and carry out clinical duties (n=4); 5 did not specify a reason. A total of 18 participants were also available to take part in the member-checking focus groups. Table 1 presents participants’ demographics. We identified 5 primary themes, which we discuss below in addition to subthemes. Figure 1 provides a visual overview of these themes and subthemes.

Table 1. Participants’ demographic characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Focus group</th>
<th>Total (N=25)</th>
<th>Member-checking groups (n=18)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 (n=6)</td>
<td>2 (n=6)</td>
<td>3 (n=4)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>37.8 (12.4)</td>
<td>39.5 (11.3)</td>
<td>37 (10.8)</td>
</tr>
<tr>
<td>Range</td>
<td>22-54</td>
<td>25-57</td>
<td>25-51</td>
</tr>
<tr>
<td>Sex, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>3</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Male</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Ethnicity, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black African</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Black Caribbean</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>White British</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Job title, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staff nurse</td>
<td>5</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Student nurse</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Ward manager</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Highest educational attainment, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higher-level qualification (eg. university degree, professional qualification)</td>
<td>5</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Secondary (A-level equivalent)</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Time in post, mean (SD)</td>
<td>5 years, 5 months (3 years, 5 months)</td>
<td>5 years, 5 years (4 years, 9 months)</td>
<td>4 years, 5 years (8 months)</td>
</tr>
</tbody>
</table>
**Figure 1.** Themes and subthemes identified through thematic analysis.

### Theme 1: Utility in Clinical Practice

In every focus group, participants identified numerous ways in which using these devices could augment their practices. One area of discussion related to the devices’ capacity for prevention and support to be offered to users:

*Yeah it would be helpful, it’s like an early-warning sign so, when you know that they are coming to be anxious, you find a way of intervening before it escalates* [Participant 023, nurse]

*Because sometimes by the time they express it, it means it’s, it’s already you know, so if we can see ahead of time and monitor it, I think it’s good.* [Participant 009, nurse]

Participants also suggested that these devices could facilitate a less obtrusive monitoring approach, enabling assessments without the need for staff to be in physical contact with users:

*Because if a patient is wearing this device even if they are in their bedroom, and they’re out of sight of the staff, with the device working you should be able to tell that maybe something has gone wrong...if you just see them physically, they might be in their room they’re anxious, they’re agitated without you seeing them, you won’t be able to tell.* [Participant 024, nurse]

Reflecting on the seemingly unprovoked nature of some aggressive incidents, participants felt that these devices could provide staff with covert information that may not otherwise be expressed by the users or observable by staff:

*...because we did not see it we think it’s unprovoked…but with these devices maybe we will know that there’s something happening...before the incident, later maybe attacking somebody or something.* [Participant 025, nurse]

*...not all our patients will be able to say “oh well I feel agitated” or be able to come out and say it, but within themselves all the physical, you know, changes are taking place so I think it’s good, it will help us to see the covert, you know, things that are not outward that the patients cannot express.* [Participant 009, nurse]

As a result of identifying this covert information, participants felt that this could be used to foster self-awareness and support among users, and augment an anger management program offered to users:

*...we have taught some of them [service users] who did anger management, but some of them are still not withdrawing when they get to the point of.* [Participant 017, ward manager]

*...[to the] point of anger exactly.* [Participant 015, nurse]

*...this would be a different way of reminding them, maybe this would be a reminder. Because, um, if somebody has done anger management and he knows that by the time he starts breathing heavily, or by the time he feels he’s getting, um, a bit sweaty or agitated and getting wound up...they should disengage. And they have not been doing that because they still don’t have the capacity to do that because they don’t, um,*
Theme 2: Risk to User Safety and Well-Being

Participants in 4 focus groups discussed the impact of the devices in relation to the physical safety of the user. One focus group cited the risk of the device being used as a ligature as a concern, due to the elastic armband of 1 of the devices:

...should be something that they cannot use as a weapon, like, there shouldn’t be any metal or something that they can use to self-harm. [Participant 025, nurse]

You could use this [referring to device] as a weapon like a slingshot. [Participant 011, nurse]

Participants suggested that users’ mental well-being would need to be considered in addition to their physical safety when wearing the devices. Specifically, participants raised concerns that continuous monitoring could exacerbate symptoms of paranoia among some users:

They might think that you are monitoring, that you are controlling their mind, controlling their mental state, all of this, so it might make more paranoia. [Participant 003, nurse]

When you give this to a paranoid patient they will think you are monitoring them. It will be so difficult to explain it to them to understand it that this is what you’re monitoring...This paranoia could also lead to them not even wearing this. [Participant 015, nurse]

Theme 3: Data Security and Privacy

Across 3 focus groups, participants discussed the measures in place to ensure that data collected by the devices would be kept secure and confidential. Participants wanted to know in advance specific details concerning data storage: where the information collected by the devices would be stored and who would have access to it; data security: what protections would be in place to keep the data private and confidential; and access by third parties: whether data would be shared with other individuals or companies:

...you know I’m gonna need to know, um, what [inaudible] they do, how, even if you say the data is gonna be stored, how secure is the storage, can it be hacked, you know, cos this is like really private, um, information. [Participant 002, nurse]

Yeah I think we’d want reassurance, wouldn’t we, that the information we give is protected confidential and it’d be the same for the patients, know how it’s going to be used and...just make sure it’s anonymized the data. [Participant 008, nurse]

You know is it gonna be sold to a third-party like we’ve seen with social media now where obviously data protection is like a lot [Participant 002, nurse]

Because of these concerns, participants felt that reassuring users that their data would be kept secure would be necessary, particularly due to the risk of exacerbating symptoms of paranoia discussed in theme 1:

...each time they are eating you need to have 2 staff that will come and model and sit with them...so I’m just thinking that maybe they can try to [inaudible]. If they are wearing it that they see staff wearing it as well, they won’t be thinking about confidentiality, maybe they are trying to take their information or do something else. [Participant 024, nurse]

Theme 4: Impact on Staff Workload

While identifying ways in which these devices could be implemented in clinical practice, participants in 3 focus groups also highlighted that this should not increase staff members’ already high workload. Participants stressed the need for automatic real-time analysis of the data collected by the device, to ensure that information can be acted on without additional burden on staff time:

Yeah I mean that’s the only way I can think it’d be useful, without that real-time information, we’re gonna have to take the watch and then upload the data and see what’s going on. [Participant 002, nurse]

Yeah [if] it’s automatic, and we don’t have to put in a lot more to get the data and to analyze the data, then it will be good, yeah. But if we have to put in a lot more to measuring and analyzing the data and doing deductions for ourselves, that means additional work to do. [Participant 009, nurse]

Participants also questioned whether additional checklists would accompany the devices, increasing the level of ongoing input required from staff:

So does this come with a pack or a checklist or something that you’ve got to fill it out every day during the monitoring, or will you really only attend to it when you, it gives you any signals or something that there are any changes? How is it done, I’m just
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thinking if it’s something that’s supposed to be monitored every now and then and every day it means additional work, isn’t it, you feel, more boxes to tick. [Participant 009, nurse]

Responsibility for ensuring that users are wearing the devices was also discussed, with participants feeling that it would fall to staff to spend additional time monitoring use, therefore taking time away from their other duties:

Because it’s going to be more [inaudible] on staff now. Now they are wearing it they are gonna say, oh, gonna spend a couple of minutes encouraging them to put it on or go put it on, so it’s going to take valuable time out of your working day, so, it’s going to be time consuming in a way. [Participant 001, nurse]

Theme 5: Engagement and Adherence

All focus groups discussed the numerous factors that may affect the likelihood of users engaging with the devices. The physical appearance of the device, including overall size and possible resemblance to a tracking device, was 1 factor:

And you know this one [referring to device] is so conspicuous it looks so much like a tracking device, you know [Participant 009, nurse]

...even if they have the reservations about, “oh we don’t want to be monitored” and things like that, if they see something that looks a bit stylish they might be more prone to wear it. [Participant 018, nurse]

Participants also suggested that users would be more likely to engage with the devices if there was a clear benefit to the user:

If there’s nothing for them they won’t take it. [Participant 017, nurse]

One benefit that participants felt would appeal to users was whether wearing the devices would positively affect their leave status:

But then I’m thinking it’s one thing, how is it gonna directly benefit them, like, “what are you gonna tell if I’m a patient, and you wanna give me this I need to know, like...is it gonna make my leave better” [Participant 002, nurse]

A total of 4 focus groups discussed the impact that changing mental state would have on users’ engagement, suggesting that subgroups of users may be most likely to engage:

...that would be a problem, getting them to volunteer for it and, um, making sure they understand completely, cos some people are more paranoid on days...than other days so it could be they’re fine for 5 days then the sixth day they’re really paranoid [Participant 008, nurse]

The most settled patients there, they will cooperate, some of them are, so most of them that are eager to go out they’ll cooperate, but this ones, like, very paranoid like you said, you will have a tough time. [Participant 001, nurse]

Discussion

Principal Findings

To our knowledge, this is first study to investigate the attitudes of frontline staff members in inpatient forensic mental health toward passive remote monitoring for risk of aggression. Staff suggested this technology could benefit their assessments, identifying changes in risk factors that would otherwise not be identified. The real-time stream of information provided by these devices could facilitate targeted support before behavior escalated into aggression. However, staff also raised numerous implementation barriers, including the physical safety of the user and security of their personal data, negative impact on staff workload, and engagement barriers.

Advantages of Passive Remote Monitoring

Participants suggested that the covert information monitored by these devices may account for the seemingly unprovoked nature of some aggressive incidents. Current risk assessments are rated by staff on the basis of observable characteristics (eg, irritability and following instructions [22]); therefore, passive remote monitoring could provide a more complete clinical picture, consistent with previously hypothesized benefits of digital technology for managing aggression [13]. These additional objective data may also circumvent limitations of structured risk assessments such as rater bias [23] and incomplete or inaccurate ratings [24].

Participants suggested that the information provided through passive remote monitoring technology could equip them with prior knowledge of when users may be experiencing difficulties, thereby facilitating appropriate prevention and support. Participants discussed this in relation to staff-initiated de-escalation procedures, but also identified an opportunity to foster self-awareness and support to enable users themselves to de-escalate. This is a novel suggestion for the role of passive remote monitoring in managing aggression, with previous literature typically discussing only how this technology could enable staff to manage risk [13]. Passive remote monitoring could therefore enhance users’ ability to identify and manage their unique risk factors for aggression, consistent with the UK national guideline’s [25] calls for greater emphasis on individual self-regulation [26].

Enabling users to be monitored without the need for in-person observation was considered less obtrusive than current observation practices. Enhanced observations (eg, eyesight and arm’s-length observations) are experienced negatively by both service users and staff [27]; therefore, passive remote monitoring may enable monitoring with fewer physical restrictions. This would need to be balanced with the accuracy and range of clinical observations that can be made with passive remote monitoring alone. For example, peer interactions and negative attitudes are relevant risk factors for aggression [28] but cannot be assessed through actigraphy or biosensors alone, highlighting the need for multiple sources of observation data. Overreliance on technology could also limit the opportunity for physical service user–staff interactions and dialogue, an integral component of therapeutic relationships [29]. As mentioned in 1 focus group, however, providing staff with feedback on
changes in psychophysiological parameters of individuals in their care could also facilitate dialogue and staff–service user interaction (“I could see that it could be useful, because, um, it could just be a point of engagement for staff” [Participant 017, nurse]).

The suggestion that passive remote monitoring would be suitable only for subgroups of users is consistent with a previous evaluation of a passive remote monitoring system (a global positioning system [GPS] tracker) in a forensic mental health service [30]. The system in that study was primarily used for subgroups at the early stages of their leave period or during specific periods of transition. Participants felt that these subgroups would be based on users’ current mental state and paranoid ideation. Passive remote monitoring may not be suitable for everyone and reflects the need for a personalized approach, which balances the potential benefits to the user (eg, improved understanding of changes in risk state) and challenges (eg, difficulties with engagement).

While highlighting the potential benefits of passive remote monitoring technology, no participants suggested that technology should replace the practice of staff-completed risk assessments. This is consistent with previous research reporting universal agreement among staff that digital health care technologies should be an adjunct to traditional care rather than a replacement, as replacement could be detrimental to user well-being and therapeutic relationships [16]. Future use of passive remote monitoring should therefore be considered as a component of a blended approach that complements, but does not wholly replace, staff-completed structured risk assessments.

The issues discussed above are hypothesized benefits, and while there is potential for passive remote monitoring technology to support risk management for aggression, this needs to be supported by high-quality empirical evidence. Key issues that need to be addressed include the feasibility and acceptability of this technology for end users, whether a reliable psychophysiological signature for aggression exists, and the accuracy of the data provided by this technology, including the ability to correctly identify changes related to aggression and to rule out those that are unrelated.

### Implementation Barriers

Participants identified numerous issues that are likely to affect successful implementation of passive remote monitoring systems. The physical safety concerns raised by participants, relating to ligature risk and use as a weapon, appeared to be linked to a specific design characteristic (elastic armband) of a device presented during the focus groups. This highlights the importance of considering the physical design of passive remote monitoring devices intended for use in inpatient services, where physical safety and risk of self-harm are management priorities. Concerns were raised that continuous passive remote monitoring may exacerbate symptoms of paranoia; therefore, establishing trust with users beforehand is likely to be integral to successful implementation. While previous research of passive remote monitoring in the community indicates the acceptability of passive remote monitoring for individuals with psychosis [31-33], it may be a pertinent issue for those involuntarily admitted to inpatient services and experiencing loss of control and restrictive practices [34].

Consistent with previous research among staff [35,36] and service users [37], participants expressed data privacy concerns. Rather than voicing a general unspecified concern, participants specified 3 areas of assurance they would require to be comfortable with passive remote monitoring, relating to data storage, security, and accessibility by third parties. Addressing these concerns in the long term will require digital health companies to be transparent about the procedures in place for handling user data, and to ensure that users have access to this information. In the shorter term, participants reported that staff could play an important role in providing reassurance to users. The suggestion that staff could lead by example by trialing the devices themselves reflects the role of staff as positive role models in inpatient services [38] and is a practical approach to alleviating user concerns.

Participants expressed concern that incorporating passive remote monitoring into their working practice might negatively affect their existing workload. Like Bucci et al [16], participants were concerned with the potential burden of handling and analyzing large volumes of real-time data, and emphasized that these devices need to be complemented by automatic real-time analysis. While this would address the process of analyzing the raw data into an actionable format, it is possible that a constant stream of processed data could still prove overwhelming. It will therefore be important to establish an appropriate format for presenting the data, balancing the frequency of data, level of detail, and staff capacity to act on this information. Participants also highlighted practical considerations such as the introduction of additional checkslists with passive remote monitoring and questioned where responsibility for monitoring use would lie. Future use of passive remote monitoring devices will therefore need to balance potential clinical benefits with practical implementation issues, to ensure that they support and do not hinder clinical care. Machine learning algorithms to process data in real time and present it in a user-friendly and actionable format would be an option, and participants discussed presenting the data as a visual display in the ward’s central nursing office. Embedding a dedicated technology specialist within the clinical team could also be considered [39]. While not raised in the focus groups, there are likely to be numerous practical implementation issues to using remote monitoring technology, such as the financial cost of acquiring and maintaining the technology, and any ongoing training requirements for staff.

Achieving the hypothesized benefits of passive remote monitoring devices requires adequate levels of user engagement. The influence of a device’s physical appearance on engagement highlights the importance of involving users in the choice of devices, as individual preferences may vary. User involvement in the design of these devices could also be an effective way of ensuring that they are considered acceptable. Engaging in passive remote monitoring also needs to have discernible benefits to the user, which in the context of managing risk of aggression could include less restrictive management practices. Communicating these potential benefits could therefore have a positive effect on engagement. User engagement will also entail staff enthusiasm to work with novel digital technologies.
Barriers to organizational change within mental health services include poor job satisfaction among staff, burnout, and lower levels of experience [40,41], and these may also be barriers to the successful introduction of passive remote monitoring technology.

**Strengths and Limitations**

This study took place in a hospital where passive remote monitoring technology, GPS tracking devices, has been in use for several years to monitor leave [30,42]. Participants’ responses may have been influenced by this prior experience and so may not necessarily reflect the views of those unfamiliar with these systems. However, some familiarity might also have facilitated discussion, with the issues and recommendations raised reflecting participants’ applied experience of passive remote monitoring. Because this is a medium-secure forensic mental health service, the themes identified in this study may not necessarily generalize to forensic services of higher levels of security (e.g., where more stringent policies for patient access to digital equipment exist), or to non-forensic mental health services, where inpatient aggression also occurs.

Senior nursing and managerial staff, whose views might have provided greater organizational context, were present in smaller numbers and so we did not successfully capture their views. Including only members of the nursing staff may have limited the emergence of new themes. For example, the technical infrastructure requirements for remote monitoring technology could be clarified by seeking the views of support service staff (e.g., technicians and engineers). The time for focus groups was restricted, and this might also have limited the emergence of new themes. However, the replication of themes across the different groups makes this unlikely.

**Conclusion**

Passive remote monitoring technology offers potential benefits to monitoring risk of aggression in inpatient forensic mental health services. However, novel digital systems in mental health have generated substantial hype [43], and these potential benefits have yet to be realized through high-quality empirical research. Future research should therefore investigate whether passive remote monitoring is able to achieve the benefits suggested by staff and reliably identify increased risk of aggression.

Specifically, future research should investigate the areas of concern identified by staff in this study to determine acceptability and feasibility of passive remote monitoring, such as whether subgroups based on diagnosis are more likely to engage, and the impact of real-time monitoring on staff workload. Determining whether a reliable psychophysiological signature of imminent aggression exists is also critical, and robust methods for analyzing these data, such as machine learning, will need to be developed and evaluated to make this determination.
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Abstract

Background: The popularity of JUUL (an e-cigarette brand) among youth has recently been reported in news media and academic papers, which has raised great public health concerns. Little research has been conducted on the age distribution, geographic distribution, approaches to buying JUUL, and flavor preferences pertaining to underage JUUL users.

Objective: The aim of this study was to analyze social media data related to demographics, methods of access, product characteristics, and use patterns of underage JUUL use.

Methods: We collected publicly available JUUL-related data from Reddit. We extracted and summarized the age, location, and flavor preference of subreddit UnderageJuul users. We also compared common and unique users between subreddit UnderageJuul and subreddit JUUL. The methods of purchasing JUULs were analyzed by manually examining the content of the Reddit threads.

Results: A total of 716 threads and 2935 comments were collected from the subreddit UnderageJuul before it was shut down. Most threads did not mention a specific age, but ages ranged from 13 years to greater than 21 years in those that did. Mango, mint, and cucumber were the most popular among the 7 flavors listed on JUUL’s official website, and 336 subreddit UnderageJuul threads mentioned 7 discreet approaches to circumvent relevant legal regulations to get JUUL products, the most common of which was purchasing JUUL from other Reddit users (n=181). Almost half of the UnderageJuul users (389/844, 46.1%) also participated in discussions on the main JUUL subreddit and sought information across multiple Reddit forums. Most (64/74, 86%) posters were from large metropolitan areas.

Conclusions: The subreddit UnderageJuul functioned as a forum to explore methods of obtaining JUUL and to discuss and recommend specific flavors before it was shut down. About half of those using UnderageJuul also used the more general JUUL subreddit, so a forum still exists where youths can attempt to share information on how to obtain JUUL and other products. Exploration of such social media data in real time for rapid public health surveillance could provide early warning for significant health risks before they become major public health threats.

(J Med Internet Res 2019;21(9):e13038) doi:10.2196/13038
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Introduction

Background

JUUL, the most popular e-cigarette brand in the United States, currently holds 71% of the market share, according to data from Wells Fargo in July 2018 [1]. JUUL’s popularity is due to several characteristics. First, JUUL’s appearance is similar to a universal serial bus (USB), which makes it easy to carry and hide as a portable device. Compared with traditional cigarette appearance, USB-like appearance has less of a negative perceived social image in public locations. Second, nicotine delivery via JUUL is effective; it is sufficiently high to warrant concern about development of nicotine addiction [2]. Third, JUUL offers a wide array of flavor options. JUUL’s manufacturer claims “JUUL is for adult smokers seeking a satisfying alternative to cigarettes.” However, a recent survey reported 8% of Americans aged 15 to 24 years used JUUL in the 30 days before the survey [3]. The popularity of JUUL among youth has also recently been reported in news media [4-6]. Substantial and growing evidence shows that e-cigarette use by youth and young adults increases the risk of ever using conventional cigarettes, according to a 2018 report by the National Academies of Sciences, Engineering, and Medicine [7]. In addition, as social media has become an emerging channel for information diffusion, JUUL-related discussions on platforms such as Twitter and Reddit have also experienced a sharp increase since 2015 [8,9]. Thus, this sharp increase in teen JUUL usage, and the potential health impacts, has raised great public health concerns.

With the rapid increase in JUUL use, there have been a few studies about JUUL. Several studies have been conducted to investigate the prevalence of JUUL use among adolescents [10], youth [11,12], and college students [13]. Moran et al studied sources of awareness of JUUL e-cigarettes in 2 surveys of American adults [14]. Willett et al conducted a national Web-based survey to investigate youth and young adults’ knowledge, attitude, and use of JUUL [3]. Recently, Russel et al conducted a Web-based survey to assess transitions in cigarette smoking associated with the use of JUUL vaping device among 18,799 adults in the United States. [15]. Laestadius et al characterized the sale of JUUL products on eBay before a Food and Drug Administration (FDA) request to remove them, documented the impact of the request, and explored how eBay vendors bypassed FDA’s effort [16]. In addition, social media data have also been used to study JUUL-related communications and their impact. Huang et al studied the extent of JUUL’s growth and its marketing strategies using retail data form Nielsen and social media data from Twitter, Instagram, and YouTube [8]. JUUL-related tweets have been used to understand the public’s early experiences with JUUL [17]. JUUL information sharing among adolescents [18], and identified patterns of communication around JUUL use and users on Twitter [19].

Objective

Reddit has been extensively used for e-cigarette studies, which shows its value in timely public health surveillance. For example, Zhan et al identified and analyzed topics related to e-cigarettes from multiple social media platforms, including Twitter, Reddit, and JuiceDB [20]. Kavuluru et al described observations and analysis of recent JUUL-related messages on Twitter, Reddit, and in traditional media [9]. Brett et al used Reddit threads to understand reasons of JUUL use and public attitudes [21]. However, little research has been conducted on the age distribution, geographic distribution, approaches to buying JUUL, and flavor preferences pertaining to underage JUUL users. Until early January 2018, a subreddit entitled UnderageJuul existed, where these and other topics related to use of JUUL by youth were discussed. It was discontinued and removed by Reddit. Most casual users and analysts of Reddit thus no longer had access to the conversations in the UnderageJuul subreddit as of that date. However, we obtained part of the posting and user information of this subreddit for analyses pertaining to user age and location distributions, as well as self-reported usage patterns of JUUL. This study was aimed to inform the tobacco control community and those responsible for tobacco regulatory decision making as well as demonstrate the value of Reddit data for Web-based surveillance of public health issues.

Methods

Data Collection

Reddit data were collected from pushshift.io [22], which is a website that stores all publicly available Reddit threads and comments. Data were collected from 716 threads and 2935 comments from the subreddit UnderageJuul by the application programming interface (API) of this website. Note that these data were publicly accessible on Reddit and that no personally identifiable information is included in this study. The dataset is publicly available per request.

The first thread on the UnderageJuul subreddit was published on July 9, 2017, and the last was published on January 7, 2018, the day just before this subreddit was removed by Reddit. There were 844 unique users who posted threads and comments during this time period.

Data Analysis

This dataset was analyzed from 3 perspectives. First, age and location distributions described characteristics of the Redditors and provided details describing who they were. Second, because some of these Redditors were self-reported underage JUUL users, we examined how they acquired JUUL products. Third, we focused on a specific use pattern, JUUL flavor choice, and analyzed the popularity of different JUUL flavors among these Redditors. For the analyses of these 3 perspectives, we used regular expression-enhanced keyword search, which is a method for locating specific character strings embedded in text [20], to determine the most relevant threads and comments. Python is used for these analyses.

First, age and geographic distribution of UnderageJuul users was summarized. Threads or comments containing numerical numbers or keywords teen, twenty, thirty, forty, fifty, sixty, seventy, eighty, and ninety were selected for further manual examination. If the thread or comment author explicitly mentioned that “I am # years old” or used similar statements,
we assigned an age label to the Redditor. This age information was further aggregated to an age distribution table. Then, we analyzed the subreddit preferences of these Redditors. For each of them, we identified a list of subreddits they had posted to. Then, the cumulative occurrence of subreddits of all UnderageJuul Redditors was calculated.

To assess the geographic distribution of UnderageJuul Redditors, only locations that were explicitly mentioned were included. For example, location information could be a state, an area (eg, bay area), a county, a city, or a zip code. These locations were manually extracted by examining the content of the threads. The extracted text location information such as Bergen county were converted to a standard form Bergen County, New Jersey, United States of America by using the Python Package GeoPy [23]. The standardized location information was then used to generate the corresponding latitude and longitude, which were further fed into a Google Maps plot.

Next, purchase approaches were analyzed by manually examining the content of threads. Purchase approaches discussed in UnderageJuul were classified into 7 categories. The categories were generated by an inductive category development method [24]. During this process, 2 authors individually reviewed threads consecutively and determined whether a thread contained purchase approach information. If so, based on the text information, the reviewer determined whether to assign the purchase approach to an existing category or to generate a new category. After reviewing 50% of the materials, the 2 reviewers summarized the categories and reached consensus on all categories. The coding then continued with the second half of the data; no new categories were generated during this second phase of coding. After determining the categories, the 2 reviewers independently labeled the whole dataset; 93.7% (671/716) of threads had the same labeling. The Cohen kappa was 0.906, which is considered a good agreement. The 2 reviewers reached consensus for all records after discussion.

We analyzed the subreddit preferences of all UnderageJuul Redditors. Among 844 UnderageJuul Redditors, 437 had also posted threads on the JUUL subreddit, which is the general discussion subreddit of JUUL products. The other 9 subreddits in the top 10 most popular with UnderageJUUL users were as follows: AskReddit (general Q&A, n=250), trees (marijuana, n=145), FortniteBR (computer game, n=125), Drugs (n=123), pics (interesting pictures sharing, n=106), mildlyinteresting (general discussion, n=103), Showerthoughts (general discussion, n=102), teenagers (n=96), and funny (general discussion, n=86). We also provided the full list of subreddit interests in Multimedia Appendix 1.

We extracted 74 explicitly mentioned locations from the thread text. We summarized the mentioned locations and labeled them on Google Maps API, as shown on Figure 1. Among these locations, New York City and the Bay Area were the most mentioned areas. The detailed location count summary to each state can be found in Multimedia Appendix 2.

Figure 1. Explicitly mentioned location distributions.
Next, we analyzed the approaches that were used to purchase JUUL by UnderageJuul users. By examining purchase requests and completed transactions in detail, we observed that there were 7 approaches that users employed to buy JUUL. These approaches are listed as follows:

1. JUUL’s official website (n=34): Although JUUL changed their age policy and raised the minimum purchase age to 21 years in August, 2018 [25], JUUL required its users to be at least 18 years to order from its official website when the dataset was collected, but some UnderageJuul Redditors (n=24) used identity documents (IDs), date of birth, or credit cards of parents or friends to buy JUUL products. Using fake IDs (n=3) was another approach to buy JUUL products from the JUUL website. Some Redditors (n=7) were selling verified accounts on JUUL’s official website, which could be used to order JUUL products as well.

2. Other vaping-related websites (n=13): Some of the other vaping-related websites sold JUUL devices and pods without age verification. Some UnderageJuul Redditors exchanged information about these websites. For example, 1 user asked if a particular website does an age check for buying JUUL products. Currently, this website does not sell JUUL, but it does sell e-cigarette products without age verifications. Other sites were shared, including 1 selling JUUL that has since been removed by law enforcement.

3. Peer-to-peer purchase and shipping (n=181): Some UnderageJuul Redditors bought JUUL products from other Redditors. The buyer usually sent money by PayPal and then the seller shipped the products to the buyer’s address. A noteworthy observation was that some of the Redditors claimed they were scammed. For example, 1 user said in a thread, “don’t trust ***, he scammed me and will scam you.”

4. Through vendors from Amazon and eBay (n=27): This was another case of Web-based purchase and shipping. The vendor had an Amazon or eBay selling page from which the buyers purchased JUUL products. For example, 1 user shared the experience that he or she bought a JUUL from eBay and had it shipped to a mailbox of a for-sale house.

5. Face-to-face transactions (n=22): Some tried to meet up with other Reddit users in the same city and then finished transactions face to face.

6. Replacement codes of JUUL (n=47): Some bought JUUL products by using JUUL replacement codes or warranty serial numbers shared by other Redditors. The replacement codes or warranty serial numbers are provided by the JUUL company and can be used to get a brand new JUUL devices as a replacement. For example, 1 user mentioned that he wanted to sell a replacement code for $30 that could be used for a free basic kit.

7. Local stores without checking IDs (n=35): Some UnderageJuul Redditors did not try to buy JUUL products from other individuals. Instead, they inquired about vape shops or smoke shops in certain locations that sold JUUL but did not check IDs. For example, 1 user asked for vaping stores in NYC that did not check ID card of the buyers.

Finally, we analyzed the flavors mentioned in the subreddit. There were 7 flavors from JUUL’s official website: mango, cucumber, mint, menthol, tobacco, fruit medley, and crème brûlée. We found that mango was the most mentioned flavor (n=38). Mint (n=22) and cucumber (n=21) were popular as well. The other 4 flavors, including fruit medley (n=6), crème brûlée (n=6), menthol (n=5), and tobacco (n=4), were not frequently mentioned.

**Discussion**

In this study, we obtained the following main findings pertaining to demographics, methods of access, product characteristics, and use patterns of underage JUUL use. First, most threads or comments did not mention specific age, but ages ranged from 13 years to greater than 21 years in those that did. Second, mango, mint, and cucumber were the most popular among the 7 flavors from JUUL’s official website, and 336 subreddit UnderageJuul threads mentioned 7 discreet approaches to
circumvent relevant legal regulations to get JUUL products, the most common of which was purchasing JUUL from other Reddit users (n=181). Third, almost half of the UnderageJuul users (389/844, 46.1%) also participated in discussions on the main JUUL subreddit and were seeking information across multiple Reddit forums. Finally, most (64/74, 86%) posters were from large metropolitan areas defined by the United States Office of Management and Budget [26]. These findings could help public health community and policy makers understand the current situation of underage JUUL use and provide them with insights on how to leverage social media for timely surveillance of emerging public health issues.

We found that only a small number of Redditors (67/844, 7.9%) reported their ages in a subreddit for underage JUUL users. After the FDA's deeming rule, the minimum age to purchase e-cigarettes for all states in the United States is 18 years. If we set 18 years as the legal age threshold, 60% (40/67) of the Redditors in Table 1 were underage JUUL users. Alabama, Alaska, and Utah have set 19 years as the legal age to buy e-cigarettes and vaping products. In California, Hawaii, Maine, Oregon, and New Jersey, the legal age is 21 years. There are also more than 330 states, cities, and counties that have raised the minimum age to 21 years. Thus, if we raise the legal age threshold to 21 years, 94% (63/67) of the Redditors in Table 1 were underaged. As purchasing JUUL is not legal for underage Redditors, they were more likely to avoid discussing their ages or to report fake ages. Therefore, the age distribution we obtained from explicit mentions was biased. The actual age distribution could probably be even younger. Given subreddit UnderageJuul was an active forum oriented for underage JUUL users before it was banned, it is still a valuable data source for analyzing underage JUUL users and their usage patterns.

We found that there was an overlap of users between the JUUL subreddit and the UnderageJuul subreddit. Specifically, 46.1% (389/844) of UnderageJuul Redditors also participated in discussions on the JUUL subreddit. Given the fact that most of the JUUL-related discussions on Reddit are on the JUUL subreddit, it is reasonable to infer that even though the UnderageJuul subreddit was removed by Reddit, underage JUUL users still have other forums for discussing JUUL with other users. This finding indicates that public health interventions, such as social media campaigns, are needed to target underage e-cigarette users.

We also analyzed the interests of the UnderageJuul users. These interests were extracted from their Reddit profiles and indicated some of these users contributed to teenager-related topics on Reddit. This finding suggests that some UnderageJuul Redditors have a high probability to be real underage JUUL users, though most of them did not report their ages in the UnderageJuul subreddit.

This study found that most of the geographic locations mentioned in threads were from large cities in the United States. In particular, New York City and the Bay Area were the most mentioned areas. The location information was collected via user-posted JUUL Web-based vendors, shipping information, or simply inquiring about local JUUL stores. As many of the inquiries were about local vape or smoke shops without age verification, the findings suggest that social media could be a useful tool for federal and state regulatory authorities to use for assessing whether vape or smoke shops are meeting regulatory requirements pertaining to e-cigarette use, especially in large cities.

Our study found that mango, mint, and cucumber flavors were more popular than other JUUL flavors among youth and young adult Reddit users, which is similar to previous findings that mint, cucumber, and mango JUUL flavors were most mentioned in tweets [9]. From previous research about e-cigarette flavors [27], strawberry was the most mentioned fruit flavor for other e-cigarette products. Instead, mango or cucumber flavors were hardly mentioned. However, these 2 flavors turned out to be successful for JUUL, suggesting that more effort is needed to understand if some flavors are more appealing to underage e-cigarette users or if a product’s appeal is more important than a specific flavor availability. Tobacco flavor was widely mentioned in previous e-cigarette studies, but it was not popular in youth and young adults. One possible reason is that many of the underage JUUL users are nonsmokers, so the tobacco flavor is not appealing. The finding suggests that more research is needed for studying the impact of e-cigarette flavors on underage e-cigarette use.

Our study found that users of the UnderageJuul subreddit used different discreet approaches to circumvent relevant legal regulations to get JUUL. Some of these approaches (eg, purchase via eBay) are also reported in previous studies [9,16]. This study and the findings contribute to the literature by providing a detailed category dictionary for purchase approaches. On the basis of the well-established coding method, we developed 7 different categories for purchase approaches [24]. Our finding suggests that more regulation is needed to make sure that online or offline e-cigarette vendors strictly perform age verification and that legal e-cigarette users cannot provide ways of buying e-cigarettes to teenagers. In addition, parents may need to assess their teenagers’ access to credit cards and IDs of legal adults.

Note that JUUL has established their age policy and required the minimum purchase age on their official website to be 21 years since August 2018. The JUUL product replacement request is also subject to the age verification. However, the identified 7 categories of workaround purchase approaches still work. Ordering the products or replacements from the official website just needs a fake ID or a preverified account. Not to mention those approaches provided by third parties such as eBay or PayPal. As the prevalence of teen JUUL use [28] and the high conversion rate from e-cigarette users to smokers [29], we call for more research and effort on this domain and take action to monitor and control these approaches.

Although this Web-based forum facilitates the JUUL transactions under the table, we still observed Redditors who tried to persuade teenagers not to start the vaping habit or not to get addicted to nicotine, especially for those who were extremely young, such as 13- or 14-year-old teens. This phenomenon represented the goodwill of the community. These comments also create additional questions about the specific population using UnderageJuul. Were those who made comments recommending against the use of ENDS products...
adults or youth? If they were adults, who are they, and why are they contributing to this particular subreddit? We cannot answer these questions given the limited information on this online forum, but we believe it is a promising future research direction to study the community and environment of underage e-cigarette users.

This study has some limitations. First, we could not verify if the self-reported ages in the data were real or fake owing to the anonymity of Reddit users. Most of these ages were general, and these Reddit users often stated that they were underage or legal adults. However, as this subreddit was specifically created for discussion of underage JUUL users, we think the mentioned ages were fairly reliable. In addition, the number of mentioned ages was relatively small compared with the number of the subreddit users, and only a small number of users shared an age. Second, the location distribution in this study faces a similar limitation as the age distribution, because we cannot get the exact addresses of Redditors from Reddit. In this study, we did not distinguish buyers’ locations and sellers’ locations, as we focused on the locations related to JUUL transactions. Third, the number of different flavors mentioned in the data was relatively small, but we can see their relative popularity among these Redditors. Fourth, we could not determine whether some messages were posted by e-cigarette store owners, others who have an interest in selling e-cigarettes, or even robots because the demographics of Reddit users were not available.

Despite the above limitations, the findings of this study have some important implications in terms of research and policy. It is clear that discussions about preferred flavors was 1 reason that users used the UnderageJuul subreddit and also that many users used this venue to explore ways to obtain access to JUUL. At the same time, in the 6 months that this venue existed, it was not heavily used. However, because about half of the UnderageJuul users also used the JUUL subreddit, there are alternative venues whereby youth could obtain information on flavors and methods to obtain JUUL. Our analysis of the subreddit for underage JUUL users suggests that social media data are a valuable data source for rapid public health surveillance, especially for emerging products such as JUUL, as the popularity of such products is often accompanied by discussions and promotions of the products on social media [8]. There are several limitations of these data, and they should not be the only source of information, but they provide a unique and potentially real-time source of data to better understand behavioral intentions, potential demographic variables, purchase behaviors, social networks (which were not assessed in this analysis), temporal changes across a variety of variables, and other data that could be valuable to the public health, research, and regulatory communities.

In addition, our findings indicate that social media could be a valuable surveillance tool for federal and state authorities responsible for regulating stores that sell e-cigarettes. Each state in the United States has a robust, FDA-funded process for tracking and regulating such stores, and social media data could be used to identify stores where additional assessment or observation and enforcement may be needed. When used along with other sources of data, social media data can point to emerging issues that need to be addressed in more depth.
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Abstract

Background: Patients often look to social media as an important tool to gather information about institutions and professionals. Since 1990, United States News and World Report (USNWR) has published annual rankings of hospitals and subspecialty divisions. It remains unknown if social media presence is associated with the USNWR gastroenterology and gastrointestinal (GI) surgery divisional rankings, or how changes in online presence over time affects division ranking.

Objective: The objective of this study was to determine if social media presence is associated with USNWR gastroenterology and GI surgery divisional rankings and to ascertain how changes in online presence over time affect division rankings.

Methods: Social media presence among the top 30 institutions listed in the 2014 USNWR gastroenterology and GI surgery divisional rankings were assessed using Pearson’s correlation coefficients and multivariate analysis, controlling for covariates. Linear and logistic regression using data from 2014 and 2016 USNWR rankings were then used to assess the association between institutional ranking or reputation score with any potential changes in numbers of followers over time. Sensitivity analysis was performed by assessing the area under the receiver operating characteristic curve to determine the follower threshold associated with improved or maintained ranking, which was done by dichotomizing changes in followers at values between the 7000 and 12,000 follower mark.

Results: Twitter follower count was an independent predictor of divisional ranking (\(\beta=0.00004; P<0.001\)) and reputation score (\(\beta=0.00002; P=0.03\)) in 2014. Academic affiliation also independently predicted USNWR division ranking (\(\beta=5.3; P=0.04\)) and reputation score (\(\beta=-7.3; P=0.03\)). Between 2014 and 2016, Twitter followers remained significantly associated with improved or maintained rankings (OR 14.63; 95\% CI 1.08-197.81; \(P=0.04\)). On sensitivity analysis, an 8000 person increase in Twitter followers significantly predicted improved or maintained rankings compared to other cutoffs.

Conclusions: Institutional social media presence is independently associated with USNWR divisional ranking and reputation score. Improvement in social media following was also independently associated with improved or maintained divisional ranking and reputation score, with a threshold of 8000 additional followers as the best predictor of improved or stable ranking.

(J Med Internet Res 2019;21(9):e13345) doi:10.2196/13345

KEYWORDS
social media; Twitter; hospital ranking
Introduction

Social media refers to a variety of web-based platforms where individuals create and share information, experiences, and ideas. In recent years, social media has transformed into an important form of communication that has led to significant changes across the globe, including political uprisings. The Office of Health Information Technology within the United States Department of Health and Human Services has recognized the significance of social media in healthcare and the opportunities that lie therein for both patients and providers [1]. Medical professionals and organizations utilize social media to promote health through education and advocacy, announce news and events, recruit employees, and communicate with other providers [2]. Similarly, patients use social media to gain medical knowledge, share experiences, and provide feedback [3]. A reported 24-42% of consumers have used social media to access health-related consumer reviews, including reviews of hospitals [3,4].

Twitter is one social media platform that allows individuals or organizations to post messages limited to 280 characters or less. According to Twitter’s official website, there are more than 300 million monthly active users around the world and over 500 million tweets per day [5]. Users may also follow the accounts of peers, public figures, and organizations, whose posts will automatically be displayed in a live, chronological feed. In recent years, more gastroenterologists have joined Twitter and engaged in academic discussions on a daily basis. Social media presence is modifiable and increased professional engagement could potentially impact institutional recognition and reputation. In a case study of a corporate brand, Twitter has been shown to amplify positive brand sentiments, and not only shape brand awareness and recognition but also reflect curiosity surrounding a brand [6]. Increased activity on Twitter has been shown to be correlated with Twitter following among US hospitals [7].

United States News and World Report (USNWR) boasts a reach of over 300 million readers [8]. Since 1990, USNWR annually publishes a Best Hospitals ranking of institutions and subspecialties, with 27.5% of an institution’s overall score determined by reputation score [6]. These rankings are often used as a marketing tool by hospital leaders to attract patients through traditional methods of advertising, as well as on social media [9-11]. USNWR hospital rankings have been shown to have a significant impact on consumer decisions in the form of a greater than 5% change in nonemergency Medicare patients, and an estimated $76 million in revenue transferred from lower ranked hospitals to higher ranked hospitals [9]. Among 42 urology departmental Twitter accounts, there was a significant correlation between Twitter followers with USNWR reputation score [12].

The aim of this study was to determine the degree to which institutional social media involvement, based on number of followers on Twitter, may be associated with USNWR gastroenterology and gastrointestinal (GI) surgery divisional rankings (all rankings henceforth are divisional rankings). A secondary aim was to determine whether social media presence is a predictor of improvement in USNWR rankings, and to attempt to define the growth necessary to achieve improved division rankings.

Methods

This was a cohort study of the top 30 institutions listed in the 2014 and 2016 USNWR gastroenterology and GI surgery subspecialty rankings. Data from the 2014 rankings were used to address the first aim, and to address the secondary aims a follow-up study compared data based on the 2014 and the 2016 USNWR rankings. Both the numeric ranking and the institutional reputation score were publicly available on the USNWR webpage. The number of Twitter followers corresponding to the 2014 and 2016 USNWR rankings were accessed in June 2015 and November 2016 at time of analysis, respectively, as displayed on each institution’s Twitter account. The official institutional Twitter accounts were identified using standard internet search tools, and hospital-specific Twitter accounts were included. Twitter accounts that appeared to combine hospital with medical school affairs were included. Medical school–specific, or university-specific accounts distinct from a hospital-based Twitter account, were excluded.

Spearman’s rank correlation coefficient was calculated to evaluate the association between institutional ranking and social media following. Pearson’s correlation coefficients were calculated to determine the association between social media presence and divisional reputation score. Multivariate analysis using linear regression was performed, controlling for number of hospital beds, academic affiliation, city population, and the number of full-time gastroenterologists on staff. SAS software (Cary, North Carolina) was used for statistical analyses. Among the covariates, the number of hospital beds was available online as it was published in the USNWR rankings. Other covariates such as academic affiliation (defined as an associated teaching hospital with gastroenterology fellowship training program) and number of full-time gastroenterologists on staff were obtained from the institutions’ official websites. Local population size of the city in which the institution is located was obtained from the latest United States Census Bureau figures.

For our secondary aim, two-tailed, two-sample t tests were performed to assess the association between 2014 and 2016 institutional rankings, or reputation scores, with changes in numbers of followers between 2014 and 2016. Multivariate analysis was performed using logistic and linear regression to adjust for the aforementioned covariates. Sensitivity analysis was performed by assessing the area under the receiver operating characteristic curve (AUROC) to determine the follower threshold associated with improved or maintained ranking, which was done by dichotomizing changes in followers at the 7000, 8000, 9000, 10,000, and 12,000 follower mark.

Results

Of the top 29 institutions in the 2014 USNWR gastroenterology and GI surgery rankings, there were 28 distinct institutional Twitter accounts and one institution without a Twitter account (John Muir Medical Center). Among these Twitter accounts,
the number of followers ranged from 0 to 1.7 million as of June 2015. Spearman’s rank correlation coefficient demonstrated a negative correlation between the number of Twitter followers and the numeric divisional ranking ($\rho=-0.582; P<.001$). Similarly, there was a positive correlation between Twitter followers and the divisional reputation score ($\rho=0.91; P<.001$) (Table 1). Twitter follower count was an independent predictor of divisional ranking on multivariate analysis controlling for the number of hospital beds, academic affiliation, local population, and number of full-time gastroenterologists on staff ($\beta=0.00004, P<.001$) (Table 1). Quantity of Twitter followers was also an independent predictor of USNWR reputation score after controlling for the same covariates ($\beta=-0.00002, P=0.03$) (Table 2 and Figure 1). Academic affiliation was an independent predictor of division ranking ($\beta=5.3; P=0.04$) and reputation score ($\beta=-7.3; P=0.03$) on USNWR (Table 2 and Table 3).

For the second aim, 39 hospitals were included in the analysis (Figure 2). Of the 2014 ranked institutions, five hospitals were no longer ranked in 2016 and four had rankings that had slipped under 30. Ten hospitals were newly ranked in the top 30 gastroenterology and GI surgery programs, and there were two institutions that were tied at rank #23 and #27. Of note, by 2016 the Mayo Clinic appeared three times in the top 30 ranking despite there being separate entries for the Rochester (MN), Phoenix (AZ), and Jacksonville (FL) campuses. Overall, 12 hospitals showed improved or maintained institutional ranking. Institutions with improved or maintained rankings had a significantly higher increase in followers over 1 year, with a difference of 89,287 versus 2271 ($P=.03$). On logistic regression, change in Twitter followers remained significantly associated with improved or maintained rankings (OR 14.63; 95% CI 1.08-197.81; $P=.04$). On sensitivity analysis, an increase of 8000 Twitter followers was associated with significantly higher area under the curve (AUC) (0.765) for prediction of improved or maintained ranking compared to other cutoffs (Figure 3). On multivariate analyses of 2016 rankings controlling for potential confounders using linear regression, the current number of Twitter followers for an institution was significantly associated with higher rank ($\beta=-0.000017; P=.03$) and reputation score ($\beta=0.000036; P<.001$). Academic status was also a significant predictor ($\beta=3.446; P=.03$) for reputation score.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mayo Clinic</td>
<td>1</td>
<td>1</td>
<td>1,170,000</td>
<td>1,360,000</td>
<td>60.5</td>
<td>52.6</td>
<td>1132</td>
<td>1243</td>
<td>1</td>
<td>110,742</td>
<td>112,225</td>
<td>94</td>
</tr>
<tr>
<td>Cleveland Clinic</td>
<td>2</td>
<td>2</td>
<td>387,000</td>
<td>751,000</td>
<td>38.6</td>
<td>36</td>
<td>1268</td>
<td>1278</td>
<td>1</td>
<td>390,113</td>
<td>388,072</td>
<td>52</td>
</tr>
<tr>
<td>Massachusetts General Hospital</td>
<td>3</td>
<td>4</td>
<td>21,600</td>
<td>35,100</td>
<td>19.1</td>
<td>18.6</td>
<td>947</td>
<td>999</td>
<td>1</td>
<td>645,966</td>
<td>667,137</td>
<td>37</td>
</tr>
<tr>
<td>Johns Hopkins Hospital</td>
<td>4</td>
<td>3</td>
<td>301,000</td>
<td>392,000</td>
<td>24.3</td>
<td>23.5</td>
<td>951</td>
<td>998</td>
<td>1</td>
<td>622,104</td>
<td>621,849</td>
<td>46</td>
</tr>
<tr>
<td>UCLA Medical Center</td>
<td>5</td>
<td>5</td>
<td>19,300</td>
<td>25,000</td>
<td>11.1</td>
<td>8.6</td>
<td>466</td>
<td>466</td>
<td>1</td>
<td>3,884,000</td>
<td>3,971,883</td>
<td>44</td>
</tr>
<tr>
<td>Cedars-Sinai Medical Center</td>
<td>6</td>
<td>9</td>
<td>6655</td>
<td>9631</td>
<td>8.9</td>
<td>6.9</td>
<td>865</td>
<td>882</td>
<td>1</td>
<td>3,884,000</td>
<td>3,971,883</td>
<td>26</td>
</tr>
<tr>
<td>University of Pittsburgh Medical Center</td>
<td>7</td>
<td>6</td>
<td>6440</td>
<td>9246</td>
<td>13.3</td>
<td>9.2</td>
<td>1528</td>
<td>1517</td>
<td>1</td>
<td>305,841</td>
<td>304,391</td>
<td>66</td>
</tr>
<tr>
<td>New York Presbyterian Columbia and Cornell</td>
<td>8</td>
<td>14</td>
<td>22,300</td>
<td>28,200</td>
<td>7.7</td>
<td>5.7</td>
<td>2262</td>
<td>2328</td>
<td>1</td>
<td>8,406,000</td>
<td>8,550,405</td>
<td>84</td>
</tr>
<tr>
<td>Mount Sinai Hospital</td>
<td>9</td>
<td>7</td>
<td>46,300</td>
<td>63,400</td>
<td>16.5</td>
<td>11.8</td>
<td>1048</td>
<td>1183</td>
<td>1</td>
<td>8,406,000</td>
<td>8,550,405</td>
<td>63</td>
</tr>
<tr>
<td>Hospitals of the University of Pennsylvania</td>
<td>10</td>
<td>12</td>
<td>6746</td>
<td>9767</td>
<td>7.9</td>
<td>9.3</td>
<td>784</td>
<td>789</td>
<td>1</td>
<td>1,553,000</td>
<td>1,567,442</td>
<td>56</td>
</tr>
<tr>
<td>Northwestern Memorial Hospital</td>
<td>11</td>
<td>17</td>
<td>9533</td>
<td>13,100</td>
<td>6.8</td>
<td>5.7</td>
<td>885</td>
<td>885</td>
<td>1</td>
<td>2,719,000</td>
<td>2,720,546</td>
<td>53</td>
</tr>
<tr>
<td>Houston Methodist Hospital</td>
<td>12</td>
<td>11</td>
<td>1,1400</td>
<td>14,100</td>
<td>2.1</td>
<td>2</td>
<td>839</td>
<td>856</td>
<td>1</td>
<td>2,196,000</td>
<td>2,296,224</td>
<td>11</td>
</tr>
<tr>
<td>University Hospitals Cleveland Medical Center</td>
<td>13</td>
<td>27</td>
<td>10,600</td>
<td>13,700</td>
<td>1.6</td>
<td>2.3</td>
<td>771</td>
<td>790</td>
<td>1</td>
<td>390,113</td>
<td>388,072</td>
<td>27</td>
</tr>
<tr>
<td>Baylor University Medical Center</td>
<td>14</td>
<td>16</td>
<td>16,600</td>
<td>1680</td>
<td>4.6</td>
<td>3.4</td>
<td>876</td>
<td>844</td>
<td>1</td>
<td>1,258,000</td>
<td>1,300,092</td>
<td>40</td>
</tr>
<tr>
<td>St. Francis Hospital</td>
<td>15</td>
<td>19</td>
<td>136</td>
<td>304</td>
<td>0</td>
<td>0.1</td>
<td>306</td>
<td>306</td>
<td>0</td>
<td>2791</td>
<td>2791</td>
<td>32</td>
</tr>
<tr>
<td>Yale New Haven Hospital</td>
<td>16</td>
<td>23</td>
<td>13,800</td>
<td>17,400</td>
<td>2.6</td>
<td>2.6</td>
<td>1571</td>
<td>1576</td>
<td>1</td>
<td>130,660</td>
<td>130,322</td>
<td>48</td>
</tr>
<tr>
<td>Oschner Medical Center</td>
<td>17</td>
<td>27</td>
<td>3810</td>
<td>4905</td>
<td>1.9</td>
<td>1.6</td>
<td>771</td>
<td>789</td>
<td>1</td>
<td>23,319</td>
<td>23,319</td>
<td>10</td>
</tr>
<tr>
<td>Florida Hospital</td>
<td>18</td>
<td>__c</td>
<td>14,100</td>
<td>18,200</td>
<td>0.7</td>
<td>1.2</td>
<td>2338</td>
<td>2478</td>
<td>0</td>
<td>255,483</td>
<td>270,934</td>
<td>17</td>
</tr>
<tr>
<td>Beaumont Hospital</td>
<td>19</td>
<td>18</td>
<td>6113</td>
<td>7752</td>
<td>0.4</td>
<td>0.9</td>
<td>1070</td>
<td>1070</td>
<td>1</td>
<td>58,946</td>
<td>59,008</td>
<td>24</td>
</tr>
<tr>
<td>Lehigh Valley Hospital</td>
<td>20</td>
<td>38</td>
<td>6550</td>
<td>8847</td>
<td>0.6</td>
<td>0.1</td>
<td>793</td>
<td>784</td>
<td>0</td>
<td>118,577</td>
<td>120,207</td>
<td>22</td>
</tr>
<tr>
<td>St. Alexius Hospital</td>
<td>21</td>
<td>__</td>
<td>794</td>
<td>939</td>
<td>0.3</td>
<td>0</td>
<td>305</td>
<td>280</td>
<td>0</td>
<td>52,398</td>
<td>52,138</td>
<td>4</td>
</tr>
<tr>
<td>Brigham and Women's Hospital</td>
<td>22</td>
<td>45</td>
<td>21,100</td>
<td>29,000</td>
<td>4.1</td>
<td>5</td>
<td>779</td>
<td>757</td>
<td>1</td>
<td>645,966</td>
<td>667,137</td>
<td>44</td>
</tr>
<tr>
<td>----------------------------------------------------</td>
<td>-----------</td>
<td>-----------</td>
<td>----------------</td>
<td>---------------</td>
<td>-----------------------</td>
<td>-----------------------</td>
<td>-----------</td>
<td>-----------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>University of Kansas Hospital</td>
<td>23</td>
<td>35</td>
<td>2331</td>
<td>3881</td>
<td>0.5</td>
<td>0.6</td>
<td>623</td>
<td>713</td>
<td>1</td>
<td>148,483</td>
<td>151,306</td>
<td></td>
</tr>
<tr>
<td>UCSF Medical Center</td>
<td>24</td>
<td>15</td>
<td>25,000</td>
<td>37,100</td>
<td>6.7</td>
<td>8.2</td>
<td>650</td>
<td>650</td>
<td>1</td>
<td>837,442</td>
<td>864,816</td>
<td></td>
</tr>
<tr>
<td>NYU Langone Hospitals</td>
<td>25</td>
<td>13</td>
<td>7697</td>
<td>12,100</td>
<td>1.9</td>
<td>2.4</td>
<td>791</td>
<td>718</td>
<td>1</td>
<td>8,406,000</td>
<td>8,550,405</td>
<td></td>
</tr>
<tr>
<td>University of Washington Medical Center</td>
<td>26</td>
<td>31</td>
<td>14,900</td>
<td>17,800</td>
<td>2.5</td>
<td>2.4</td>
<td>450</td>
<td>428</td>
<td>1</td>
<td>652,405</td>
<td>684,451</td>
<td></td>
</tr>
<tr>
<td>Hackensack University Medical Center</td>
<td>27</td>
<td>—</td>
<td>2627</td>
<td>3864</td>
<td>0</td>
<td>0.1</td>
<td>685</td>
<td>710</td>
<td>0</td>
<td>44,113</td>
<td>44,834</td>
<td></td>
</tr>
<tr>
<td>Bethesda North Hospital</td>
<td>28</td>
<td>—</td>
<td>1706</td>
<td>2523</td>
<td>0</td>
<td>0</td>
<td>375</td>
<td>342</td>
<td>0</td>
<td>297,517</td>
<td>298,550</td>
<td></td>
</tr>
<tr>
<td>John Muir Medical Center</td>
<td>29</td>
<td>—</td>
<td>0</td>
<td>207</td>
<td>0</td>
<td>0.1</td>
<td>367</td>
<td>383</td>
<td>0</td>
<td>66,900</td>
<td>68,910</td>
<td></td>
</tr>
<tr>
<td>Mayo Clinic Phoenix</td>
<td>—</td>
<td>8</td>
<td>1,170,000</td>
<td>1,360,000</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>268</td>
<td>1</td>
<td>1,513,000</td>
<td>1,563,025</td>
<td></td>
</tr>
<tr>
<td>Mayo Clinic Jacksonville</td>
<td>—</td>
<td>10</td>
<td>1,170,000</td>
<td>1,360,000</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>249</td>
<td>1</td>
<td>842,583</td>
<td>868,031</td>
<td></td>
</tr>
<tr>
<td>Thomas Jefferson University Hospital</td>
<td>—</td>
<td>19</td>
<td>—</td>
<td>9377</td>
<td>—</td>
<td>2.9</td>
<td>—</td>
<td>937</td>
<td>1</td>
<td>1,553,000</td>
<td>1,567,442</td>
<td></td>
</tr>
<tr>
<td>Stanford Health Care</td>
<td>—</td>
<td>21</td>
<td>—</td>
<td>24,000</td>
<td>—</td>
<td>3.5</td>
<td>—</td>
<td>481</td>
<td>1</td>
<td>66,642</td>
<td>66,853</td>
<td></td>
</tr>
<tr>
<td>University of Colorado Hospital</td>
<td>—</td>
<td>22</td>
<td>—</td>
<td>1518</td>
<td>—</td>
<td>2.3</td>
<td>—</td>
<td>648</td>
<td>1</td>
<td>345,803</td>
<td>359,407</td>
<td></td>
</tr>
<tr>
<td>University of Michigan Hospitals</td>
<td>—</td>
<td>23</td>
<td>—</td>
<td>21,900</td>
<td>—</td>
<td>6.5</td>
<td>—</td>
<td>962</td>
<td>1</td>
<td>117,025</td>
<td>117,070</td>
<td></td>
</tr>
<tr>
<td>Indiana University Health Medical Center</td>
<td>—</td>
<td>25</td>
<td>—</td>
<td>22,800</td>
<td>—</td>
<td>3</td>
<td>—</td>
<td>1243</td>
<td>1</td>
<td>852,866</td>
<td>853,173</td>
<td></td>
</tr>
<tr>
<td>Tampa General Hospital</td>
<td>—</td>
<td>26</td>
<td>—</td>
<td>8406</td>
<td>—</td>
<td>1.9</td>
<td>—</td>
<td>1011</td>
<td>0</td>
<td>352,957</td>
<td>369,075</td>
<td></td>
</tr>
<tr>
<td>Barnes-Jewish Hospital</td>
<td>—</td>
<td>28</td>
<td>—</td>
<td>7790</td>
<td>—</td>
<td>4.6</td>
<td>—</td>
<td>1323</td>
<td>1</td>
<td>318,416</td>
<td>315,685</td>
<td></td>
</tr>
<tr>
<td>University of Wisconsin</td>
<td>—</td>
<td>30</td>
<td>—</td>
<td>17,000</td>
<td>—</td>
<td>0.5</td>
<td>—</td>
<td>544</td>
<td>1</td>
<td>243,344</td>
<td>248,951</td>
<td></td>
</tr>
</tbody>
</table>

aGI: Gastrointestinal
bUCLA: University of California, Los Angeles
cNot applicable.
dUCSF: University of California, San Francisco
eNYU: New York University
Table 2. Multivariate analysis for 2014 Division Ranking per United States News and World Report.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>$\beta$ coefficient</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter followers</td>
<td>0.00004</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Academic affiliation</td>
<td>5.3</td>
<td>.04</td>
</tr>
<tr>
<td>Total number of beds</td>
<td>0.0011</td>
<td>.59</td>
</tr>
<tr>
<td>Local population</td>
<td>-0.0000004</td>
<td>.58</td>
</tr>
<tr>
<td>Number of GI$^a$ staff</td>
<td>0.066</td>
<td>.22</td>
</tr>
</tbody>
</table>

$^a$GI: gastrointestinal

Figure 1. Twitter followers versus 2014 United States News and World Report gastrointestinal reputation score. GI: gastrointestinal. USNWR: United States News and World Report.

Table 3. Multivariate analysis for 2014 Reputation Score per United States News and World Report.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>$\beta$ coefficient</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter followers</td>
<td>-0.00002</td>
<td>.03</td>
</tr>
<tr>
<td>Academic affiliation</td>
<td>-7.3</td>
<td>.03</td>
</tr>
<tr>
<td>Total number of beds</td>
<td>-0.004</td>
<td>.12</td>
</tr>
<tr>
<td>Local population</td>
<td>-0.0000006</td>
<td>.51</td>
</tr>
<tr>
<td>Number of GI$^a$ staff</td>
<td>0.042</td>
<td>.55</td>
</tr>
</tbody>
</table>

$^a$GI: gastrointestinal
Discussion

Key Results

Based on the 2014 USNWR figures, both institutional Twitter following and academic affiliation are independent predictors of gastroenterology, and GI surgery subspecialty, rankings and reputation scores. Furthermore, gaining Twitter followers between 2014 and 2016 was significantly associated with improved or maintained divisional ranking, with 8000 more followers as the greatest predictor of improved or stable divisional ranking as noted on sensitivity analysis.

According to the Pew Research Center, social media usage has seen a nearly 10-fold increase over the past more than ten years since 2005, with 65% of all adults using a social networking site [13]. According to the Mayo Clinic Health Care Social
Media List compiled in 2012, 1583/6562 hospitals in the United States have accounts on one or more social media platforms (eg, Twitter, YouTube, Facebook, LinkedIn, Foursquare), of which 1010 have Twitter accounts [14]. Thus far, gastroenterologist reception of the use of social media has been lukewarm, with only 57.5% of physicians perceiving social media as a method of obtaining “current, high-quality information” [15]. Only 47.7% of gastroenterologists reported having ever used any form of social media [16]. A better understanding of how social media might impact health-related and monetary outcomes might help galvanize use among medical professionals.

More importantly, many consumers use social media to access health-related consumer reviews, including hospital reviews [3,4]. Boosting a hospital’s social media presence could be a simple and economical way of potentially elevating institutional ranking, attracting more patients, and increasing hospital revenue. By using the principles of behavioral economics, hospitals would see that it seems that simplified ranking systems drive decision making for patients over complex measures of hospital quality [9,11]. The Twitter presences of United States universities, including an extended followers network, have been shown to reflect institutional rankings, like that of UNSWR [17]. Geotagged Twitter dialogue has also been shown to reflect population-level sentiments as well as disease states and changes by geography [18,19]. Pope et al report a shift from a lower hospital rank to a higher rank is associated with both an increase of nonemergency Medicare patients and an estimated $76 million in additional revenue [9]. Furthermore, rankings influenced an estimated 15,000 hospital choices made by Medicare patients over the course of a decade, resulting in a $750 million shift in revenue [9].

The academic community may question the validity and transparency of the UNSWR rankings as an objective representation of hospital quality. One study found UNSWR ranked institutions had reportedly demonstrated better clinical outcomes in cardiac care and mortality for acute myocardial infarction when compared to their unranked counterparts [20]. However, Hota et al noted discrepancies between certain patient safety indicators (PSIs), as established by the Centers for Medicare and Medicaid Services (CMS), and patient safety scores as reported in UNSWR [21]. Since these concerns have been raised (after our analysis), UNSWR have announced changes to their ranking methodology in June 2016 that include reducing the weight of the patient safety score and eliminating one of these discrepant counterparts [22]. Even with objective measures, an institutional ranking might not accurately represent the academic or technical capabilities of an individual practitioner. In nonobjective measures, our study also demonstrated significant associations between social media presence and reputation scores. Some researchers have also noted disproportionate influence of reputation score on subspecialty ranking over objective measures [23]. However, others have defended the objectivity of reputation score, citing strong correlations with research productivity, which could impact professional perception of a division [24]. Though our study demonstrated academic affiliation as an independent predictor of ranking, some hospitals may be ranked highly for good performance despite having no academic affiliation. The converse is also true, as there are large, reputable gastroenterology divisions with relatively robust social media presences that were unranked by UNSWR at the time of this study.

Limitations
The limitations of our study included using a single social media platform and using a single source for institutional rankings (USNWR), both of which may limit the generalizability of our results. Moreover, only institutional Twitter accounts were included in the study. At the time of data collection, there were too few gastroenterology division–specific accounts (eg, @Duke_GI) and subspecialty- or disease-specific Twitter accounts (eg, @UChicagoIBD, @UCLAIBD, among others). Furthermore, any causality cannot be directly established from our results. The differences in hospital rankings could also potentially affect social media following. Further research would therefore be required to elucidate the mechanism of how greater social media presence impacts hospital ranking, or if a higher divisional ranking may lead to a greater social media following. While reputation score determines 27.5% of the overall USNWR specialty score, there is also no existing data evaluating the number of Doximity voters who are active social media users or have significant exposure to dialogue occurring on Twitter [22]. Moreover, annual fluctuations in ranking might not reflect long-term social media impact, as previous studies have shown that hospital specialties vary by an average 5.49 spots per year [9]. There may have also been temporal differences that may have affected social media following at time of data collection, as data was collected at different times of year (June and November of either year). Finally, other factors could affect social media following but may not impact institutional rankings, such as significant news stories and exposure through other media outlets.

Conclusion
Institutional social media following is independently associated with USNWR divisional ranking and reputation score. Moreover, an increase in social media following was also independently associated with improved or stable divisional ranking and reputation score with a threshold of 8000 additional followers as the best predictor of improved or stable ranking. Institutions hoping to boost their overall and divisional rankings may benefit from strengthening their social media presence by both engaging the public and increasing online visibility through platforms such as Twitter.
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Abstract

Background: School-based alcohol, tobacco, and other drug use (ATOD) surveys are a common epidemiological means of understanding youth risk behaviors. They can be used to monitor national trends and provide data, in aggregate, to schools, communities, and states for the purposes of funding allocation, prevention programming, and other supportive infrastructure. However, such surveys sometimes are targeted by public criticism, and even legal action, often in response to a lack of perceived appropriateness. The ubiquity of social media has added the risk of potential online firestorms, or digital outrage events, to the hazards to be considered when administering such a survey. Little research has investigated the influence of online firestorms on public health survey administration, and no research has analyzed the content of such an occurrence. Analyzing this content will facilitate insights as to how practitioners can minimize the risk of generating outrage when conducting such surveys.

Objective: This study aimed to identify common themes within social media comments comprising an online firestorm that erupted in response to a school-based ATOD survey in order to inform risk-reduction strategies.

Methods: Data were collected by archiving all public comments made in response to a news study about a school-based ATOD survey that was featured on a common social networking platform. Using the general inductive approach and elements of thematic analysis, two researchers followed a multi-step protocol to clean, categorize, and consolidate data, generating codes for all 207 responses.

Results: In total, 133 comments were coded as oppositional to the survey and 74 were coded as supportive. Among the former, comments tended to reflect government-related concerns, conspiratorial or irrational thinking, issues of parental autonomy and privacy, fear of child protective services or police, issues with survey mechanisms, and reasoned disagreement. Among the latter, responses showed that posters perceived the ability to prevent abuse and neglect and support holistic health, surmised that opponents were hiding something, expressed reasoned support, or made factual statements about the survey. Consistent with research on moral outrage and digital firestorms, few comments (<10%) contained factual information about the survey; nearly half of the comments, both supportive and oppositional, were coded in categories that presupposed misinformation.

Conclusions: The components of even a small online firestorm targeting a school-based ATOD survey are nuanced and complex. It is likely impossible to be fully insulated against the risk of outrage in response to this type of public health work; however, careful articulation of procedures, anticipating specific concerns, and two-way community-based interaction may reduce risk.

(J Med Internet Res 2019;21(9):e15298) doi:10.2196/15298
KEYWORDS
social media; ATOD; survey; firestorm; digital

Introduction

School-Based Public Health Surveys
School-based alcohol, tobacco, and other drug (ATOD) surveys are internationally recognized as one of the most important ways of understanding ATOD use and related risk behaviors among young people [1]. In the United States, such surveys often include questions on attitudes (eg, perceived harm of substance use) and behaviors (eg, bullying); they are also used to monitor national trends [2] and provide aggregated information to school districts, states, and communities [3]. Administration of these surveys continues to be important, especially in the midst of a national addictions crisis that affects youth and adolescents [4] and the continually changing patterns of substance use and risk behaviors in this population, such as the recent surge in e-cigarette use [5]. Survey data and reports are also valuable in supporting continued efforts to design effective state and local education standards for substance use prevention [6] and evidence-based prevention strategies [7].

Though these surveys are designed for public health surveillance and prevention, there is a risk that they will be misunderstood as experimental research being conducted on youth, which occupies a more controversial space in public discourse [8]. Such misunderstandings, in conjunction with potentially contentious questionnaire topics like sexual health and substance use, have led to federal lawsuits against schools for administering surveys; however, two notable federal appellate cases had been resolved prior to 2007 in favor of the school districts [9]. Nonetheless, public health surveys continue to be attacked in traditional and online media [10-12], although such instances are rarely documented in academic literature. At times, clusters of incidents have also been captured in blog posts advocating for a specific position on school-based surveillance surveys [13]. School responses to such events, documented in these stories and posts [10-13], have ranged from a simple apology to cessation of survey administration.

Nature and Impact of Public Controversy

Although little research has focused on the outcomes of public controversy on school-based surveys, such negative exposure is known to have a “chilling effect” on public health scholars in general, leading to self-censorship, modification of agendas, and even career changes [14]. Controversy can also serve as an informal social control on the types of information that is acceptable to collect, even for the purposes of harm reduction [15]. When criticisms emerge from outside of academia, they tend to involve social media, blog posts, and occasional extreme reactions, such as threats of violence or demands that a particular scholar be terminated [16]. In fact, the emergence of social media has fundamentally changed how such controversies play out, with new potential for “huge waves of outrage” to emerge rapidly in an “online firestorm” [17].

Rather than stemming from fundamentally irrational behavior, online firestorms often manifest as aggressive forms of sousveillance [18] that “use the available masses of weak ties in social media to publicly enforce social-political norms” [19]. While similarities have been drawn between firestorms and moral panics, a recent study suggested that “social appropriateness of attacking the denounced actor” was an important antecedent of firestorm participation, as opposed to a predetermined moral stance [20]. In fact, the piling on behavior observed in firestorms is a fundamental component of moral grandstanding—wanting to be perceived as moral by others [21]. Although firestorms may not promote long-standing change in public discourse [22], they can result in significant short-term consequences. This can be observed, for example, in the case of Justine Sacco, a communications executive who was publicly terminated after a firestorm erupted in response to a tweet she sent in 2014 [23]. These consequences can even accrue when the firestorm is based on misleading or false information, as with Dominique Moran who was fired in response to social media outrage accusing her of racism, though she was offered her job back after the full spectrum of evidence was presented [24].

The Firestorm

In 2015, an annual ATOD survey was administered by local school officials to students in grades 6 through 12 in several hundred schools in a midwestern state. Participation in the survey by any school was voluntary. Schools that elected to participate were told that they had the choice of either electronic or paper administration formats; they were informed of their responsibility to seek either active or passive consent from parents and guardians for their children to participate in the survey. More than 25% of all schools in the state participated, and the aggregate student body of participating schools was predominantly white (approximately 70%), generally reflecting the state population.

As part of this process, the finalized survey instrument was made fully and openly available on a website for parental review for several months prior to survey administration, and schools were instructed to direct parents to that website. Schools were also instructed that at the time of survey administration, students should be told that completing the survey, as well as responding to individual survey items, was voluntary, even if their parent or guardian consented to their participation. At the beginning of the survey instrument, participants were prompted to indicate their date of birth, the initials of their first and last names, and the first letter of the school they attended at the beginning of the first grade. These data were to have been used to generate a confidential survey ID for the purposes of matching data between years, but were not designed to identify individuals, nor did the survey administrators have the ability to do so. This was the first year that this long-standing survey attempted to ask these questions, the purpose of which was to support confidential longitudinal data analyses. This information would have been used, for example, in identifying a particular grade or cohort with unique risks, which is commonly done in many areas of public health, for example, in Willits, 2004 [25]. Once the pilot test was fielded, the item asking for date of birth and
initials raised parental curiosity. One of the families contacted a traditional media outlet, which aired a local television story about the survey.

The focus of the news story was not the new questions, though that was what had sparked interest. Instead, parents were mostly upset with several standardized risk and protective factor questions from the family domain of the Communities that Care (CTC) Youth Survey [26] having to do with “arguing about the same things in my family over and over,” “having serious arguments,” and “often insulting or yelling at each other.” Immediately following this story, the new questions, but not the CTC items, were removed from the final survey tool. Despite this, a minor firestorm erupted on social media in the comments section of the local news station’s page and a vitriolic debate ensued.

This Study
School-based surveys support harm reduction and substance use prevention efforts. The concomitant risk of public controversy and, more recently, of a digital firestorm may make school officials, epidemiologists, and public health scholars wary of advancing this important work. To better understand the nature of digital wildfires targeting school-based ATOD surveys, this study analyzes the qualitative comments made on social media during a small firestorm targeting a school-based ATOD survey administered by an independent organization and funded by a state-level government agency. The study also uses that information to make recommendations for how those who administer school-based surveys might proactively set in place protective structures that minimize the likelihood of controversy.

Methods
Data Collection
Data were captured by archiving all public comments posted to social media in response to the news story described above (ie, the firestorm) about a school-based public health survey. Local media featured this story on television then published the story—the only story covering this topic—to their website and two social media outlets. On one of the social media platforms, the post had no active engagement of any type. Thus, study data were drawn exclusively from the other social media platform. The thread was active (ie, the time from posting the story to social media until the final comment was posted) for approximately 35 hours. Because of the nature of online debate, at the point of archiving, several of the more incendiary posts had either been made private or had been redacted prior to capture and were, therefore, not included in the dataset. Although all data were posted in a digital public forum, to protect individuals’ privacy, this study did not identify the social media platform in question; quotes that might potentially be used to identify individuals were paraphrased or edited for publication, without changing the tone or meaning, to remove colloquialisms that would render the strings unique.

This work was granted Exempt status by the Indiana University Institutional Review Board (number: 1511842027).

Theoretical Orientation
More than a decade ago, researchers identified a “crisis of trust” in how the public at-large views science [27]. As lay exploration of science related to all topics, including public health, has moved to the Internet, it is probable that the level and type of interactivity matters in how content is understood and the ways that the public reacts to the content [28]. Further, comment sections in online science articles often veer from the initial story content, particularly in the direction of moral and ethical claims and community-driven narrative [29].

Because these comments were made in a public digital forum, they offered a naturalistic opportunity to explore and categorize the components of a digital firestorm targeting a public health survey tool. For this reason, we used a general inductive approach [30] informed by theoretical thematic analysis [31] to extract individual and overlapping categories from individual comments.

Data Analysis
Data were transcribed into Dedoose and cleaned by the lead author (RAG), who then segmented comments into two broad categories: oppositional and supportive. For comments that were brief or unclear (eg, only the word “Agreed”), opposition or support was determined by context. Comments by the same person that were broken into multiple posts on the thread were counted as single comments when they focused on the same message, though this occurred very infrequently since this was a small firestorm. A second reviewer validated comment sorting before the study moved forward. Then, within each of the two categories, the second researcher (1) completed multiple deep reads of the dataset, (2) generated preliminary themes and prepared a codebook, (3) assigned one or more codes to each social media comment, (4) revised the themes, and (5) recoded each individual social media comment. The lead author then (6) received the coded data and codebook, (7) reviewed each individual comment, (8) suggested revisions to the codebook, and (9) recoded each comment, highlighting any potential areas of disagreement. Finally, the two researchers met in person to discuss the data and continued shared analysis until 100% agreement on coding for each comment was achieved.

Results
Negative or Oppositional Comments
Overview
A total of 133 individual comments were coded as negative or oppositional. Within this segment, researchers identified seven categories, as outlined in Table 1.

The majority of comments (105/133, 78.9%) fell within a single categorical element. The most frequently shared categories were government related + conspiratorial or irrational (10/133, 7.5%) and reasoned disagreement + survey mechanisms (6/133, 4.5%). Most comments were easy to parse for categorical content, though a few posed conceptual difficulty and required lengthier discussion. For example, we coded a comment about children belonging to the state, and the potential for resistance,
as *government related* and *conspiratorial or irrational*, but cases could be made for additional categories depending on how the intention of the comment is interpreted.

Frequencies and percentages of categories are provided in Table 2.

**Table 1.** Negative or oppositional comments.

<table>
<thead>
<tr>
<th>Comment category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government related</td>
<td>This code was used to indicate comments referencing government overreach, as distinct from school overreach; criticisms of government in any form; or references to a political agenda. It specifically excluded conspiratorial thinking.</td>
</tr>
<tr>
<td>Conspiratorial or irrational</td>
<td>This code was used to indicate comments displaying conspiratorial thinking or creation of implications that demonstrably surpass a <em>reasonable person</em> standard (e.g., comparison of a survey to actions taken by Nazi Germany). Importantly, simply expressing concern about the unique identifier did not qualify a comment for this code.</td>
</tr>
<tr>
<td>Parental autonomy and privacy</td>
<td>This code was used to indicate comments focusing on the roles or rights of parents, especially vis a vis the school; the appropriate role of the school versus other entities; or criticism of the school’s involvement in students’ home lives, including privacy concerns.</td>
</tr>
<tr>
<td>Child protective services and police</td>
<td>This code was used to indicate comments suggesting that the survey was a tool that could result in a law enforcement agency investigating parents.</td>
</tr>
<tr>
<td>Reasoned disagreement</td>
<td>This code was used to indicate criticism of the survey that attempted to make a logical case against it.</td>
</tr>
<tr>
<td>Survey mechanisms</td>
<td>This code was used to indicate concerns about survey mechanisms, including perceptions about informed consent, confidentiality, and the voluntary nature of its completion.</td>
</tr>
<tr>
<td>Other or miscellaneous</td>
<td>This code was used to categorize trolling within negative threads (e.g., spelling correction), affirmation of negativity (e.g., simply writing “Agreed”), or other outlier comments.</td>
</tr>
</tbody>
</table>

**Table 2.** Amount of negative or oppositional social media comments containing identified categorical elements.

<table>
<thead>
<tr>
<th>Comment category</th>
<th>Number of comments (N=133), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government related</td>
<td>22 (16.5)</td>
</tr>
<tr>
<td>Conspiratorial or irrational</td>
<td>19 (14.3)</td>
</tr>
<tr>
<td>Parental autonomy and privacy</td>
<td>53 (39.8)</td>
</tr>
<tr>
<td>Child protective services and police</td>
<td>7 (5.3)</td>
</tr>
<tr>
<td>Reasoned disagreement</td>
<td>16 (12.0)</td>
</tr>
<tr>
<td>Survey mechanisms</td>
<td>15 (11.3)</td>
</tr>
<tr>
<td>Other or miscellaneous</td>
<td>33 (24.8)</td>
</tr>
</tbody>
</table>

*Categories were not mutually exclusive. The most common overlapping codes were government related + conspiratorial or irrational (10/133, 7.5%) and reasoned disagreement + survey mechanisms (6/133, 4.5%).

**Government Related**

Most respondents who discussed the government used this firestorm as a place to insert specific criticisms of the state or federal government, sometimes without any direct mention of the survey.

*The state can’t accomplish anything positive...* [Participant #4]

*That’s the public government indoctrination school system...* [Participant #177]

Other respondents enmeshed criticism or concern about the government with other thematic areas, including conspiratorial thinking and parental issues. Some participants argued that the survey was an attempt to violate civil rights and control children’s upbringing while pretending to be a process intended to protect youth. Others simply asserted government intrusiveness.

*Government is...increasingly intrusive on people’s lives...* [Participant #62]

**Conspiratorial or Irrational**

Nearly all responses fitting this category referenced Nazi ideology or fascism, perhaps in loose observance of Godwin’s law [32]. One participant, for example, referenced Nazi Germany and then indicated that this type of questionnaire historically has been a tool used against parents by oppressive governments. Other responses used memes or articulated more specific, if unrealistic, concerns related to large-scale arrests of those whose children responded to the surveys in certain ways.

*Meme used as part of response: A picture of Anne Frank saying, “hiding away up in the attic, are we Anne Frank? Why don’t you just obey the law?”* [Participant #0]

*Soon they will [ask] children [whether their parents criticize] the school board...or other elected officials.*
Then [the parents will be sent] to jail just like...dictatorships [in the past]... [Participant #62]

Parental Autonomy and Privacy
A number of respondents focused on defining what the school’s role should be in society, both in general and in distinction to other organizations or groups.

It’s not their place to ask! [Participant #201]
That looks like a doctor’s office survey so leave it there. [Participant #192]

Other responses indicated a feeling of having their privacy invaded by the school, and implied that the schools were on a slippery slope in terms of the questions they were asking. One participant, for example, began listing sex positions and referenced the Kama Sutra in the context of stating that none of those things are anyone’s business, though no questions on the survey pertained to sexuality. Comments also sometimes suggested that this was an attempt for schools to gain authority over youth.

We need to take back control of our children... [Participant #1]
What goes on in the home [isn’t] their business...schools already overreach... [Participant #19]

Child Protective Services and Police
There was a small cluster of responses that specifically expressed concern that the survey would trigger legal action to seize children.

...my fear is [the survey] may also have [the government and child protective services]...causing trouble where none exists by taking answers out of context... [Participant #52]

Reasoned Disagreement
Some respondents did not support or agree with the survey being conducted, but they approached their concerns in a measured manner. One participant suggested calmly instructing youth first to decline participation and then to notify the parents if they received pushback against that decision. Others posed theoretical disagreement or questions about the survey.

If the school [were concerned], they [wouldn’t necessarily have to ask] all of the kids [whether their parents argue all of the time]. [Participant #67]

Survey Mechanisms
A number of comments indicated concerns with the survey protocol, though it is not possible to tell whether these reflect actual lapses in protocol at individual schools or respondent concerns that are not based on actual events.

...students at <redacted> were not informed participation was voluntary, and were told they had to fill out the survey... [Participant #91]

Positive or Supportive Comments
Overview
A total of 74 individual comments were coded as positive or supportive. Within this segment, researchers identified six categories, as discussed in Table 3.

The majority of comments (48/74, 65%) fell within a single categorical element. The most frequently shared categories were prevent abuse or neglect + hiding something (8/74, 11%) and factual statements + reasoned support (7/74, 9%).

Frequencies and percentages of categories are provided in Table 4.

Table 3. Positive or supportive comments.

<table>
<thead>
<tr>
<th>Comment category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prevent abuse or neglect</td>
<td>This code was used to indicate comments suggesting that the survey would serve to prevent or intervene with specific cases of abuse or neglect.</td>
</tr>
<tr>
<td>Holistic health</td>
<td>This code was used to indicate comments suggesting that youth are affected by home life or environment or justifying the school’s role in supporting home life.</td>
</tr>
<tr>
<td>Hiding something</td>
<td>This code was used to indicate comments suggesting that the only reason to be upset with youth completing the survey is that the parents have something to hide.</td>
</tr>
<tr>
<td>Factual statements</td>
<td>This code was used to indicate comments demonstrating a factual understanding of how the ATOD(^a) survey works.</td>
</tr>
<tr>
<td>Reasoned support</td>
<td>This code was used to indicate support for the survey that attempted to make a logical case for it.</td>
</tr>
<tr>
<td>Other or miscellaneous</td>
<td>This code was used to categorize trolling within supportive threads (eg, spelling correction), affirmation of positivity (eg, simply writing “Agreed”), or other outlier comments.</td>
</tr>
</tbody>
</table>

\(^a\) ATOD: alcohol, tobacco, and other drug.
Table 4. Amount of positive or supportive social media comments containing identified categorical elements.

<table>
<thead>
<tr>
<th>Comment category</th>
<th>Number of comments (N=74), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prevent abuse or neglect</td>
<td>17 (23)</td>
</tr>
<tr>
<td>Holistic health</td>
<td>17 (23)</td>
</tr>
<tr>
<td>Hiding something</td>
<td>18 (24)</td>
</tr>
<tr>
<td>Factual statements</td>
<td>15 (20)</td>
</tr>
<tr>
<td>Reasoned support</td>
<td>16 (22)</td>
</tr>
<tr>
<td>Other or miscellaneous</td>
<td>23 (31)</td>
</tr>
</tbody>
</table>

*Categories were not mutually exclusive. The most common overlapping codes were prevent abuse or neglect + hiding something (8/74, 11%) and factual statements + reasoned support (7/74, 9%).

Prevent Abuse or Neglect

A number of participants supported the survey because they believed that it could be used to identify specific youth who were experiencing adverse events (eg, abuse) and, in some cases, to intervene with those individuals.

...it is important for the truth to [be revealed so that youth can be saved]. I would be happy to [clarify my own actions with child protective services in order to help protect] other kids that are being abused or neglected... [Participant #51]

Who had a problem, abusive parents? [Participant #99]

Holistic Health

Other participants justified administration of the survey by asserting that home life often affects educational performance or that parents cannot or should not be inconsistent in requests that the school invest in their children’s lives.

[Anyone who says that home life has] nothing to do with education must be joking! [Participant #24]

...You want the school to be involved [and not involved at the same time]. [Parents need to] figure this out...[it’s] the first step to ensure kids’ safety... [Participant #74]

Hiding Something

Some individuals indicated that there was nothing to worry about as long as others had nothing to hide; others took this concept one step further, asserting that those who were upset about the survey specifically had something to hide from authorities or school personnel.

If there is nothing to hide it should not matter... [Participant #60]

...[if you don’t want your own child to answer these questions], is it because you are scared of what they will say...? If you answered yes to either [of the questions about home life], you are the reason they have to ask these questions. [Participant #65]

Factual Statements

A few participants provided statements outlining factual information about the ATOD survey. This included both comments related to the mechanics of survey administration as well as statements related to the implications of the survey (eg, what is intended to be done with the data).

The survey results are [used] to gather data...when you see stories that [describe the prevalence of youth smoking or drug use]...This is where that information comes from. [Participant #68]

These surveys are given to every student...They are completely anonymous. Teachers [cannot] administer them [to preserve privacy]. [Participant #30]

Discussion

Principal Findings

This study reviewed the full spectrum of social media comments posted as part of a localized social media firestorm surrounding administration of a school-based ATOD survey. As one might expect, such discourse is primed for a certain amount of controversy [33]. Analyses found that the responses were split at the broadest levels of opposition or support, though nearly two-thirds (133/207, 64.3%) opposed or criticized the survey. Further, most comments focused on the survey itself, the perceived context in which it was offered, or broader claims about society; few responses displayed individually directed flaming behavior (eg, “negative violations of...interactional norms”) [34].

Notably, only 7.2% (15/207) of the total responses contained factual information about the ATOD survey, and many of the other comments specifically relied on inaccurate assumptions about the survey. It is objectively true that the survey responses
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could not have been linked to individual students by the survey administrators; however, many commenters who wrote oppositional messages, especially those related to child protective services and privacy, either were unaware of this fact or did not believe it to be true. Likewise, many conspiratorial or seemingly irrational comments presupposed a broader, sinister agenda, components of which would require the ability to link survey data to individual students. At the same time, it is important to avoid “white hat bias” [35] by noting that some comments supportive of the survey were also advanced based on the same incorrect premises; in particular, supportive statements suggested that the ATOD survey could prevent individual cases of abuse or maltreatment or that parents only disliked the CTC items because they might be caught hiding harmful behavior; however, neither of those scenarios were possible.

In total, many (99/207, 47.8%) coded comments were in the following categories: parental autonomy and privacy, child protective services and police, conspiratorial or irrational, prevent abuse and neglect, or hiding something. Although there was no overarching code for misinformation, comments in each of these categories, both positive and negative, logically presupposed inaccurate information about the purpose of the survey or the survey methods. In the context of digital moral outrage [36], one interpretation of the high volume of this type of comment is that the negative comments were indicating that the survey’s perceived invasions of privacy or question content violated social or moral norms in varying ways. On the other hand, the positive comments were presenting oppositional norms in which child safety was more highly valued than privacy or preferences about the kinds of questions that should be posed to youth.

Consistent with prior research [29], some of the comments not directly related to privacy, both positive and negative, also relied on a priori personal or community-based normative beliefs. This was most commonly observed in the government related and holistic health categories, manifesting as general mistrust or disdain for the government in the former and an underlying belief or overt assertion that home life is interlinked with school life in the latter. Many comments in these categories could have been posted as template responses to any news story focusing on government activity or the role of the school in raising youth.

One important general finding from this study is that while this social media firestorm occurred in the context of a school-based ATOD survey, much of the online activity was driven by factors external to the survey itself, though the consequences to the survey administration process could easily have been substantial. In fact, organizations administering school-based ATOD surveys have a vested interest in avoiding controversy, especially in online formats. Based on the data from this study, it is tempting simply to suggest that more specific, directed information provision about the nature of the survey and the purpose of administration would serve as firestorm protection for school-based ATOD surveys. This is an especially compelling argument given that this particular firestorm included a high density of conflict (ie, prosurvey and antisurvey) stemming from norms unrelated to the actual survey itself. At the same time, such an approach likely must be nuanced and should not minimize or trivialize these norms. For example, if there is widespread pre-existing concern about privacy, in general, in a segment of the population, then it may be beneficial to avoid the appearance of violating privacy, even when such a thing could not occur in practice.

Recommendations
The data in this study cannot determine whether misunderstandings about the survey stemmed from a lack of information availability or from a lack of belief in available information. It is plausible that the reality is a mixture of the two. Researchers have long acknowledged that “public understanding of science, and of public risk perceptions, are not so much about public capabilities...but about the trust and credibility they are prepared to invest...” [37]. This may extend beyond conspiratorial or government-related concerns to the schools themselves, which may not be trusted [38] or which may, as seen in this study, be viewed solely as an adversarial government apparatus. Thus, while it may be necessary to thoroughly outline survey procedures and protocols for public consumption, it is likely not sufficient. This study also suggests the importance of providing clarity about the survey’s purpose, how the data will be used, how they will be safeguarded, and who oversees the survey at each level. Further, there may be value in facilitating some level of community member coconstruction of the messaging, both to engender trust and to identify potential pain points that might spark outrage [39].

There is also a documented disconnection between public outrage and objective level of risk, especially when risks are perceived as involuntary or unfamiliar [40]. It is important to acknowledge the community’s perceived risks associated with data collection, even when they may objectively be minimal, as meaningful concerns [41] and to take additional steps to mitigate or address them. The most obvious step is to avoid collecting anything that might appear to link data to participants, even when safeguards are in place to prevent that from occurring. Other strategies might also include additional or redundant layers of student protection, for example, messaging written on the survey itself indicating, “even if you have been instructed by your teacher that you must take this survey, you are not required to do so.”

Ultimately, however, prior research [15,18-21,29] suggests that online firestorms are complex and often emerge as a result of many factors outside of the context of the specific target. Data from this study do nothing to attenuate that claim, with a significant digital presence in the firestorm allocated to a priori beliefs about the government, child welfare, and society. Thus, it is likely impossible to be 100% protected against the possibility of digital outrage when conducting a school-based survey. At the same time, depending on the scope or intent of a given public health project (eg, global immunization), it may be possible to generate targeted social media messaging to assuage some concerns (eg, the World Health Organization’s syndicated, organized, social media campaigns) [42].

Limitations and Study Context
This study is subject to several limitations. First, although all data points were captured and reviewed, this study was intended
to deeply understand this particular incident. One cannot assume that all digital firestorms will include similar content, though we suggest applicability of these findings specifically to school-based ATOD surveys administered for epidemiological purposes. Second, the study team did not compute interrater reliability for the coding, choosing instead to complete iterative review until 100% concordance was reached. Interrater reliability for qualitative research has long been a subject of discussion among scholars, who have noted that agreement on basic themes can easily be achieved, but interpretation of those themes can diverge [43]. Such divergence has been observed even in highly rigorous qualitative studies and tends to result from complex information (ie, multiple themes and subthemes) within a single piece of data [44]. Because of the nature of the data in this study—generally short, written statements rather than transcripts of interviews or focus groups and the a priori determination of the research interest (ie, the survey)—it was feasible to achieve full agreement on themes and interpretation relative to the research topic among the coders. Finally, this study did not have the ability to determine whether comments originated from people in the state where the firestorm occurred, nor was it able to determine whether comments were from online trolls or social bots intending to influence the discussion, for example, in Ferrara et al, 2016 [45].

To the authors’ knowledge, there are no extant studies that have investigated digital outrage relative to public health ATOD surveys in schools and few studies that have researched this in public health in general. Much of the writing about online firestorms has examined marketing and branding, including stakeholder relations and online *paracrisis* (ie, “a publicly visible crisis threat that charges an organization with irresponsible or unethical behavior”) [46]. This work has included, for example, experimental assessment of a proposed model of paracrisis development in response to a visual ad [47] and nonacademic books designed to help businesses (eg, *How to Protect [or Destroy] Your Reputation Online*) [48]. This study advanced understanding of the online firestorm phenomenon specifically as it pertains to school-based epidemiological surveys, which was heretofore mostly unexplored. At the same time, as noted above, it is limited in scope to the specific incident described and does not address, nor was it intended to address, the more general research literature conceptualizing digital outrage.
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Abstract

Background: Conflicts around the world have resulted in a record high number of refugees. Family separation is a critical factor that impacts refugee mental health. Thus, it is important to explore refugees’ ability to maintain contact with family members across the globe and the ways in which they attempt to do so. It is increasingly common for refugees to use information and communication technologies (ICTs), which include mobile phones, the internet, and social media sites, such as Facebook, WhatsApp, Skype, and Viber, for these purposes.

Objective: The aim of this study was to explore refugees’ perceptions of the impact of communication through ICTs on their mental health, the exercise of agency by refugees within the context of ICT use, especially their communication with their families, and logistical issues that affect their access to ICTs in the United States.

Methods: We used a constructivist grounded theory approach to analyze in-depth interviews of 290 adult refugee participants from different countries, who were enrolled in a randomized controlled trial of a community-based mental health intervention.

Results: Analyses showed that communication through ICTs had differing impacts on the mental health of refugee participants. ICTs, as channels of communication between separated families, were a major source of emotional and mental well-being for a large number of refugee participants. However, for some participants, the communication process with separated family members through digital technology was mentally and emotionally difficult. The participants also discussed ways in which they hide adversities from their families through selective use of different ICTs. Several participants noted logistical and financial barriers to communicating with their families through ICTs.

Conclusions: These findings are important in elucidating aspects of refugee agency and environmental constraints that need to be further explicated in theories related to ICT use as well as in providing insight for researchers and practitioners involved in efforts related to migration and mental health.

(J Med Internet Res 2019;21(9):e14171) doi:10.2196/14171
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Introduction

Background

Conflicts in different parts of the world, especially the Middle East and Africa, have resulted in a significant number of people who have experienced forced displacement worldwide. According to the United Nations High Commission for Refugees (UNHCR) [1], the number of displaced people reached an all-time high—70.8 million—at the end of 2018. UNHCR has classified 25.9 million of these displaced people as refugees. UNHCR defines a refugee as someone who has been forced to leave his or her country because of violence, persecution, or war and has a well-founded fear of persecution that prevents them from returning home [2].

Refugees, similar to other forcibly displaced people, often experience traumatic events, such as torture, mass killings, and political victimization. Exposure to these traumatic experiences negatively affects the mental health of refugees [3,4]. In addition to witnessing and experiencing these traumatic events, refugees often leave some or all of their family members behind. Family separation is a critical factor that impacts the mental health of refugees [5]. Often, refugees use information and communication technologies (ICTs), which include mobile phones, the internet, and social media sites, such as Facebook, WhatsApp, Skype, and Viber, to stay in touch with their family [6-8]. This study aimed to understand (1) refugee perceptions of the impact of the use of ICTs to communicate with family members on their mental health and (2) the exercise of agency by refugees, within the context of their imagined affordances of ICTs (users’ perceptions of communication technologies that influence how they approach them), especially with respect to their communication with their families.

Family Separation and Mental Health

Several studies have documented the negative impacts of family separation on the mental health of refugees [5,9]. Sudanese refugees resettled in Australia perceived family separation as the most significant factor that impacted their mental well-being. They described their most salient mental health issues as resulting from missing their families and being concerned about the financial situation of their families who were residing in Sudan [10]. Miller et al [9] conducted a mixed-methods study to understand how family separation affected the mental health of refugees who resettled in the United States. The authors found that separation from a family member or loved one was 1 of only 2 traumatic experiences out of the 27 they measured, which explained significant variance in all the 3 components of refugees’ mental health included in their study—posttraumatic stress disorder (PTSD) symptoms, emotional distress, and psychological quality of life—even after accounting for refugees’ overall level of trauma exposure. They also found that family separation caused mental stress among refugees in different forms. For example, refugees were fearful about the safety of their family members who remained in their home countries, which made them question their decision to resettle in the United States.

Information and Communication Technology Use Among Refugees

ICTs are often very important in the lives of refugees. ICTs can facilitate refugees’ well-being by helping them navigate the difficult terrain to their destinations, accumulate information about host countries, and get in touch with friends and family [11-14]. However, ICT use may also endanger refugee lives by making their information available for law and order personnel in the countries of their destinations or by making state or nonstate actors of the countries they are fleeing from aware of their flight or location [15,16]. Studies looking at refugees’ use of ICTs are mainly focused on (1) refugees’ mobilization from their home countries to their countries of refuge [14,15,17] and (2) the resettlement of refugees in new countries [6,11,13,18-20].

Studies investigating the use of ICTs primarily explore their use during the journey: maps to navigate routes, text and phone to remain in contact with family and their smugglers, and at times to save their lives by calling the border patrol in case of emergency [14,15]. Similarly, several studies examine the ways in which refugees use ICTs to meet several social and economic needs once they resettle in their destinations. For example, Kaufmann [21] found that Syrian refugees in Vienna used smartphones to access information, learn a language, and stay in touch with their families. He suggests that the refugees in his study were emotionally attached to their smartphones. Similarly, Wilding [22] noted that young refugees in Australia used ICTs to maintain their links with several communities at a time, including family and friends in the country of origin; therefore, the ICTs helped them transcend time and space. A study done in the Netherlands found that refugees used ICTs to learn local language and culture, among other things [11]. Similarly, studies have noted that refugees use ICTs to access different resources. For example, a study in Kenya revealed that ICTs offered platforms for refugees to access higher education in refugee camps [23]. The studies that examined the use of digital technologies by refugees during resettlement mainly focus on the use of ICTs for gratifying social needs, such as communicating with other refugees, family and friends, and promotion of health [20,24,25].

Information and Communication Technologies and Family Separation

Given the distress that family separation causes to refugees, it is important to explore refugees’ ability to maintain contact with their family members and the ways in which they attempt to do so. An increasingly common way through which refugees are able to stay in touch with family members is through the use of ICTs. ICTs enable copresence, a state of being emotionally connected with families that are far away [26].

ICTs can act as a vital lifeline for refugees who have resettled in a new country, and research has revealed that ICTs can help improve the mental health of refugees by enabling them to find displaced family members, communicate with their families and friends and inform them of their needs, and receive and send financial assistance [25]. UNHCR and host country governments are also exploring the use of ICTs to help refugees resettle in host countries and reduce the distress caused by family separation. Some research suggests that ICTs can
contribute to bridging the separation gap by making Web-based family reunification possible [10]. Thus, it seems that digital technology can provide separated families the opportunity to retain a communication link with their families.

Recent studies have found that cellular networks are the most common tools used to access the internet among refugees and that refugees living in camps use the internet and social media for several purposes, including connecting with family, building social support networks, and telling their stories [27,28]. A study conducted in a refugee camp in Syria noted that social media, such as WhatsApp and Facebook, were more often used for communication and information-seeking purposes by refugees than mobile voice, short message service text messaging, Skype, and email [29]. Digital technology has not only helped refugees connect with their families, but it has also helped them integrate into their host countries by allowing them the opportunity to access amenities on the Web, such as banking systems and aid agencies, and share their stories with different segments of the society [30]. Overall, research has documented that the primary use of ICTs among refugees is for communicating with their families [31]. However, the literature on the impact of ICTs on the mental health of refugees in the context of family separation is limited.

**Refugees’ Agency in the Usage of Information and Communication Technologies**

Research shows that refugees’ agency to interact with or through ICTs is dependent on the imagined affordances of the ICTs [16]. Imagined affordances are the users’ approaches to a technology shaped by the users’ expectations from that technology [32]. For example, in the context of mobility to Europe from Syria, refugees used smartphones to navigate their routes and stay in touch with their families and, at the same time, they feared negative consequences, such as being exposed to surveillance by state and nonstate actors [16]. Therefore, these possibilities of benefit and harm shaped how refugees strategically used technology while moving to their destination. However, there is a lack of literature on how refugees make strategic decisions about and exercise their agency to communicate through ICTs with their friends and family, especially in the context of resettlement in host countries.

**Barriers to Refugee Usage of Information and Communication Technologies**

Some scholars argue that even though ICTs are essential tools of communication among refugees, the limited ability to physically access ICTs and limited skills to use these technologies have resulted in inequities among different refugee groups [7,33]. For example, newly arriving refugees to Australia have shown low ICT literacy, as they were deprived of Web-based communication tools during their displacement [28]. As the number of forcibly displaced people around the world increases, it is essential to understand more about barriers to ICT use, which is faced by diverse refugee populations.

Thus, although there is burgeoning and important literature on ICT use among refugees, there is a need to explore refugee perceptions of the impact of ICTs on their mental health and how refugees’ decisions and actions illustrate their agency in their interaction with ICTs, in the context of resettlement in their host countries, and potential barriers they may face to ICT usage.

Hence, our study was guided by 2 overarching research questions.

**Research question 1:** What is the range of mental health effects refugees report as a result of communicating with separated family members using ICTs?

**Research question 2:** Given the potential positive and negative impacts of ICT use on refugee mental health, how do refugees exercise agency (within a context of opportunities and constraints that shape their access to ICTs) to protect their well-being?

**Methods**

**Setting**

The data for this study were collected as part of a randomized controlled trial of the Refugee Well-being Project (RWP), from 2013 to 2018. Funded by the National Institute on Minority Health and Health Disparities, the study examined the effectiveness of a community-based advocacy and learning mental health intervention for recently arrived refugees in New Mexico, 1 of 49 states where refugees are resettled in the United States. Participants included refugee adults from Afghanistan, Iraq, Syria, and the Great Lakes region of Africa (Burundi, Democratic Republic of Congo, and Rwanda), who were resettled in the United States for less than 3 years. Participants were randomized by household to an intervention or waitlist control condition. Participants in the intervention were matched with an undergraduate or graduate student (receiving training and supervision through enrollment in a 2-semester course) at the University of New Mexico. Together, the student and refugee partners engaged for 6 months in mutual learning and the mobilization of community resources to address the goals and unmet needs of refugee participants. Those in the waitlist control group were invited to participate in a 1-time stress management session, and they were eligible to participate in the RWP intervention after the study period ended. All participants who reported high PTSD symptoms were invited to receive Narrative Exposure Therapy (NET) at no cost.

**Participants**

Study participants were enrolled in 4 cohorts (2013-2016). Of the 290 study participants, 31.0% (90/290) were from the Great Lakes Region of Africa, 36.2% (105/290) were Afghan, and 32.8% (95/290) were Middle Eastern (Iraqi and Syrian). A total of 52.4% (152/290) of the participants were women, and they ranged in age from 18 to 71 years (mean 34.6). More than half (58.3%; 169/290) of the participants were married, with 33.1% (96/290) single, 6.6% (19/290) widowed, and 1.7% (5/290) divorced. At the first interview time point, they had been in the United States for an average of 30 weeks. Participants completed mixed-method interviews at 4 time points (pre, mid, post, and follow-up), over the course of 12 months. All participants completed a qualitative interview at the first time point; we purposely sampled 16 participants in each of the 4 cohorts for qualitative interviews at the 3 later time points, selecting...
participants who presented rich preliminary data in both the NET-eligible (clinically significant PTSD symptoms) and ineligible categories and across gender and national origin groups.

Methodological Approaches
The mixed-method research used a convergent parallel design [34]. The qualitative and quantitative strands were separate; however, we designed each strand with complementarity at the forefront, meaning that we built on the strengths of each strand to answer specific kinds of research questions. The data reported in this study are qualitative, which were collected with an aim to provide an in-depth understanding of processes we were seeking to understand. Constructivist grounded theory guided the qualitative analysis [35]. Constructivist grounded theory acknowledges that analysis is a coconstruction of researchers and participants and, as such, is an interpretivist approach, but one that takes into account the specific place and time in which the research is conducted. Constructivist grounded theory is flexible, but in general, its tenets direct researchers to stay close to the data, attend to processes and actions, and use abduction to make inferences about the social world with which we are engaging.

The qualitative component of each interview involved a semistructured interview guide, with questions in numerous domains, including open-ended questions about the benefits and challenges of life in the United States, work experiences, and impacts of resettlement on participants’ health and family. Other domains in the interview included questions about refugees’ social networks, cultural maintenance, and changes across all domains since the previous interview. The quantitative strand of the study included collecting information about participants’ mental health, social networks, and access to resources. Data from previous RWP research had underscored the importance of refugee participants maintaining communication and receiving and providing support from family members and friends from whom they had been separated during the migration journey. Thus, we asked questions about if and how often they contacted family members and others, as well as the impacts these contacts had on their health and well-being.

Interviews were conducted with an interpreter who spoke a common language with the participant (eg, Arabic, Dari, Pashto, Kirundi or Kinyarwanda, Swahili, or French). The average interview length was 50 min, with a range from 12 to 143 min. Participants were provided with gift cards in compensation for their time (amounts increased for each time point from US $20 to US $50). The research was approved by the University of New Mexico Human Research Protections Office.

Data Analysis
English portions of qualitative interviews were checked for accuracy, anonymized, and imported into NVivo 10, a qualitative data analysis software package (QSR International). All qualitative data were analyzed using a multistep process. First, all data were coded according to question, allowing for rapid analysis of research questions. To begin our analysis for this study, we focused on participant responses to the following questions: “Are you still in contact with people from your home country or country of first refuge?” and “How does that impact your well-being?” A second round of coding was applied to the dataset by 2 independent coders. The hierarchical coding tree was collaboratively established around inductive and deductive codes that were primarily descriptive in nature. Given the large number of interviews and resulting number of references coded at prominent categories (eg, health), we used NVivo’s querying functions to examine intersecting codes. Thus, we looked across the entire dataset for themes related to mental health that intersected with participant discussions of family in their home country or country of refuge (see Table 1). This was achieved through using the matrix query function of NVivo 10.
Table 1. Number of themes related to mental health, which intersected with participants’ discussions of their social networks.

<table>
<thead>
<tr>
<th>Health nodes and subnodes</th>
<th>Number of health nodes cocoded at the node Social network—family, friends, neighbors, and colleagues</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health</strong></td>
<td>14</td>
</tr>
<tr>
<td>Healing, recovery</td>
<td>03</td>
</tr>
<tr>
<td>Memory, forgetfulness</td>
<td>01</td>
</tr>
<tr>
<td><strong>Mental health</strong></td>
<td>21</td>
</tr>
<tr>
<td>Afraid</td>
<td>07</td>
</tr>
<tr>
<td>Alone, lonely</td>
<td>09</td>
</tr>
<tr>
<td>Depressed, depression</td>
<td>11</td>
</tr>
<tr>
<td>Happy</td>
<td>42</td>
</tr>
<tr>
<td>Homesick, missing family and friends</td>
<td>75</td>
</tr>
<tr>
<td>Positive, optimistic outlook</td>
<td>18</td>
</tr>
<tr>
<td>Sad</td>
<td>20</td>
</tr>
<tr>
<td><strong>Stress</strong></td>
<td>27</td>
</tr>
<tr>
<td>Suffering</td>
<td>07</td>
</tr>
<tr>
<td>Tired</td>
<td>04</td>
</tr>
<tr>
<td>Worry</td>
<td>52</td>
</tr>
<tr>
<td><strong>Physical health</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Treatment</strong></td>
<td>04</td>
</tr>
</tbody>
</table>

Third, focused coding and memo writing [35] were conducted on prominent categories related to communication through ICTs with family and its impact on well-being. Memo writing attempts to (1) determine the definition of a category, explicating its subcategories; (2) examine the conditions under which the category arises, is maintained, and changes; (3) describe its consequences; and (4) show how it relates to other categories. The data were also examined for anomalies and contradictions to explore further in the analysis. Sorting, diagramming, and elucidating connections and relationships among these ideas were also done through memo writing [35]. These memos were the basis of the results shared below.

**Results**

Refugee participants described a range of mental health effects from communicating with separated family members using ICTs, including positive impacts, such as healing, encouragement, social support, and bridging the physical distance separating them, and negative effects related to distress, elicited by heightened concerns about family’s safety and feelings of helplessness, as they could not help their distant family members.

**Communication as a Healing Process**

Data from the semistructured qualitative interviews revealed that ICTs, as channels of communication between separated families, were a major source of emotional and mental well-being for a large number of refugee participants. Many participants described the process of talking to their families through ICTs as mentally, emotionally, and spiritually healing. They believed that talking to their families and friends through phones, social media, and other services, such as WhatsApp and Viber, made them feel good and relieved stress and depression. For example, an Iraqi man explained the following:

*There is no day can pass without talking to them. I have to talk to them every day and all the times, a lot of times.*

Thereafter, the interviewer asked the following question:

*And when you talk with them how does that make you feel?*

The participant replied by saying the following:

*Of course, I will be comfortable, I will be comforted, because whenever I feel depressed, and a boring time, I have to talk to them, I have to call them.*

**Encouragement and Social Support From Family and Friends**

Participants discussed the encouragement and moral help they received from talking to friends and family members on several occasions. They described the encouragement they obtained from their family and friends to address the challenges they face in the United States as helpful in managing postresettlement stressors. In part, this was because communication with family and friends prompted the participants to think about the financial and political situations of their home countries. These reminders from families and friends motivated them to face the difficulties of resettlement and living in the United States. Communication with family and friends also provided them with the much-needed social support required to persevere in challenging times. A male participant from Iraq described how talking with people from home affected him:
Yeah, I’ve still like in contact with my friends in Syria but just as far as saying hi and stuff. My friends are like encouraging me and telling me to be patient, friends from over there tell me to be patient, that nothing comes as simple as you want it to be.

Then, the interviewer asked the following question:

And so, when you talk with your friends and family in Iraq and Syria, how does it make you feel and how does it affect your well-being?

The participant said the following:

In a good way. They make me feel more comfortable spiritually, like deep inside of me. I talk to them over Tango, and I sit with a bunch of them talking, and they just make me feel a lot better and happier.

The comparison of the financial, political, and educational opportunities available for participants and their dependents in the United States and their families and friends in the home countries also motivated participants to stay in the United States, despite facing many problems associated with resettlement. A male participant from Democratic Republic of Congo said the following:

When I talk to them, I always compare my life and their lives, so I remember where I came from. I know they have so many problems. They don’t have food. They don’t have money to pay rent. They don’t have money to take their kids to school. They have all those kinds of problems. Then, I thank God for bringing me here. I don’t need food, and I don’t need to pay for school for my kids. I thank God for that even though I know that I do have problems. I haven’t found a job and other stuff, but there’s a difference between them and me.

Communication with family and friends reminded participants how hard things were back home, which encouraged them to get through tough times in the United States.

Overcoming the Physical Distance

Another prominent theme in our data was how ICTs helped bridge the gap between separated families. Participants described how their communication with relatives through ICTs helped decrease the burden of separation from their families and fulfilled some of their emotional and mental needs by making them feel at home when they were away from their homes. An Afghan woman described this process:

I say every night I talk to them. At least like I think they’re very close to me. I say we talk on the Skype; they see us like we feel like they are very close and in touch with us.

An Iraqi woman also echoed these feelings:

When I talk with them I feel good. You know, the day passes very happy for me and I feel that I’m home and I feel that everybody’s around me. Nowadays the networking system [ICTs] has really brought the people very close to each other.

Another Iraqi participant echoed the same feelings:

Yeah, I have my friends and I usually contact them like to see what things over there are happening. What things changed after we left? Yeah, so we’re in continuous contact with them.

Then, the interviewer asked the following question:

And so, how does that make you feel being able to contact them still?

The participant responded by saying the following:

It makes me feel better because when you leave something that you live for a long time, you think that there is something that attracts you. So, you need to know what happened over there. Who is feeling well. Who is feeling not well. Yeah so, when you are in continuous contact with your friends, with your family, it will support you here.

The comment shows the ways in which communication among families, through ICTs, motivated participants to overcome the difficult circumstances in their host countries, with the help and support of faraway friends and family. However, not all communication with family members was helpful or had a beneficial effect on participants. Some refugees described the process of communicating with their separated family members as depressing and stressful.

Communication as a Source of Depression and Stress

Distress of Leaving Family Members in Conflict Situations

In some interviews, participants stated that they felt stressed and depressed after talking to their family members and hearing about the dangers they faced every day. A female participant from Afghanistan felt that she had done injustice to her family members by leaving them back home.

The interviewer asked the following question:

When you talk to them, how does that impact your well-being?

The participant responded by saying the following:

My [daughter-in-law’s mother] and family members are crying when I call, and I cry also. I’m the most unlucky woman in the world, so I don’t show this to my son because he is here working hard, and I don’t want him to know how badly I feel. So, I hide it. When we came from Kyrgyzstan to the U.S., we stopped in Istanbul and then went to Chicago, and I cried the whole way because I had to leave my son there.

Another female participant from Democratic Republic of Congo spoke about how she felt emotionally drained after talking to her family members through the phone or internet.

The interviewer asked the following question:

Yeah? Okay. And is that difficult for you? Is that, sometimes it can be positive and sometimes it can be negative because you don’t know how people are doing, and I’m just wondering how that’s been for you?
The participant responded by saying the following:

_We’re not okay because it’s hard especially when you leave your family somewhere and you know that place is not good. They call us and tell us to check the social media and we check Facebook and see shootings and people are dying. So, it’s not easy._

These participants hoped that their stress would be relieved after taking refuge in the United States, but talking to their families and seeing and hearing about their ordeals resulted in increased emotional distress. Hearing troubled and fearful voices of their relatives and seeing videos of their houses and streets through apps, such as WhatsApp, Skype, and Viber, reminded many participants of the difficulties of their past and the difficulties their loved ones still faced.

**Helplessness**

Several participants described how helpless they felt when they talked to their family members. They relayed that talking to their separated family members was disturbing, as they could talk to their families but could not help them out. For example, one of them, a woman from Syria commented.

The interviewer asked the following question:

_How often are you in contact with your mom and your sister?_

The participant replied by saying the following:

_If I cannot contact her or call her within two days I’ll be crazy. She will be crazy, too._

Then, the interviewer asked the following question:

_How does it impact your well-being to be in touch with your family?_

The participant responded by saying the following:

_Of course, it’s helping me a lot contacting her every day. Now she’s sick; she cannot leave the bed for two months now. I cannot go to help her. Of course, talking to her is kind of helping, but not going to her, being with her, serving her, taking care of her, as a sick mom, and when I went to her last time, she was sick also, but when she saw me she kind of refreshed herself; she was fine, she was happy. I wish I can go, but I’m really afraid. If I have a little money, I will go, but I’m really afraid that might hurt my status as a refugee or my green card. I don’t know. But yeah, that, of course, will help, and of course talking to her every day is really kind of helping._

Several other participants discussed feelings of helplessness after talking to their relatives. For example, a woman from Iraq said the following:

_When I speak to my family back home, I really get very worried about my mother especially because my mother is all the time telling me that she is sick because I am away from her and she is really worried about me. All the time, she would tell me that ‘You need to come back to Iraq no matter how difficult it is over here in Iraq. You will just live the way we live.’_ I get concerned about what she’s telling me, that I lose my focus. Even when I take my English classes, my mind is all the time with my family members back home, and I all the time think about it.

The messages communicated in these exchanges were stressful for participants and increased the emotional distress of participants. The participants said that even though the ICTs helped them keep in touch with their families, the technology could not replace face-to-face communication, as their inability to physically care for their families was distressing.

**Refugee Agency and Information and Communication Technologies**

Given the positive and negative impacts of ICT use on refugee mental health, it is important to understand how refugees exercise agency (within the context of opportunities and constraints that shape their access to ICTs) to protect their well-being.

We found that participants’ agency around ICT use was evident, as they satisfied their need to maintain relationships with their family members, including whether to remain in touch and how often. However, the use of ICTs also had unintended effects on refugees’ mental health. For example, participants described their own agency with respect to controlling communication from their side, but they could not control messages they received from their family members. Several participants said that the communication process with their separated family members through digital technology was mentally and emotionally draining.

**Communication to Hide Adversities**

Interestingly, participants discussed the ways in which they used different ICTs to hide adversities from their family members. Some participants spoke about how they did not reveal their actual living conditions to their family members when they used digital technologies to communicate with their separated families. They described relatives thinking that they were living lavishly in the United States. However, family members from the country of origin were not familiar with the everyday struggles the participants faced in the new country. Many refugees covered up their struggles so as to not cause family members to worry. Strategic use of some ICTs over others made it possible for them to hide things they did not want to share. For example, a man from Iraq described how he used different communication methods:

_Sometimes I talk to them by phone, so they just hear my voice. Sometimes I’m talking with them by the Facebook, as I said before, without any picture, but remember that whenever I’m talking to them like that, I pretend that I’m in the restroom or in the bathroom or something like that, to hide myself. My sister called me a few days ago and by the Viber. Have you heard about the Viber?_

The interviewer asked the following question:

_The app?_

The participant responded by saying the following:
Financial and Logistical Barriers Restricting Access to Information and Communication Technologies

Financial and logistical issues limited some refugees’ agency with respect to their access to ICTs. Refugees had mixed experiences with ICTs in terms of the impact on their mental health and well-being; in addition, refugees’ access to ICTs also varied greatly. In particular, we found that certain financial and logistical issues restrained some refugees’ access to ICTs. A Burundian man described how his financial constraints limited his communication with his family:

Yeah, we are not in communication yet because we don’t have money to buy a phone card (the way that we call over there) because we don’t have the money yet.

Some participants could not contact their families through the internet because of poor internet infrastructure in their home countries.

The interviewer asked the following question:

How often do you talk or do you Skype or Viber or whatever?

The participant from Afghanistan responded by saying the following:

Yeah, calling my family members and things it’s very hard because we have to make a phone call. I guess a $5 prepaid calling card lasts for 15 minutes, something like that you can talk through a phone. But you know, in Afghanistan not everybody got access to the internet. The phone technology...kind of new there. So some of them have...Facebook messenger, and they contact just with one. My brother, he got the internet on his phone. The only other people they have a net connection in their phone, those are interpreters, so I’m in contact with them.

A participant from Afghanistan said that when she and her family arrived in the United States, they did not know how to contact their family members through internet or phone. However, she subsequently learned how to get in touch with them:

Yeah, it’s very good for me when I talk to them and the first we didn’t know where to buy telephone cards, or we didn’t have the internet. It was so difficult, and I cried every night, that I couldn’t talk to the people there.

The time difference between the United States and the refugees’ home countries also served to limit communication among family members. A man from Iraq said that the time difference and the time constraints (because of his work) had caused strain between him and his family.

The interviewer asked the following question:

And how often do you talk to them?

The participant replied by saying the following:

When I have the time, and before I get to work, I was always in contact with them, and make conversation and ask for them. But with the time, with the work, I get a little bit and little bit and little bit. And they blame me [now for not calling them]. “Why don’t you contact us again like before?”

In summary, our qualitative results demonstrated that refugee participants experienced both positive and negative effects on their mental health from their communication with their families through ICTs; in addition, they attempted to moderate these effects through strategic decisions about their use of ICTs. Furthermore, participants described the lack of financial resources, poor information technology infrastructure in their home countries, and time constraints in the United States as the major hurdles for using ICTs to communicate with their families.

Discussion

Principal Findings

This study used in-depth qualitative interviews with 290 refugees from Afghanistan, Iraq, Syria, and the Great Lakes Region of Africa to understand how participants exercised agency in the usage of ICTs. Furthermore, we explored how their agency was shaped by imagined affordances—users’ expectations of ICTs and what actions are available to them as part of the interaction with those technologies that practically shape how users approach ICTs [32]. As such, this study provides important insight into refugees’ perceptions of how the use of digital technology or ICTs, such as mobile phones,
social media, and other apps, such as WhatsApp and Viber, to keep in touch with family affects their mental health. We also explored the types of logistical problems that refugees face in accessing ICTs.

Our results show that refugees make strategic use of ICTs and that the exercise of their agency was based on the imagined affordances of ICTs or what refugees expected from ICTs. The primary motive for the use of ICTs among refugees was staying in touch with their separated families. ICTs helped them transcend physical boundaries. Our findings also elucidate that ICTs impacted individuals differently. Some participants described communication with their families through ICTs as “relieving,” “relaxing,” “tension-free moments,” “motivating,” and “encouraging”; others described communication with their families through ICTs as “depressing,” “stressful,” and “disheartening.” For some participants, hearing of their families’ struggles caused a feeling of helplessness, which was related to their inability to be there with them. Furthermore, some participants felt the need to keep from family members the stress of their everyday lives to not burden them with the same feeling of helplessness. These dynamics suggest that although ICTs have greatly improved the frequency of contact and the ability to keep in close touch, they may also exacerbate feelings of distress through increasing knowledge of the difficulties family members face, highlighting the feeling that one is not able to intervene to the desired extent. Another interesting aspect of ICTs is the ability participants have to see each other (rather than only hearing each other’s voices). We found that refugees decide whether to make a video call with their families on the basis of the imagined affordances of the video call. For example, we found that for some refugees, this facilitated feelings of closeness and connection, whereas for other refugees, the visual function of some ICTs added a layer of complication to communications when they did not want their family members to see them, as it would make it difficult to hide their poor health, distress, or unfavorable living conditions. In addition, some participants contended that they could not access ICTs because of financial issues and logistical problems.

**Theoretical Implications**

Our study has implications for an important theory in the field of communication, Uses and Gratification Theory. The theory proposes that media users are active stakeholders in communication processes and that they actively seek media channels and content that gratify their needs [36]. The theory takes into consideration several aspects that are critical to our study, including a focus on the agency of users to choose how often and under what circumstances they communicate through a particular media outlet to gratify their needs. Although social theorists generally recognize agency—the ability to act in response to desire or motivation—as a human universal [37], refugees are often ascribed little or no agency, as the social constraints within which they live can be extreme [22]. Thus, it is important to recognize the spheres in which refugees employ agency in their everyday lives.

Gillespie and colleagues (2018) noted that the current application of Uses and Gratification Theory in the context of refugee migration is too simplistic, and they called for investigation of the fluid relationship between technology affordances and user agency in the context of refugee migration [16]. Our study addresses this call by exploring the relationship between user agency and the perceived outcomes of communication through ICTs. Our findings suggest that the exercise of agency by refugees in their interactions with ICTs was dependent on the imagined affordances of the ICTs [16,32]. Importantly, we found that refugees acted to use ICTs to gratify their needs of staying in touch with separated families and friends in their countries of origin, and we found that ICTs enabled them to transcend physical borders. The feelings of happiness among refugee participants who were able to remain connected with their separated families through ICTs emerged as a major theme. Participants discussed the importance of ICTs to their mental health, as it provided them the opportunity to feel the presence of their family members and feel as if they were getting together with their families. Baldassar [26] notes the following (page 161):

> This might be defined as an ideal of shared co-presence, where the ideal of being there for each other is met with the actual practice of being in touch and the feeling of being in touch enough...Despite the potential pitfalls, the conditions of polymedia appear to provide the capacity to deliver a sense of adequate “distant co-presence” and adequate “distant care.”

These descriptions are consistent with previous studies on refugees’ use of ICTs [14,15,25,38]. Communication among separated family members also provides refugees with a coping mechanism for the adversities they face in their adopted countries [39]. Copresence, the idea of being emotionally present with family, through the use of ICTs, has recently received much attention from researchers [18,26,39,40]. Baldassar argues that communication among separated family members increases the urge to be physically present with one’s family members. Among immigrants who are able to travel freely back to their home countries, they are able to fulfill their desire to be physically present with family members and are thus able to both physically and emotionally decrease the distance between themselves and their families.

However, in the case of most refugees, the inability to return home, whether because of ongoing conflict in their home country or policy restrictions that impede travel from their resettlement country, may result in communication through ICTs causing emotional distress. Unlike other documented immigrants who can travel to their home countries by choice, refugees often cannot visit their parents or other family members. They have been forced out of their countries; thus, their urge to be physically present with their family members can increase stress and depression.

In addition, our findings highlight the constraints on refugee agency in the use of ICTs. Although some refugees managed to take refuge in safe countries, others remained in conflict areas. For some participants, communication through the use of ICTs was keeping the memories of the trauma they had been through alive. Their communication was mostly about war and the fear of losing a family member to that war. Refugees
employed agency in their choice of ICT channels to communicate with their families and friends. For example, some of our participants narrated how they did not use the video chat option while talking to their families to hide their adverse conditions from the families, but they could not control the messages they received from their friends and families. The exchange of messages with their family members was a frequent reminder of the traumatic conditions their families continued to experience, and this kept them immersed, albeit at a distance, in the difficulties they had fled.

Participants also discussed the ways in which ICTs could not replace face-to-face or physical interaction with their families. For example, refugees described how they could not express their feelings of agony and helplessness to their families through ICTs. Baldassar [26] argues that ICTs leave little excuse for not being there emotionally for each other: “the form of co-presence that the constant and varied uses of ICTs deliver has become an expected feature of daily life” (page 156). However, the constant presence of ICTs can also create confusion among separated family members. For example, a person can be online on WhatsApp or Viber 24 hours a day, but he or she might not be able to attend a call or reply to a message because of different reasons, such as a difference in the time zones or obligations, for example, work or school. A participant noted that communicating through ICTs increased the emotional distance between her husband and his family members, as their families could not understand how limited her husband’s time was for communication and as they were not able to understand how busy her husband was in the way they would be if they were in the same geographic locale. The lessening of communication within the family, despite the convenience of ICTs, had an adverse impact on both parties involved in the act of communication.

We found that financial and logistical issues also limited refugees’ ability to communicate with their families through ICTs. Some previous studies have noted that not all refugees have equal access to digital technology [13,28,33]. We did not specifically ask participants about accessing ICTs, but in response to open-ended questions about communication with family and friends, 9 participants talked about difficulties accessing ICTs. A total of 3 participants contended that they did not have enough financial resources to buy mobile phone calling cards, 2 participants said that they were not technologically literate, and 4 participants noted poor ICT infrastructure in their home countries.

**Recommendations or Practical Implications**

Our study makes significant contributions to the understanding of communication through ICTs for separated refugee families. Our findings suggest some ways that organizations serving refugees in host countries may be able to use ICTs to promote the mental well-being of refugees. First, host countries could arrange tailored ICT usage training for refugee families. These trainings could include teaching them the use of different ICTs. These types of training could help bridge the digital literacy divide among refugees. In addition, refugee service providers and refugees themselves could be made aware of both the potential benefits and challenges of frequent communication with family members through the use of ICTs.

Host organizations should also understand the importance of helping recently arrived refugees access the internet or mobile services, at least during the early phases of their resettlement. The provision of free internet or mobile phones would enable refugees to communicate with their families. The provision of ICTs could also help refugees better integrate into their host countries. As some previous studies have shown, refugees not only use ICTs to communicate with their families but also use these tools to access different social services and learn about the political and cultural environments of their host countries [25,30,31]. The development of a mobile app specifically for refugees might also be helpful. The mobile app could contain features such as social support, information about their new country, and how to get access to different social services. Mobile apps should be created in the languages of refugees. The apps should also have audio and video features. The audio and video features could help refugees whose literacy rates are low and who cannot read in their native languages.

**Limitations**

Even though our study makes a critical contribution to the existing literature on refugee communication, it has a few limitations. We were able to explore how ICTs affected participants’ mental health. However, as we did not specifically and systematically ask refugees about their use of ICTs, we were not able to compare whether refugees with different background characteristics were more likely to have positive or negative experiences with the use of ICTs in terms of the impact on their mental health. Future researchers could use quantitative tools to investigate the relative impact of ICTs on people of different backgrounds and social locations. Another notable limitation is that our study design focused solely on the use of ICTs among refugees for communication with their separated families. Earlier research shows that refugees also use ICTs to get news about their host countries and their country of origin. Obtaining information through different news websites can also affect refugees’ mental health in several ways. Future research could test the impact of Web-based information available to refugees on their well-being. We also did not measure whether age, sex, or education level had any effect on the medium of choice of the participants—such as Facebook, Skype, WhatsApp, Viber, and Mobile phone. Future research could also test or explore whether the type of ICT platform explains any variance in refugees’ mental health.

**Conclusions**

ICTs play a critical role in bridging the communication gap among separated refugee families. This study sought to explore how refugee adults from Afghanistan, Iraq, Syria, and the Great Lakes region of Africa (Burundi, Democratic Republic of Congo, and Rwanda), who were resettled in the United States for less than 3 years, perceived the effect of ICT communication with their separated families on their mental health and well-being. We found that the use of ICTs has both positive and negative impacts on the mental health of refugees and that refugees recognize this and thus make strategic decisions about how much, when, and which ICT to use to communicate with
distant family members. Several refugees in our study also faced strategic and financial problems in communicating with their separated families through ICTs. These findings highlight the complexity of ICT use among refugees, both in terms of how it can ease or exacerbate the distress caused by family separation for people who are forcibly displaced and in terms of inequities in access to ICTs.
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Abstract

Background: The #MeToo movement sparked an international debate on the sexual harassment, abuse, and assault and has taken many directions since its inception in October of 2017. Much of the early conversation took place on public social media sites such as Twitter, where the hashtag movement began.

Objective: The aim of this study is to document, characterize, and quantify early public discourse and conversation of the #MeToo movement from Twitter data in the United States. We focus on posts with public first-person revelations of sexual assault/abuse and early life experiences of such events.

Methods: We purchased full tweets and associated metadata from the Twitter Premium application programming interface between October 14 and 21, 2017 (ie, the first week of the movement). We examined the content of novel English language tweets with the phrase “MeToo” from within the United States (N=11,935). We used machine learning methods, least absolute shrinkage and selection operator regression, and support vector machine models to summarize and classify the content of individual tweets with revelations of sexual assault and abuse and early life experiences of such events.

Results: We found that the most predictive words created a vivid archetype of the revelations of sexual assault and abuse. We then estimated that in the first week of the movement, 11% of novel English language tweets with the words “MeToo” revealed details about the poster’s experience of sexual assault or abuse and 5.8% revealed early life experiences of such events. We examined the demographic composition of posters of sexual assault and abuse and found that white women aged 25-50 years were overrepresented in terms of their representation on Twitter. Furthermore, we found that the mass sharing of personal experiences of sexual assault and abuse had a large reach, where 6 to 34 million Twitter users may have seen such first-person revelations from someone they followed in the first week of the movement.

Conclusions: These data illustrate that revelations shared went beyond acknowledgement of having experienced sexual harassment and often included vivid and traumatic descriptions of early life experiences of assault and abuse. These findings and methods underscore the value of content analysis, supported by novel machine learning methods, to improve our understanding of how widespread the revelations were, which likely amplified the spread and saliency of the #MeToo movement.

(J Med Internet Res 2019;21(9):e13837) doi:10.2196/13837
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Introduction

Public discourse on sensitive topics, ranging from sexual violence to health (mis)behaviors, increasingly occurs on social networking platforms such as Twitter [1-3]. Public health officials and social scientists alike are turning to Twitter to better understand who participates in these conversations, what new information may be gleaned, and the reach of online
messages. In health fields, studies of the content of social media posts have a variety of aims, including producing new data to support surveillance efforts, predicting onset of a variety of conditions, and targeting interventions [4]. Detailed content analyses of posts, above and beyond search frequencies and hashtag analysis, have examined health issues such as influenza, allergies, and a variety of mental health conditions (depression, postpartum depression, eating disorders, etc) [5-10]. Likewise, social scientists have conducted detailed content and network analysis of social media posts to understand salient topics in particular networks (Black Twitter and online Feminism) and the reach of salient topics [11-14].

The recent explosion in the public discourse on sexual violence is an interesting case to consider. Sexual violence, including sexual harassment, abuse, and assault, is highly pervasive and has long-term behavioral and mental health sequelae [15]. In the US, one in three women experience unwanted sexual contact in their lifetime [16]. Although hashtag movements such as #BeenRapedNeverReported had traction and encouraged public disclosures of personal experiences of rape [12], these initial movements were relatively small. The public discourse on sexual violence changed substantially on October 15, 2017, when actress Alyssa Milano called her followers to post “MeToo” if they had ever experienced unwanted or inappropriate sexual contact [5].

Ms Milano’s tweet immediately went viral, with 1,595,453 tweets posted in the first week, and ignited a movement where victims of sexual assault, abuse, and harassment felt empowered to divulge as much, or as little, information as they wanted about their personal experiences. The phrase “MeToo” was coined by Tarana Burke, a civil rights activist, as a way to raise awareness and provide support for survivors of sexual violence. Ms Milano’s use of this phrase in her tweet, as opposed to other more explicit hashtags such as #BeenRapedNeverReported, allowed posters to retain some privacy about the details of the event and still participate. This led to millions of users joining the conversation and subsequent normalizing of the revelations. Meanwhile, the wide use of the generic #MeToo encouraged an outpour of detailed revelations. Because of the massive size of the #MeToo movement, many who may not have experienced sexual violence were confronted with the knowledge that members of their network had.

In this study, we aim to describe the public disclosures of sexual violence within the first week of the #MeToo movement. Here, we document the content, quantify the scale, and present the demographic characteristics of Twitter users who disclose incidents of sexual assault/abuse in the early conversation on Twitter for the #MeToo movement. We use simple machine learning tools to create the archetype of tweets, which often included detailed accounts of sexual assault and abuse and early life experience of such events among women from all walks of life. Next, we categorize the content of individual-level tweets to estimate the proportion of all #MeToo tweets with such revelations in the first week of the movement. Furthermore, we use our categorization to detail the demographic characteristics of posters with revealed events and the reach of the revealed events on the Twitter platform generally.

### Methods

#### Data

The data for this project are tweets, short messages of 140 characters or less, sent from a Twitter user (Twitter handle) to their network of followers. Twitter data are considered existing data in the public domain and therefore exempt from human subject review.

We applied for and were granted access to the Twitter Premium application programming interface (API) platform, which allows users to purchase and query all nondeleted public tweets since the first tweet posted in 2006. We purchased both the counts and full tweets from historical Twitter data between October 14 and 21, 2017 (ie, the first week of the movement). Unlike other social media movements that took several months to take hold, the #MeToo movement had the greatest activity in the first week (Figure 1), which is one reason we limited our data collection to this period. For our analysis, we concentrated only on novel, or user generated, English language tweets with “MeToo” in the text. Novel tweets exclude replies to other’s tweets, retweets without comments, and links to other sites or images. This was chosen to capture posts that were tied to the specific user and that would be available to all of one’s followers. We further limit the tweets to those with geotagged information, placing the tweet in the United States (N=12,337; this count is subject to some variability, as it depends on the day of the query and only includes nondeleted tweets).

Figure 1 shows the daily counts of novel English Language tweets starting from one day prior to the creation of each hashtag on Twitter (July 13, 2013, for BlackLivesMatter and October 14, 2017, for MeToo). The counts derived from the Twitter Premium API vary by the date of query. These counts were extracted on August 14, 2018.

The analytic sample for our content analyses comprised the full text and associated metadata for 97% of novel English language US-based tweets in the study period (N=11,935). Figure 2 presents a flowchart of the filtering process on the sample of tweets captured and analyzed (see Multimedia Appendix 1 for details of the selection process).
Figure 1. Comparison of relative time patterns of novel English tweets including MeToo and BlackLivesMatter. MeToo counts are on the left axis, and BlackLivesMatter counts are on the right axis. BLM: BlackLivesMatter.

Figure 2. Data flow chart. LASSO: least absolute shrinkage and selection operator; SVM: support vector machine.

Analyses
We first present evidence that the sample of novel English #MeToo tweets in the United States, which we selected for analysis, was comparable in terms of time trends to all novel English #MeToo tweets. We graphed the number of #MeToo tweets per hour starting on October 14, to show the time trends comparing all #MeToo tweets, novel English #MeToo tweets, and US-based geotagged novel English language #MeToo tweets. We also report quantitative measures of correlation on the number of tweets in each of these categories by hour (the Pearson correlation and coefficient of determination).

Annotation Process
Before analyzing the data, both authors reviewed approximately 2000 tweets from the first week of the movement. Based on this initial review, we chose to focus the analysis on first-person revelations of sexual assault and abuse and childhood experience of sexual assault and abuse. The tweets reviewed revealed several categories of comments with #MeToo hashtags. They included (1) tweets with #MeToo that were support statements (ie, “How many women not in the spotlight have #MeToo #Notaceleb #StillAStar. Proud of them! As Bosch says—‘everybody counts or nobody counts’”), (2) statements with
ambiguous revelations of events (ie, “MeToo” alone and “Kept it buried down for many years and didn’t even really realize how it impacted me.”), (3) statements with detailed revelations of events (ie, “I was sexually assaulted by a family member when I was 8 the trauma [sic] it causes never ends, remember that before you ruin someone’s life”), and (4) others (ie, either negative comments, unrelated content, or riding off the hashtag; “Not watched any games this weekend @NFL @nflcommish @nflnetwork #metoo didn’t buy nfl merchandise this year Got refund for #NFLSundayTicket”).

Based on this initial review, we chose to focus on the second and third categories and created an annotation rubric to categorize first-person revelations. For ambiguous statements (ie, category 2) where it was clear an event occurred, such as a revelation with an alleged assailant’s name or a situation but little details on the actual actions, we decided that this recollection likely reflects enduring trauma and should be categorized as a revealed abuse or assault. If the ambiguous events were experienced in childhood, it would be classified as an early life experience of abuse or assault (“I was a child too scared to speak. Till this day, it still haunts me”). If the statement was too ambiguous, did not make references to childhood, or provided little detail, we did not classify it as a case of abuse (ie, “Sometimes the stories we don’t share are the ones that affect us and continue to scare us the most” and “Tried to tweet about my #metoo moment and deleted it bc it still feels like my fault. The voices you aren’t hearing in this are deafening”). For the third category—the clearest case—based on the purported event, we categorized the revelations as abuse or assault and early life experience based on the details provided. Figure 3 provides a schematic of our annotation process.

We randomly selected a subset of 650 tweets from the novel English US-based #MeToo tweets as the training set for the analysis. Based on our rubric, both authors classified the 650 randomly selected tweets. Each tweet was categorized along two main dimensions: if the tweet revealed details of an experience of sexual assault and abuse and if the details suggest that the event happened in early life. All other types of tweets (support, too ambiguous, or other) were categorized as not revealing an incident of abuse or assault. We used an approximate age cut off of 22 years (or references to college or earlier schooling) to distinguish and delineate early life experience. This was chosen to capture college experience under the category of early life. All other tweets were categorized as “other.” The concordance between the two authors’ categorizations was 94% for sexual abuse and assault and 98% for childhood experience. Most disagreements on the abuse/assault categorization were on cases with ambiguous revelations, which could be argued either way. Most disagreements on childhood experience were in cases where the revealed event was placed in the past. Many cases point to an event in the distant past, but it was hard to ascertain the age of the poster at the time of the revealed event, because we did not have the current age of the poster. Given these minor differences in interpretation, we decided to use one author’s (BC) categorization in the training set. To assess our model performance, we used the other author’s (SM) classification in the test set for calculating positive and negative predictive values.

Tweets were categorized along two dimensions: if they disclose an experience of sexual assault and abuse (red in Figure 3) and if the details suggest that the event happened in early life (orange in Figure 3). All other tweets were categorized as “other.” Multimedia Appendix 2 provides examples of the categorizations performed by the authors, which were guided by the categorizations in the “Rape Culture Pyramid” graphic version 1 created by Rarger Cervix and Jaime Chandra in mid-2016 [17].

Figure 3. Classification flow chart.
Prediction Methods

To provide exemplars of the disclosed tweets, we used simple supervised machine learning methods—least absolute shrinkage and selection operator (LASSO) regression models—on the training sample to find most predictive words for classification along both dimensions [18]. This allows us to present the most predictive words, which serve as an archetype of the tweets with such revelations.

LASSO regressions are a common tool for economists who are using text as data and performing simple computational linguistic analyses [19]. The LASSO, a penalized linear model with L1 penalization, serves as a shrinkage method to help perform feature/word selection to identify the most predictive words from a list of candidate words in a supervised learning environment. These methods are recommended because they are intuitive and interpretable. LASSO regression was chosen over ridge regression, another penalized linear models with L2 penalization, because it is more efficient for variable selection. Furthermore, LASSO was chosen over elastic net regression, which is sometimes preferred when there is substantial correlation between features/words, because we found limited correlation in the words in the training set data.

After removing stop words, we had 11,931 unique words in our training set from 650 tweets. We stemmed each word, examined the list for misspelling, and considered words (and stubs) that appear in at least five tweets to limit the sparsity of our sample, leading to 1186 unique words. From these words, the authors selected 109 words related to sexual abuse and assault. This filtering limited the sparsity of the data further. We then used LASSO regressions on a matrix of 650 tweets codified for sexual assault/abuse (or coded for early life experience) and 109 words, each of which was treated as a binary flag if it appeared in each tweet. For example, if the tweet included the word “Rape” or “Raped” in it, then the variable “Rape” was coded as 1.

The LASSO model minimizes an objective function, which is a constrained ordinary least squares model (OLS), to find the words with the strongest predictive power on tweets coded as having a revelation of sexual assault or abuse.

Equation 1: \[ 
\min \sum_{i=1}^{n} (y_i - \beta' x_i)^2 + \lambda \sum_{j=1}^{p} |\beta_j| 
\]

where \( \beta \) is the L1 Norm of the estimated \( \beta \) coefficients; this is the sum of the absolute value of all the \( \beta \) coefficients, and \( \lambda \) is the sum of squared deviation of the predicted outcome relative to the actual outcome for each observation. This algorithm is the same as an OLS with an added penalization for large estimated \( \beta \) coefficients. The form of the penalization with an L1 Norm drives the magnitude of many \( \beta \) coefficients to zero. This essentially makes the algorithm identify and select features/words that are most predictive [18].

The LASSO models were implemented in the statistical software R ([computer program] Version 3.5.0. Vienna, Austria: R Foundation for Statistical Computing; 2018) using the “glmnet” package. The results of the LASSO model are validated with ten-fold cross-validation. The cross-validation allows us to pick the model with the \( \lambda \) value having the lowest mean squared error or model variance. From this selected model, we obtained a list of the 35 most predictive words for tweets with revelations of sexual assault/abuse words and 34 most predictive words for tweets with revelations of early life experience of sexual assault/abuse words. These word lists were then categorized by the authors.

We then used the same training sample of tweets to train the support vector machine (SVM) models to classify the remaining sample of tweets (N=11,285) along the same two dimensions—experience of sexual assault/abuse and early life experience of sexual assault/abuse [18,20].

An SVM is a discriminative classifier that is used on training data to define a separating hyperplane in multidimensional space and then uses this hyperplane to categorize new data. In the training set, data points that are closer to a potential defining hyperplane (ie, support vectors) are given more weight. The goal of the underlying algorithm is to maximize the margin between the support vector data points and the separating hyperplane using a cost function [18].

In our case, we have a matrix of 11,931 unique words (dimensions) and 650 labeled outcome data. From this information, the algorithm defines a separating hyperplane. Based on this hyperplane, the remaining 11,285 tweets are categorized. To perform the SVM model operations, the package “RTextTools” was used in R software.

We assessed the quality of the SVM model’s classification with four test sets, two for each classification category, to estimate positive and negative predictive values. To calculate the positive predictive value (PPV) and negative predictive value (NPV), we sampled 50 tweets four times as test sets. The first two samples were used to assess PPV and NPV for the model predictions of sexual assault and abuse. The second two samples were used to assess PPV and NPV for the model predictions of early life experience of sexual assault and abuse. Given that BC’s classification was used in the training set, we used SM’s classification on the test set to assess the model.

For each sample of the first two samples, one author (SM) assessed the content of the tweet for a revelation of an experience of sexual assault and abuse. We treated the human-assessed content as the gold standard and calculated the proportion of the time that the SVM algorithm’s classification was the same as the human classification. PPV was calculated as the number of true positives (agreement between human and algorithm) divided by the number of positive cases found by the SVM algorithm. NPV was calculated as the number of true negatives divided by the number of negative cases found by the SVM algorithm. We repeat the process and manually categorize the content of the last two samples for revelations of early life experience of sexual assault or abuse. Given that BC’s classification was used in the training set, we used SM’s classification on the test set to assess the model.

Based on these classifications, we used a previously vetted commercial service, Demographics Pro [21,22], to infer the demographic characteristics of the individuals who revealed an incident of abuse/assault and childhood experience (Multimedia Appendix 1 for description of their algorithm). We then empirically derived estimates of the 25%-75% range of the number of followers from each poster who revealed an event. This allows us to conduct a crude calculation to capture a lower bound on the reach of the tweets with revelations of sexual
assault/abuse in the first week of the movement. This estimate represents the number of potential Twitter users who would have been exposed to revelations of sexual assault/abuse posted by someone they follow.

**Results**

Figure 4 shows the time trends of #MeToo tweets, illustrating how the movement grew. We presented hourly counts of tweets from October 14, 2017, 00:00 GMT, the day before the movement began. We also compared all #MeToo tweets, the novel English #MeToo tweets, and the novel geotagged English #MeToo tweets—the main sample used in this study—to show that they follow a similar overall time trend in the first week. The Pearson correlation between the counts of hourly #MeToo tweets and novel geotagged English #MeToo tweets was 0.96, and the coefficient of determination was 0.92. The counts derived from the Premium API in Figure 4 vary by the date of query. These counts were extracted on June 12, 2018.

Author BC’s classification of the 650 randomly selected tweets in the training set revealed that approximately 19% of these tweets included a first-person revelation of sexual assault/abuse. BC’s classification was used in supervised machine learning methods with LASSO regressions to identify the most predictive words. Textbox 1 summarizes and organizes the most predictive words related to revelations of sexual abuse/assault. The most predictive words are organized into descriptions of time, persons, actions, body parts, and words indicating state and other. For example, the predictive actions verbs include “Rape,” “Grop,” “Grab,” and “Shout” among others. Other highly predictive words relate to an intoxicated state (“Drunk” or “Drug”). Many predictive words placed the revealed event in the past, particularly in early life (“Age,” “College,” “First Time,” and “Years Old”).
Figure 4. Hourly counts of “MeToo” tweets. Top: Hourly counts of “MeToo” tweets by category (overall, novel English, and geotagged novel English). Bottom: Hourly counts of all novel English language tweets with the phrase “MeToo” and hourly counts of all novel English language geotagged tweets in the United States.
**Textbox 1.** Words contained in Tweets that consistently predict a revelation of sexual abuse or assault (most predictive words categorized).

<table>
<thead>
<tr>
<th>Time/age</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
</tr>
<tr>
<td>College</td>
</tr>
<tr>
<td>First time</td>
</tr>
<tr>
<td>Fifteen</td>
</tr>
<tr>
<td>Grade</td>
</tr>
<tr>
<td>Hasnumber (Hasnumber is an overall indicator of whether there is a number in the text.)</td>
</tr>
<tr>
<td>Kindergarten</td>
</tr>
<tr>
<td>Old</td>
</tr>
<tr>
<td>Year</td>
</tr>
<tr>
<td>Years ago</td>
</tr>
<tr>
<td>Years old</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Person</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boyfriend</td>
</tr>
<tr>
<td>Coworker</td>
</tr>
<tr>
<td>Date</td>
</tr>
<tr>
<td>Father</td>
</tr>
<tr>
<td>Man</td>
</tr>
<tr>
<td>Rapist</td>
</tr>
<tr>
<td>Police</td>
</tr>
<tr>
<td>Stranger</td>
</tr>
<tr>
<td>Teacher</td>
</tr>
<tr>
<td>Uncle</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advantage</td>
</tr>
<tr>
<td>Chase</td>
</tr>
<tr>
<td>Grab</td>
</tr>
<tr>
<td>Grope</td>
</tr>
<tr>
<td>Rape</td>
</tr>
<tr>
<td>Shout</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Body Part</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arm</td>
</tr>
<tr>
<td>Boob</td>
</tr>
<tr>
<td>Butt</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug</td>
</tr>
<tr>
<td>Drunk</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daylight</td>
</tr>
<tr>
<td>Door</td>
</tr>
<tr>
<td>Interview</td>
</tr>
</tbody>
</table>
Of the 650 randomly selected tweets in the training set, the authors categorized 5% of the tweets as having indicated an early experience of sexual assault/abuse.Textbox 2 summarizes and organizes the most predictive words related to early experience of sexual assault or abuse. Although many of the predictive terms are the same, the list of persons, or possible assailants, listed for those who had an early life experience include terms like “Neighbor” and “Step-Father.” In addition, the states of being “Asleep” and “Afraid” are highly predictive. Together, these predictive words provide a picture of the types of tweets posted during the early phase of the movement. Note that predictive words are different from a word cloud that captures the frequency of a word. For example, “MeToo” was in every one of the tweets we examined but was not, and could not be, predictive of a disclosure of sexual assault/abuse, given our method. The word “Grope,” on the other hand, was not in every tweet and was a predictive word in tweets with revelations of assault/abuse.

Next, we use the SVM algorithm on the same 650 classified tweets in the training set. Of the remaining 11,285 tweets, the SVM algorithm algorithmized 1287 tweets (11.4%) as having a revelation of sexual assault/abuse and 657 tweets (5.8%) as having a revelation of early sexual assault/abuse (Multimedia Appendix 3). To assess the validity of the SVM classification, we calculate both the PPV and NPV in comparison with human categorized test sets. The SVM classification for sexual assault/abuse had a PPV of 87%, meaning that there is 87% concordance between the algorithm and our manual assessment of the tweets with revelation of sexual assault/abuse. The NPV was 83%, suggesting that the algorithm may have slightly underreported the number of tweets with revelations of sexual assault/abuse in comparison to the authors’ assessment. For early life experience classification, the PPV is 79% and the NPV is 95%. There was a slightly lower concordance between the algorithm and the authors’ assessment of tweets identified as revealing an early life experience of sexual assault/abuse, but the false negative rate was quite low. Together, these assessments of the algorithm suggest that our algorithm performed well and would be highly congruent with the human-generated classifications.

In Table 1, we present the percentage of daily tweets with revelations of sexual assault/abuse and early life experience of sexual assault/abuse based on the SVM classification. In the first 2 days of the movement (October 15-17), 11%-13% of tweets revealed an experience of sexual abuse or assault and over half of the tweets revealed that the experience of sexual assault/abuse occurred in early life. As the movement carried forward, the revelations of sexual assault/abuse decreased to about 6% of MeToo tweets in the last day of the first week, but the relative proportion with early life experience of these events increased to over 80%, suggesting that more traumatic events were being shared.

Based on the SVM classification, we then used the Demographics Pro prediction service to understand and compare the demographics of posters of sexual assault/abuse during the early #MeToo movement. We present these demographics in Table 2. Based on the results of the SVM model, we identified 1168 unique posters/Twitter handles that revealed an incident of sexual assault/abuse and 612 unique posters that revealed an early life experience of sexual assault/abuse. We shared these Twitter handles with Demographics Pro, who then gave us aggregated predictions on the distribution of the demographic characteristics of these posters. We found that 90% of these Twitter users who posted about their experience of sexual assault/abuse were women. This is congruent with national estimates that 90% of sexual assault victims are women [23]. We also found that white women were overrepresented in the early conversation in our Twitter data with regard to their population in the United States, their proportion as Twitter users, and national estimates of those who report experiencing sexual assault (data not shown). The age distribution also shows that older users of Twitter, aged 25-50 years, disproportionately revealed events.

Finally, from the SVM classification, we used the provided metadata on the number of followers of posters who revealed sexual assault/abuse in the first week of the #MeToo movement to better understand the reach of such revelations. Based on posters’ follower count, we took the 25%-75% range of followers from users with such experiences and calculated a lower bound range on the number of Twitter user who may have seen a first-person revelation. This simplistic calculation provided a range of 5,955,342 to 34,251,628 Twitter users for the reach, which we believe is a substantial lower bound (Multimedia Appendix 3).

We believe the reported reach is an underestimate, because we did not include replies or retweets and our algorithm has a higher false negative rate. We did not examine the network of people who reveal events, which could be highly overlapping and would mean that many users would have seen multiple tweets with revelations. Furthermore, the distribution of followers who posted about sexual assault does not seem to vary substantially from the distribution of followers for Twitter users overall (Multimedia Appendix 4). Finally, we only captured posts on Twitter. Many were also posting #MeToo posts on other social media platforms such as Facebook.
Textbox 2. Words contained in Tweets that consistently predict a revelation of an early experience of sexual abuse or assault (most predictive words categorized).

<table>
<thead>
<tr>
<th>Time/age</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
</tr>
<tr>
<td>College</td>
</tr>
<tr>
<td>First time</td>
</tr>
<tr>
<td>Freshman</td>
</tr>
<tr>
<td>Grade</td>
</tr>
<tr>
<td>Hasnumber (Hasnumber is an overall indicator of whether there is a number in the text.)</td>
</tr>
<tr>
<td>High school</td>
</tr>
<tr>
<td>Kindergarten</td>
</tr>
<tr>
<td>Old</td>
</tr>
<tr>
<td>School</td>
</tr>
<tr>
<td>Years ago</td>
</tr>
<tr>
<td>Years old</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Person</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cop</td>
</tr>
<tr>
<td>Coworker</td>
</tr>
<tr>
<td>Date</td>
</tr>
<tr>
<td>Doctor</td>
</tr>
<tr>
<td>Father</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Neighbor</td>
</tr>
<tr>
<td>Rapist</td>
</tr>
<tr>
<td>Step father</td>
</tr>
<tr>
<td>Teacher</td>
</tr>
<tr>
<td>Uncle</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rape</td>
</tr>
<tr>
<td>Rip</td>
</tr>
<tr>
<td>Screw</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Body part</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arm</td>
</tr>
<tr>
<td>Butt</td>
</tr>
<tr>
<td>Pussy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afraid</td>
</tr>
<tr>
<td>Asleep</td>
</tr>
<tr>
<td>Drunk</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concert</td>
</tr>
</tbody>
</table>
Table 1. Counts and percent of #MeToo tweets with disclosures of sexual abuse/assault and early experience tweets by date.

<table>
<thead>
<tr>
<th>Date</th>
<th>Total, n</th>
<th>Abuse/assault, n (%)</th>
<th>Early experience, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10/15/17</td>
<td>371</td>
<td>43 (11.59)</td>
<td>25 (6.74)</td>
</tr>
<tr>
<td>10/16/17</td>
<td>5987</td>
<td>817 (13.65)</td>
<td>420 (7.02)</td>
</tr>
<tr>
<td>10/17/17</td>
<td>3174</td>
<td>336 (10.59)</td>
<td>142 (4.47)</td>
</tr>
<tr>
<td>10/18/17</td>
<td>1155</td>
<td>113 (9.78)</td>
<td>54 (4.68)</td>
</tr>
<tr>
<td>10/19/17</td>
<td>676</td>
<td>57 (8.43)</td>
<td>21 (3.11)</td>
</tr>
<tr>
<td>10/20/17</td>
<td>356</td>
<td>31 (8.71)</td>
<td>14 (3.93)</td>
</tr>
<tr>
<td>10/21/17</td>
<td>215</td>
<td>14 (6.51)</td>
<td>12 (5.58)</td>
</tr>
</tbody>
</table>

Number of geotagged novel English language tweets in United States.

Table 2. Demographic characteristics of abuse/assault and early life experience samples among unique Twitter users.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>US census, $%^a$</th>
<th>Twitter overall, $%^b$</th>
<th>Abuse/assault sample (N=1168), $%^b,c$</th>
<th>Early experience sample (N=612), $%^b,c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>49.2</td>
<td>45.8</td>
<td>10.6</td>
<td>9.2</td>
</tr>
<tr>
<td>Female</td>
<td>50.8</td>
<td>54.2</td>
<td>89.4</td>
<td>90.8</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤19</td>
<td>25.4</td>
<td>25.02</td>
<td>15.2</td>
<td>13.1</td>
</tr>
<tr>
<td>20-24</td>
<td>6.70</td>
<td>45.33</td>
<td>25.5</td>
<td>24.1</td>
</tr>
<tr>
<td>25-29</td>
<td>7.10</td>
<td>16.10</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>30-34</td>
<td>6.70</td>
<td>7.16</td>
<td>17.8</td>
<td>22</td>
</tr>
<tr>
<td>35-39</td>
<td>6.60</td>
<td>2.40</td>
<td>8.1</td>
<td>7.3</td>
</tr>
<tr>
<td>40-49</td>
<td>12.5</td>
<td>3.25</td>
<td>9.7</td>
<td>9</td>
</tr>
<tr>
<td>50-59</td>
<td>13.3</td>
<td>0.49</td>
<td>2.6</td>
<td>3.7</td>
</tr>
<tr>
<td>≥60</td>
<td>21.7</td>
<td>0.25</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White/Caucasian</td>
<td>60.7</td>
<td>78.7</td>
<td>90.7</td>
<td>89.8</td>
</tr>
<tr>
<td>Hispanic</td>
<td>18.1</td>
<td>7.6</td>
<td>6.2</td>
<td>6.1</td>
</tr>
<tr>
<td>African American</td>
<td>13.4</td>
<td>13.1</td>
<td>2.6</td>
<td>3.3</td>
</tr>
<tr>
<td>Asian</td>
<td>5.8</td>
<td>0.6</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>Native American/Pacific Islander</td>
<td>1.5</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

Age distribution based on 2017 American Community Survey 1-Year Estimates (July 1, 2017).
Proportions provided by Demographics Pro on October 18, 2018.
Based on our classification in the analytical sample of geotagged novel English language tweets in the United States.
Not available.

Discussion

Principal Findings

We conduct the first quantitative text analysis of the content of the early conversation in the #MeToo movement on Twitter, which was the largest hashtag movement on Twitter in 2017 [24] and the largest public discourse on sexual violence. We use machine learning to provide exemplars of disclosures during the first week of the movement. The most predictive words create an archetype of the content of tweets with the revelation of sexual assault/abuse. They include words that we would expect like “groping” and “rape” as well as states like “drunk,” “asleep,” and “afraid.” Based on our models, 11% of novel tweets in the first week of the movement publicly revealed an experience of sexual assault/abuse and 6% revealed an early life experience of sexual assault/abuse. The initial women sharing were predominately white women aged 25-50 years. Tweets from older posters suggest that these experiences were lodged into these women’s memories and were not inconsequential passing events. Notably, African Americans were underrepresented relative to their Twitter presence in this
early conversation. Moreover, given the connectivity possible on Twitter, we estimate that between 6 and 34 million Twitter users may have been exposed to at least one such detailed revelation.

**Limitations**

There are key limitations to this study that should be noted. First, based on financial considerations, we could not extract all novel English language posts during the first week of the #MeToo movement. Instead, we chose to focus on those geotagged within the United States. This restriction made the purchase of almost all the tweets that fit this category possible. To examine the representativeness of these tweets, we examined time patterns relative to all #MeToo posts and novel English language #MeToo posts (Figure 3). This analysis suggests that the timing of novel English language geotagged tweets was not different from novel English language tweets. However, if users who allow Twitter to geotag tweets systematically revealed sexual assault/abuse events at a different rate than those who do not allow Twitter to geotag their tweets, then our estimates may be inaccurate. However, we noted that users would have likely enabled geotagging on Twitter at some time prior to their MeToo tweet. Thus, allowing geotagging is not necessarily related to the MeToo tweet. Second, we include only English tweets on the topic of #MeToo even though there were similar movements in different languages (such as #YoTambien or #BalanceTonPorc), and we did not examine tweets outside the United States. For example UK-based or Canada-based English language #MeToo tweets were not included in our data. Again, there could be systematic differences that would affect our estimates, and thus, we acknowledge that our estimates reflect the conversation in the United States. Third, while we examined the time dynamics of many related or counter hashtag movements happening the same week, such as #HimThough, #Ibelieveyou, #Ihearyou, #Iwillnot, and #howIwillchange, we did not include these in our analyses because these hashtags were in response to the #MeToo posts. The content of tweets with these other hashtags were less likely to have revelations of sexual assault/abuse, but rather just voice support. Future analyses could examine who voiced support rather than who revealed events. Fourth, we did not conduct network analysis examining common retweets, which would have had much greater reach. Our focus was on novel revelations that were rarely retweeted relative to support statements, which were often retweeted. Fifth, we only examined the first week of the movement. This was a deliberate choice because the movement went in many directions afterward, with calls to stop posting traumatic events because they triggered women [25] or demands that men post instead of women having to post and relive their trauma. Finally, many tweets were ambiguous, revealing that something happened but without enough detail to determine if there was abuse or assault. Nonetheless, we used a consistent method based on our reading of thousands of tweets. The NPV and PPV of the trained machine learning estimates were good, based on our annotation. However, a different pair of annotators may have had slightly different estimates.

**Conclusions**

Despite the noted limitations, our results highlight the magnitude of the mass sharing of personal experiences of sexual assault/abuse, filled with narratives of early life experience, which enabled the spread of the #MeToo movement and had a broad reach across Twitter. Further, these tweets and the archetypes presented here provide rich details to augment existing statistics captured traditionally from survey data and small in-depth studies of sexual assault and abuse survivors. The archetype provides a picture of what the public saw. The candid and revealing statements reminded followers and the public alike of the magnitude sexual violence and how it is often first experienced in early life and hidden. Therefore, the descriptive narratives could be used in public health survey development to assess whether there has been a change or a deeper public understanding of the prevalence, early life experience, and enduring trauma of sexual assault and abuse.

The summary of the content of tweets presented in this study highlights the initial conversation and demographics of participants in the conversation in the early stages of the #MeToo movement. Although our results present a snapshot of the public discourse on sexual violence and the initial participants, future work could examine the content and directions of the national conversation, which has since taken many directions and varies by populations.
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Abstract

Background: Electronic patient portals are websites that provide individuals access to their personal health records and allow them to engage through a secure Web-based platform. These portals are becoming increasingly popular in contemporary health care systems. Patient portal use has been found to be beneficial in multiple specialties, especially in the management of chronic disease. However, disparities have been identified in portal use in which racial and ethnic minorities and individuals with lower socioeconomic status have been shown to be less likely to enroll and use patient portals than non-Hispanic white persons and individuals with higher socioeconomic status. Electronic patient portal use by childbearing women has not been well studied, and data on portal use during pregnancy are limited.

Objective: This study aimed to quantify the use of an electronic patient portal during pregnancy and examine whether disparities related to patients' demographics or clinical characteristics exist.

Methods: This was a retrospective cohort study of women who received prenatal care at an academic medical center from 2014 to 2016. Clinical records were reviewed for portal use and patient data. Patients were considered enrolled in the portal if they had an account at the time of delivery, and enrollees were compared with nonenrollees. Enrollees were further categorized based on the number of secure messages sent during pregnancy as active (≥1) or inactive (0) users. Bivariable chi-square and multivariable Poisson regression models were used to calculate the incidence rate ratio of portal enrollment and, if enrolled, of active use based on patients’ characteristics.

Results: Of the 3450 women eligible for inclusion, 2530 (73.33%) enrolled in the portal. Of these enrollees, 72.09% (1824/2530) were active users. There was no difference in portal enrollment by maternal race and ethnicity on multivariable models. Women with public insurance (adjusted incidence rate ratio; aIRR 0.60, 95% CI 0.49-0.84), late enrollment in prenatal care (aIRR 0.78, 95% CI 0.69-0.89 for second trimester and aIRR 0.50, 95% CI 0.39-0.64 for third trimester), and high-risk pregnancies (aIRR 0.82, 95% CI 0.75-0.89) were significantly less likely to enroll. Conversely, nulliparity (aIRR 1.10, 95% CI 1.02-1.20) and having more than 8 prescription medications at prenatal care initiation (aIRR 1.19, 95% CI 1.06-1.32) were associated with greater likelihood of enrollment. Among portal enrollees, the only factor significantly associated with active portal use (ie, secure messaging) was nulliparity (aIRR 1.11, 95% CI 1.01-1.23).

Conclusions: Among an obstetric population, multiple clinical and socioeconomic factors were associated with electronic portal enrollment, but not subsequent active use. As portals become more integrated as tools to promote health, efforts should be made to ensure that already vulnerable populations are not further disadvantaged with regard to electronic-based care.

(J Med Internet Res 2019;21(9):e14445) doi:10.2196/14445
KEYWORDS
patient portals; socioeconomic factors; pregnancy; cohort studies

Introduction

Background

The use of technology to communicate between patients and providers has become routine in medicine. One such technological development is the use of Web-based patient portal services in the electronic health record, which has been adopted in large part because of the requirements of the 2009 Health Information Technology for Economic and Clinical Health (HITECH) Act. HITECH created the Electronic Health Record Incentive Programs and required meaningful use of programs such as patient portals [1]. Financial support for patient portals by the government has encouraged its widespread adoption [2].

A patient portal is a secure Web-based platform directly linked to an electronic medical record (EMR) that provides personal health information, encouraging participants to become more active in their health care [3]. Portals allow individuals to communicate with health care providers, access portions of their medical record, refill prescriptions, and schedule appointments [4]. Of the numerous studies that have explored the effect of patient portals on clinical care, many have shown portal use to be associated with positive patient-reported outcomes, including improved patient satisfaction and patient-provider communication [1,5-8]. In particular, secure messaging is a unique aspect within patient portals that may facilitate patient self-management, shared decision making, and patient satisfaction by allowing patients more opportunities to communicate with providers [9]. Secure messaging has been associated with favorable clinical outcomes, specifically in studies examining diabetes management, in which patients who engage in secure messaging have lower hemoglobin A1c values [1,8,10-15].

Objectives

The use of patient portals has not been widely investigated in obstetrics [16,17]. Moreover, with the rapid expansion of patient portals, disparities in health outcomes and care that already exist may be perpetuated by disparities in technology access and electronic health literacy [4,18-23]. Given that studies outside of obstetrics suggest portals may be associated with favorable clinical outcomes, there is an impetus to better understand the patterns of and factors associated with portal use during pregnancy. Thus, this study aimed to estimate the use of an electronic medical record (EMR) that provides personal health information, encouraging participants to become more active in their health care [3]. Portals allow individuals to communicate with health care providers, access portions of their medical record, refill prescriptions, and schedule appointments [4]. Of the numerous studies that have explored the effect of patient portals on clinical care, many have shown portal use to be associated with positive patient-reported outcomes, including improved patient satisfaction and patient-provider communication [1,5-8]. In particular, secure messaging is a unique aspect within patient portals that may facilitate patient self-management, shared decision making, and patient satisfaction by allowing patients more opportunities to communicate with providers [9]. Secure messaging has been associated with favorable clinical outcomes, specifically in studies examining diabetes management, in which patients who engage in secure messaging have lower hemoglobin A1c values [1,8,10-15].

Methods

Study Cohort

This study was a cohort study of all women who received antenatal care at a single large-volume academic medical center from January 1, 2014, to January 1, 2016. Women eligible for inclusion must have been older than 18 years and received prenatal care, as defined by at least three clinical encounters, with Northwestern Medical Group providers. The study was approved by the institutional review board of Northwestern University before initiation, and all data were obtained from the EMR used for clinical care.

Northwestern Memorial Hospital and Northwestern Medical Group use EpicCare EMR and MyChart, the associated commercial patient portal. Through Northwestern’s MyChart, patients are able to view records, review laboratory and imaging results, message providers, schedule appointments, and request medication refills. A unique access code used for portal enrollment can be generated by the provider during a clinical encounter or patients can self-enroll online through their email without an access code. Patients then have to activate their MyChart account through the portal website before they are able to freely access and use portal functions. The portal can then be used via either Web-based interfaces or mobile apps. In this practice, as part of the standard clinic workflow, all patients are invited to initiate MyChart accounts at their prenatal visit through various avenues, for example, as part of their routine prenatal intake packet, in the after-visit summary from provider encounters, or through interactions with the front desk staff. Some women may already have had accounts from previous interactions within the health care system. However, beyond enrollment, there are no additional health system campaigns or initiatives designed to encourage particular aspects of portal use.

Available portal use data included whether participants had a portal account, when it was initiated, and whether they used the portal for secure messaging. Using these data, we classified participants on the basis of antenatal portal enrollment and portal use. Patients were considered to be enrolled in the patient portal if they had an account at the time of delivery, regardless of when the account was created. Patient portal enrollees were further subcategorized into active or inactive users based on their secure message use. Active users were those who had sent 1 or more secure messages during pregnancy, whereas inactive users sent 0 messages antenatally. Only patient portal use for communication with obstetric providers (physicians, nurse practitioners, certified nurse midwives, or nurses within the Department of Obstetrics and Gynecology) qualified for this analysis (ie, communication with nonprenatal care providers was not included).

Statistical Analysis

The primary analyses focused on portal enrollment. We compared sociodemographic characteristics of portal enrollees (cases) with those of nonenrollees (controls), including age, race, ethnicity, insurance type, primary language, and neighborhood income (for which lower income neighborhood was defined as a zip code area in which the median annual household income was less than US $40,000 based on the 2015 five-year American Community Survey census data). The following clinical characteristics were also measured: parity, obesity, high-risk pregnancy (defined as a woman with any of the following characteristics: pregestational diabetes, gestational...
diabetes, chronic hypertension, gestational hypertension or preeclampsia, multifetal gestation, or care with a maternal-fetal medicine physician), gestational age at initiation of care, and number of prescription medications documented in the medical record at initial prenatal encounter. Comparisons were also made based on whether, once enrolled, a woman demonstrated active versus inactive use.

We used bivariable chi-square analysis and calculated unadjusted incidence rate ratios of portal enrollment and, once enrolled, of active use based on aforementioned patients’ characteristics. To calculate adjusted incidence rate ratios (aIRR), we used multivariable Poisson regression models, adjusting for potentially confounding variables with \( P<0.10 \) in bivariable analyses and also taking into account the time in relation to when electronic portals first launched to control for potential time bias. Poisson regression models were used for the analysis as they can be a more accurate estimate for treatment effect than adjusted odds ratios when the incidence of the outcome of interest is more common [24,25]. Analyses were performed using IBM SPSS Statistics for Macintosh, Version 24.0 and Stata Statistical Software, Release 13. All analyses were 2-tailed, and \( P<0.05 \) was used to define statistical significance.

**Results**

A total of 3450 women were eligible for inclusion. Of these women, 1553 (45.01%) were non-Hispanic white (NHW), 372 (10.78%) were non-Hispanic black (NHB), 394 (11.42%) were Hispanic, 270 (7.83%) were Asian, and 861 (24.96%) were either listed as other or unknown. Overall, 3029 (87.80%) had private insurance. By zip code of residence, 437 (12.67%) of women lived in a low-income residential area, and 98 (2.84%) had a primary language other than English. In addition, 1819 (52.72%) participants were nulliparous, and 2530 (73.33%) eligible women enrolled in the patient portal (Table 1).

In bivariable analysis, compared with NHW patients, NHB and Hispanic women were significantly less likely to enroll in the patient portal. Similarly, women who were younger, had public insurance, had a low household income, or did not speak English as a primary language all had lower frequencies of portal enrollment. On multivariable models accounting for potential confounders (Table 2), women with public insurance remained significantly less likely to enroll in the patient portal compared with women with private insurance (aIRR 0.60, 95% CI 0.49-0.84). Other demographic factors did not remain associated with portal enrollment after adjusting for potential confounders. Regarding clinical characteristics, women with high-risk pregnancies were less likely to enroll in the patient portal—56.7% (522/920) of nonenrolled versus 34.11% (863/2530) of enrolled; \( P<0.001 \), aIRR 0.82, 95% CI 0.75-0.89. Gestational age at initiation of care was also associated with patient portal enrollment, with those who began care in the second trimester and third trimester significantly less likely to enroll. In contrast, nulliparity (aIRR 1.10, 95% CI 1.02-1.20) and having more than 8 prescription medications at the first prenatal visit (aIRR 1.19, 95% CI 1.06-1.32) were both associated with a significantly increased likelihood of enrolling (Table 2).

Of the 2530 women who enrolled in the patient portal, 1824 (72.09%) were categorized as active users (Table 3). In contrast to the differences in socioeconomic and clinical factors seen in portal enrollment, these characteristics were not associated with active portal use among enrollees (Table 4). After adjusting for potential confounders, only nulliparity remained associated with an increased likelihood of engaging in secure messaging (aIRR 1.12, 95% CI 1.02-1.23).
Table 1. Sociodemographic and clinical characteristics by patient portal enrollment (N=3450).

<table>
<thead>
<tr>
<th>Patients’ characteristics</th>
<th>Patient portal, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nonenrollee (n=920)</td>
<td>Enrollee (n=2530)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>242 (26.3)</td>
<td>407 (16.09)</td>
</tr>
<tr>
<td>30-39</td>
<td>608 (66.1)</td>
<td>1927 (76.17)</td>
</tr>
<tr>
<td>≥40</td>
<td>70 (7.6)</td>
<td>196 (7.75)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>310 (33.7)</td>
<td>1243 (49.13)</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>169 (18.4)</td>
<td>203 (8.02)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>147 (16.0)</td>
<td>247 (9.76)</td>
</tr>
<tr>
<td>Asian</td>
<td>56 (6.1)</td>
<td>214 (8.46)</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>238 (25.9)</td>
<td>623 (24.62)</td>
</tr>
<tr>
<td><strong>Insurance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>703 (76.4)</td>
<td>2326 (91.94)</td>
</tr>
<tr>
<td>Medicaid/Medicare</td>
<td>188 (20.4)</td>
<td>105 (4.15)</td>
</tr>
<tr>
<td>Self-pay/uninsured</td>
<td>29 (3.2)</td>
<td>99 (3.91)</td>
</tr>
<tr>
<td><strong>Low household income</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-250,000</td>
<td>190 (20.7)</td>
<td>247 (9.76)</td>
</tr>
<tr>
<td><strong>Non-English as primary language</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-250,000</td>
<td>48 (5.2)</td>
<td>50 (1.98)</td>
</tr>
<tr>
<td><strong>High-risk pregnancy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-250,000</td>
<td>522 (56.7)</td>
<td>863 (34.11)</td>
</tr>
<tr>
<td><strong>Nulliparous</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-250,000</td>
<td>392 (42.6)</td>
<td>1427 (56.40)</td>
</tr>
<tr>
<td><strong>Obese (body mass index ≥30 kg/m²)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-250,000</td>
<td>296 (32.2)</td>
<td>473 (18.70)</td>
</tr>
<tr>
<td><strong>Gestational age at initiation of care</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 to 13 0/7 weeks gestational age</td>
<td>555 (60.3)</td>
<td>2188 (86.48)</td>
</tr>
<tr>
<td>13 1/7 to 26 6/7 weeks gestational age</td>
<td>231 (25.1)</td>
<td>273 (10.79)</td>
</tr>
<tr>
<td>≥27 0/7 weeks gestational age</td>
<td>134 (14.6)</td>
<td>69 (2.72)</td>
</tr>
<tr>
<td><strong>Number of prescription medications at initial prenatal encounter</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-3 medications</td>
<td>539 (58.6)</td>
<td>1263 (49.92)</td>
</tr>
<tr>
<td>4-7 medications</td>
<td>274 (29.8)</td>
<td>803 (31.74)</td>
</tr>
<tr>
<td>≥8 medications</td>
<td>107 (11.6)</td>
<td>464 (18.34)</td>
</tr>
</tbody>
</table>

*a* Insurance was determined at the patient’s first prenatal visit.

*b* Low household income was defined as patients whose zip code corresponded to a residential area in which the median household income was less than US $40,000 based on the 2015 five-year American Community Survey census data.

*c* High-risk pregnancy was defined as a patient with any of the following characteristics: type I diabetes, type II diabetes, gestational diabetes, chronic hypertension, gestational hypertension, preeclampsia, multifetal gestation, or receiving care from the Maternal-Fetal Medicine division.
Table 2. Unadjusted and adjusted incidence rate ratio of electronic patient portal enrollment (N=3450).

<table>
<thead>
<tr>
<th>Patients’ characteristics</th>
<th>Incidence rate ratio (95% CI)</th>
<th>Adjusted incidence rate ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>30-39</td>
<td>1.21 (1.09-1.35)</td>
<td>1.07 (0.96-1.20)</td>
</tr>
<tr>
<td>≥40</td>
<td>1.17 (0.99-1.39)</td>
<td>1.12 (0.94-1.33)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>0.68 (0.59-0.79)</td>
<td>0.88 (0.75-1.03)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.78 (0.68-0.90)</td>
<td>0.96 (0.83-1.10)</td>
</tr>
<tr>
<td>Asian</td>
<td>0.99 (0.86-1.14)</td>
<td>1.05 (0.91-1.22)</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>0.90 (0.82-1.00)</td>
<td>0.99 (0.90-1.10)</td>
</tr>
<tr>
<td><strong>Insurance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Medicaid/Medicare</td>
<td>0.47 (0.38-0.57)</td>
<td>0.60 (0.49-0.84)</td>
</tr>
<tr>
<td>Self-pay/uninsured</td>
<td>1.01 (0.82-1.23)</td>
<td>1.0 (0.81-1.22)</td>
</tr>
<tr>
<td>Low household income&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.75 (0.65-0.85)</td>
<td>0.91 (0.79-1.05)</td>
</tr>
<tr>
<td>Non-English as primary language</td>
<td>0.69 (0.52-0.91)</td>
<td>0.80 (0.60-1.06)</td>
</tr>
<tr>
<td>High-risk pregnancy&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.77 (0.71-0.84)</td>
<td>0.82 (0.75-0.89)</td>
</tr>
<tr>
<td>Nulliparous</td>
<td>1.16 (1.07-1.25)</td>
<td>1.10 (1.02-1.20)</td>
</tr>
<tr>
<td>Obesity (body mass index ≥30 kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>0.80 (0.73-0.89)</td>
<td>0.99 (0.89-1.10)</td>
</tr>
<tr>
<td><strong>Gestational age at initiation of care</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 to 13 0/7 weeks gestational age</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>13 1/7 to 26 6/7 weeks gestational age</td>
<td>0.68 (0.60-0.77)</td>
<td>0.78 (0.69-0.89)</td>
</tr>
<tr>
<td>≥27 0/7 weeks gestational age</td>
<td>0.43 (0.34-0.54)</td>
<td>0.50 (0.39-0.64)</td>
</tr>
<tr>
<td><strong>Number of prescription medications at initial prenatal encounter</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-3 medications</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>4-7 medications</td>
<td>1.05 (0.96-1.15)</td>
<td>1.06 (0.97-1.16)</td>
</tr>
<tr>
<td>≥8 medications</td>
<td>1.16 (1.04-1.29)</td>
<td>1.19 (1.06-1.32)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Multivariable models were adjusted for variables with P<.10 in bivariable analyses: age, race/ethnicity, insurance, household income, primary language, pregnancy risk, parity, obesity, gestational age at initiation of care, number of prescription medications at initial prenatal encounter, and time.

<sup>b</sup>Insurance was determined at the patient’s first prenatal visit.

<sup>c</sup>Low household income was defined as patients whose zip code corresponded to a residential area in which the median household income was less than US $40,000 based on the 2015 five-year American Community Survey census data.

<sup>d</sup>High-risk pregnancy was defined as a patient with any of the following characteristics: type I diabetes, type II diabetes, gestational diabetes, chronic hypertension, gestational hypertension, preeclampsia, multifetal gestation, or receiving care from the Maternal-Fetal Medicine division.
Table 3. Sociodemographic and clinical characteristics by secure messaging use among patient portal enrollees (N=2530).

<table>
<thead>
<tr>
<th>Patients’ characteristics</th>
<th>Inactive user: sent 0 messages (n=706), n (%)</th>
<th>Active user: sent ≥1 message (n=1824), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>121 (17.1)</td>
<td>286 (15.68)</td>
<td>.007</td>
</tr>
<tr>
<td>30-39</td>
<td>513 (72.7)</td>
<td>1414 (77.52)</td>
<td></td>
</tr>
<tr>
<td>≥40</td>
<td>72 (10.2)</td>
<td>124 (6.80)</td>
<td></td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>331 (46.9)</td>
<td>912 (50.00)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>70 (9.9)</td>
<td>133 (7.29)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>66 (9.3)</td>
<td>181 (9.92)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>49 (6.9)</td>
<td>165 (9.05)</td>
<td></td>
</tr>
<tr>
<td>Other/unknown</td>
<td>190 (26.9)</td>
<td>433 (23.74)</td>
<td></td>
</tr>
<tr>
<td><strong>Insurance</strong></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Private</td>
<td>653 (92.5)</td>
<td>1673 (91.72)</td>
<td></td>
</tr>
<tr>
<td>Medicaid/Medicare</td>
<td>36 (5.1)</td>
<td>69 (3.78)</td>
<td></td>
</tr>
<tr>
<td>Self-pay/uninsured</td>
<td>17 (2.4)</td>
<td>82 (4.49)</td>
<td></td>
</tr>
<tr>
<td>Low household income&lt;sup&gt;b&lt;/sup&gt;</td>
<td>81 (11.5)</td>
<td>166 (9.10)</td>
<td>.71</td>
</tr>
<tr>
<td>Non-English as primary language</td>
<td>15 (2.1)</td>
<td>35 (1.91)</td>
<td>.74</td>
</tr>
<tr>
<td>High-risk pregnancy&lt;sup&gt;c&lt;/sup&gt;</td>
<td>279 (39.5)</td>
<td>584 (32.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nulliparous</td>
<td>344 (48.7)</td>
<td>1083 (59.37)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Obesity (body mass index ≥30 kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>146 (20.7)</td>
<td>327 (17.92)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Gestational age at initiation of care</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>0 to 13 0/7 weeks gestational age</td>
<td>577 (81.7)</td>
<td>1611 (88.32)</td>
<td></td>
</tr>
<tr>
<td>13 1/7 to 26 6/7 weeks gestational age</td>
<td>96 (13.6)</td>
<td>177 (9.70)</td>
<td></td>
</tr>
<tr>
<td>≥27 0/7 weeks gestational age</td>
<td>33 (4.7)</td>
<td>36 (1.97)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of prescription medications at initial prenatal encounter</strong></td>
<td></td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>0-3 medications</td>
<td>340 (48.2)</td>
<td>923 (50.60)</td>
<td></td>
</tr>
<tr>
<td>4-7 medications</td>
<td>223 (31.6)</td>
<td>580 (31.79)</td>
<td></td>
</tr>
<tr>
<td>≥8 medications</td>
<td>143 (20.2)</td>
<td>321 (17.59)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Insurance was determined at the patient’s first prenatal visit.

<sup>b</sup>Low household income was defined as patients whose zip code corresponded to a residential area in which the median household income was less than US $40,000 based on the 2015 five-year American Community Survey census data.

<sup>c</sup>High-risk pregnancy was defined as a patient with any of the following characteristics: type I diabetes, type II diabetes, gestational diabetes, chronic hypertension, gestational hypertension, preeclampsia, multifetal gestation, or receiving care from the Maternal-Fetal Medicine division.
Table 4. Unadjusted and adjusted incidence rate ratio of secure messaging use among electronic patient portal enrollees (N=2530).

<table>
<thead>
<tr>
<th>Patients’ characteristics</th>
<th>Incidence rate ratio (95% CI)</th>
<th>Adjusted incidence rate ratio (95% CI) a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>30-39</td>
<td>1.04 (0.92-1.19)</td>
<td>1.06 (0.93-1.21)</td>
</tr>
<tr>
<td>≥40</td>
<td>0.89 (0.72-1.10)</td>
<td>0.94 (0.76-1.17)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>0.90 (0.75-1.07)</td>
<td>0.95 (0.78-1.14)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.99 (0.85-1.16)</td>
<td>1.02 (0.87-1.21)</td>
</tr>
<tr>
<td>Asian</td>
<td>1.04 (0.88-1.23)</td>
<td>1.04 (0.88-1.23)</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>0.94 (0.85-1.16)</td>
<td>0.97 (0.87-1.10)</td>
</tr>
<tr>
<td><strong>Insurance</strong> b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Medicaid/Medicare</td>
<td>0.90 (0.71-1.15)</td>
<td>0.99 (0.77-1.28)</td>
</tr>
<tr>
<td>Self-pay/uninsured</td>
<td>1.14 (0.91-1.42)</td>
<td>1.09 (0.87-1.37)</td>
</tr>
<tr>
<td>Low household income c</td>
<td>0.94 (0.80-1.10)</td>
<td>0.99 (0.84-1.17)</td>
</tr>
<tr>
<td>Non-English as primary language</td>
<td>0.99 (0.71-1.38)</td>
<td>1.01 (0.72-1.41)</td>
</tr>
<tr>
<td>High-risk pregnancy d</td>
<td>0.92 (0.83-1.01)</td>
<td>0.97 (0.87-1.07)</td>
</tr>
<tr>
<td>Nulliparous</td>
<td>1.12 (1.02-1.23)</td>
<td>1.12 (1.02-1.23)</td>
</tr>
<tr>
<td>Obesity (body mass index ≥30 kg/m²)</td>
<td>0.96 (0.86-1.09)</td>
<td>1.02 (0.90-1.15)</td>
</tr>
<tr>
<td><strong>Gestational age at initiation of care</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 to 13 0/7 weeks gestational age</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>13 1/7 to 26 6/7 weeks gestational age</td>
<td>0.89 (0.76-1.03)</td>
<td>0.93 (0.79-1.09)</td>
</tr>
<tr>
<td>≥27 0/7 weeks gestational age</td>
<td>0.76 (0.56-1.05)</td>
<td>0.80 (0.58-1.10)</td>
</tr>
<tr>
<td><strong>Number of prescription medications at initial prenatal encounter</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-3 medications</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>4-7 medications</td>
<td>0.99 (0.89-1.10)</td>
<td>1.01 (0.91-1.12)</td>
</tr>
<tr>
<td>≥8 medications</td>
<td>0.94 (0.83-1.07)</td>
<td>0.97 (0.85-1.11)</td>
</tr>
</tbody>
</table>

a Multivariable models were adjusted for variables with P < .10 in bivariable analyses: age, race/ethnicity, insurance, household income, primary language, pregnancy risk, parity, obesity, gestational age at initiation of care, number of prescription medications at initial prenatal encounter, and time.

b Insurance was determined at the patient’s first prenatal visit.

c Low household income was defined as patients whose zip code corresponded to a residential area in which the median household income was less than US $40,000 based on the 2015 five-year American Community Survey census data.

d High-risk pregnancy was defined as a patient with any of the following characteristics: type I diabetes, type II diabetes, gestational diabetes, chronic hypertension, gestational hypertension, preeclampsia, multifetal gestation, or receiving care from the Maternal-Fetal Medicine division.

Discussion

Principal Findings

In this study of a large and diverse obstetric population, we found significant socioeconomic and clinical disparities in patient portal enrollment among pregnant women. Specifically, women who were publicly insured, medically higher risk, and late to initiate prenatal care were less likely to enroll in the electronic patient portal, whereas women who were nulliparous and taking more medications were more likely to enroll in the electronic patient portal. However, once enrolled, we found few differences in patient characteristics based on active use within the portal.

Comparison of Results With Previous Studies

The disparities identified in this obstetric population are consistent with previous studies examining portal use in a nonpregnant population [4,18-23]. These findings are supported by a case-control study in Boston that demonstrated individuals who registered for the electronic portal were more likely to be NHW, less likely to have Medicare or Medicaid insurance, and...
were younger and healthier compared with nonenrollees [19]. Furthermore, studies have shown that nonwhite and Hispanic persons, those with the lowest incomes, and publicly insured and uninsured persons were less likely to activate and subsequently use their electronic patient portal account after registration [18,21,22]. Conversely, other studies have also suggested that race and ethnicity are independent risk markers for portal use. For example, a cohort study of more than 1700 individuals at Kaiser Permanente Georgia demonstrated that compared with NHW individuals, NHB individuals were less likely to register for the patient portal. These differences by race were not accounted for by differences in education, income, or internet access, although greater education and internet access were independently associated with portal registration [4]. In our study, once potential confounders were controlled for, we identified no statistically significant difference in portal use by race. This, however, may be because of incomplete race and ethnicity data. Such disparities may, in fact, exist in a better identified population cohort.

In addition, we noted differences in portal enrollment based on clinical characteristics. Notably, women with complicated pregnancies were significantly less likely to be enrolled in the patient portal. Previous studies have come to conflicting conclusions regarding patient clinical status and portal use [18-20]. It has been suggested that the worried well may use the portal more, which was consistent with our findings that women classified as having high-risk pregnancies complicated by diabetes, hypertensive disorders, multifetal gestations, or under the care of the Maternal-Fetal Medicine division were less likely to be enrolled in the patient portal. Ideally, given the potential benefits of portal use, enrollment should be targeted at more complicated patients who may benefit from enhanced provider-patient communication and additional support [6]. In contrast to other findings, patients with more prescription medications at the initiation of prenatal care were in fact more likely to enroll in the patient portal. If medications are properly reconciled in accordance with electronic health record use standards, it may be that these women have more medical problems, and thus more prescription medications, are more engaged in patient portals. However, it is possible that the number of medications may actually be proxy for integration into the medical system as opposed to health status and medical morbidity. In addition, women who initiated prenatal care at a later gestational age were significantly less likely to have patient portal accounts. Factors that are associated with late presentation to prenatal care—including nonwhite ethnic group, immigrant status, lower education level, lower socioeconomic status, nontraditional perception of the value of prenatal care, uninsured, unemployed, and poor reproductive health knowledge—also may play a role in whether patients are offered the electronic patient portal, their attitude toward the patient portal, or enrollment patterns [26].

Despite disparities in portal enrollment, we identified very few differences in secure messaging use. After adjusting for potential confounders, only nulliparity remained associated with an increased likelihood of engaging in secure messaging. This finding can be accounted for in that women with their first pregnancy may have more questions in general, independent from health risk. Thus, once the initial barrier to portal enrollment is overcome, patients are overall equally likely to engage and message their providers, a finding that has also been noted in studies of nonpregnant populations [23]. This finding regarding portal use underscores the importance of identifying and overcoming potential barriers that dissuade individuals from enrolling in the patient portal.

Clinical Implications

Electronic patient portal interfaces require several steps before achieving access, and potential barriers exist at each level from being offered registration to active use [23]. A 2016 national survey study demonstrated that compared with their white and non-Hispanic counterparts, respectively, black and Hispanic individuals were significantly less likely to be offered electronic portal access by their health care provider. Moreover, individuals who are older, have poor health, and are poorly educated were also significantly less likely to be offered access by their provider and to engage in the patient portal [27]. Yet, an overwhelming majority of individuals considered online access to their personal health information important with no difference noted by race or economic status [27]. These findings highlight the role health care providers and their inherent bias may play in adoption of electronic patient portals, a critical step required to realize any benefit associated with patient portals.

Patients’ characteristics that may affect enrollment and use of an electronic portal include, but are not limited to, electronic/computer literacy, health literacy and numeracy, perceived benefit of portal use, patient preferences regarding provider communication, and trust in the health care system and electronic mediums [18,23]. In particular, health and computer literacy have both been shown to be associated with portal enrollment and long-term portal use [28-31]. High perceived health literacy along with internet access at home, high self-rated ability when using the internet, and high overall online ability have all been associated with increased likelihood of portal use—all factors that may vary among different patient populations [28,29]. Patients’ attitudes regarding the patient portal and electronic communications may also have a varying impact on its use depending on the specific population. For example, 2 qualitative studies with focus group interviews have shown that black and Hispanic patients may have negative attitudes toward the portal, were dubious regarding electronic communications and their potential benefit, and were fearful that the portal would diminish existing relationships with providers [30,31]. These studies emphasize the importance of identifying potential barriers that may dissuade individuals from engaging in the patient portal.

Strengths and Limitations

Strengths of this study are that it included a large population of pregnant women and applied few exclusion criteria. However, given the retrospective nature of this study, any associations cannot be assumed to be causal, and there is potential for unmeasured confounding. For example, we did not have direct measures for health literacy, internet access, education level, income level, or self-care behaviors, all of which may play a role in portal engagement. In addition, at our institution, patients can enroll in the portal on their own accord without directly
receiving an access code from their provider, and the exact steps leading to any given enrollment along with the temporality of enrollment are unknown. Therefore, because there is no standardized process for enrolling patients for portal access, the degree to which provider bias and discriminatory offering patterns may be related to the disparities seen in enrollment is unclear. We have identified subsets of patients less likely to enroll; thus, studies evaluating the logistics of enrollment and systems issues related to it can shed light on how to potentially increase portal use. Furthermore, although this sample was large and diverse, the patients were nonetheless receiving care at a large academic tertiary care setting, and therefore, findings may not be fully generalizable to other contexts.

Research Implications

Future work must identify reasons for portal nonuse, develop indicators of successful outcomes of portal use, and implement potential systems-based or provider-based interventions to increase portal enrollment [32]. Efforts to expand portal enrollment in populations of greatest need may be key to improving health communication in these populations. In addition, given that secure messaging has previously been associated with positive patient outcomes in primary care settings, more studies focusing on this particular aspect are needed [1,8,10-15]. Qualitative content analysis of patient-provider electronic communication can provide information on how secure messaging within portal use may be related to perinatal, maternal, and neonatal outcomes.

Conclusions

In summary, we identified socioeconomic and clinical disparities within portal enrollment and use during prenatal care. Disparities that were significant in regard to patient enrollment did not exist when examining subsequent secure messaging use. Thus, once initial barriers to portal enrollment were overcome, patient portal use was similar among most groups. As electronic patient portals become more integrated as tools to promote health, it is important to understand the patterns of use and the potential impact in pregnancy, especially as it relates to perinatal outcomes in already disadvantaged groups [32].
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Abstract

Background: The structure of the sexual networks and partnership characteristics of young black men who have sex with men (MSM) may be contributing to their high risk of contracting HIV in the United States. Assortative mixing, which refers to the tendency of individuals to have partners from one’s own group, has been proposed as a potential explanation for disparities.

Objective: The objective of this study was to identify the age- and race-related search patterns of users of a diverse geosocial networking mobile app in seven metropolitan areas in the United States to understand the disparities in sexually transmitted infection and HIV risk in MSM communities.

Methods: Data were collected on user behavior between November 2015 and May 2016. Data pertaining to behavior on the app were collected for men who had searched for partners with at least one search parameter narrowed from defaults or used the app to send at least one private chat message and used the app at least once during the study period. Newman assortativity coefficient (R) was calculated from the study data to understand assortativity patterns of men by race. Pearson correlation coefficient was used to assess assortativity patterns by age. Heat maps were used to visualize the relationship between searcher’s and candidate’s characteristics by age band, race, or age band and race.

Results: From November 2015 through May 2016, there were 2,989,737 searches in all seven metropolitan areas among 122,417 searchers. Assortativity by age was important for looking at the profiles of candidates with correlation coefficients ranging from 0.284 (Birmingham) to 0.523 (San Francisco). Men tended to look at the profiles of candidates that matched their race in a highly assortative manner with R ranging from 0.310 (Birmingham) to 0.566 (Los Angeles). For the initiation of chats, race appeared to be slightly assortative for some groups with R ranging from 0.023 (Birmingham) to 0.305 (Los Angeles). Asian searchers were most assortative in initiating chats with Asian candidates in Boston, Los Angeles, New York, and San Francisco. In Birmingham and Tampa, searchers from all races tended to initiate chats with black candidates.

Conclusions: Our results indicate that the age preferences of MSM are relatively consistent across cities, that is, younger MSM are more likely to be chatted with and have their profiles viewed compared with older MSM, but the patterns of racial mixing are more variable. Although some generalizations can be made regarding Web-based behaviors across all cities, city-specific
usage patterns and trends should be analyzed to create targeted and localized interventions that may make the most difference in the lives of MSM in these areas.

*(J Med Internet Res 2019;21(9):e13766)* doi:10.2196/13766
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**Introduction**

**Background**

Sexually transmitted infection (STI) and HIV transmission risk remain high among men who have sex with men (MSM) in the United States. MSM account for 68.2% of all primary and secondary syphilis cases in the United States in 2017 [1]. They account for 38.5% of isolates testing positive for *Neisseria gonorrhoeae* in the United States in 2017, up from 3.9% in 1989 [1]. Specific subpopulations at increased risk of infection include young black MSM and Latino MSM (MSM of color). Compared with their proportions in the US population, MSM of color have significantly higher burden of STIs than white MSM [1]. Rates of reported chlamydia cases were highest among black men (907.3/100,000), Native Hawaiian or Pacific Islander (376.6/100,000), and Asian men (402.6/100,000) in the United States when compared with white men (137.1/100,000) [1]. Gonorrhea rates are highest among black (660.7/100,000) and Asian (238.0/100,000) men in the United States [1].

Young black MSM are at highest risk for HIV and STI transmission in the United States despite reporting similar frequency of HIV risk behaviors as other groups [2,3]. Some believe that the structure of their sexual networks and partnership characteristics may be contributing to this high risk of HIV [4]. Assortative mixing (also known as homophily), which refers to the tendency of individuals to have partners from their own group, where a group can be defined by age, race, height, weight, or other characteristic factors involved in choosing a sexual partner, has been proposed as a potential explanation for disparities [5]. When assortative mixing by race is high, it can amplify STI and HIV prevalence differentials and may explain disparities in incidence among racial groups of MSM in the United States [4]. In a Web-based study of an ethnically diverse group of MSM, black MSM were more than 11 times as likely to have black partners than other racial group. In other studies of MSM in a number of US cities, black men were observed to have more black partners than any other racial group [6-9] and, in some cases, the majority of black men exclusively reported sex with black partners [10]. Nonblack MSM reported lesser preference for black partners in 1 study of MSM in San Francisco [11].

Assortative and disassortative mixing by age have also been found to be important to HIV transmission in particular contexts and are disparate by race [12], with more black MSM reporting sexual partners in a different age group (±5 years) than white men [13]. Black MSM in a number of studies were found to have a large number of partners that were in an older age group [9,10,13]. Evidence shows that having older sexual partners was associated with higher sexual risk behaviors in black MSM [12]. Odds of unprotected sex increased dramatically for young black MSM with partners who were 3 years older (a predictor only present for black MSM in this study) [4]. As black MSM have the highest HIV prevalence in the United States, this may potentially drive HIV transmission to young black MSM [12]. Studies to understand the relationship between sexual network composition and structure and risk for STIs are being conducted in these communities, but there remains a great deal of stigma associated with homosexuality and HIV that makes recruitment for studies difficult [14,15].

Understanding men’s preferences using Web-based apps may lead to better hypotheses and understanding of behaviors and risks associated with STI transmission in the real world. Increasingly, MSM use various forms of technology and the internet to locate sexual partners outside of physical local venues [16]. With the advancement of mobile technologies, geosocial networking (GSN) mobile apps have arisen that utilize global positioning system (GPS) to allow app users to find and chat with partners in their immediate city or community. Users post pictures and descriptions about themselves and are able to search for partners and chat with potential connections [17]. GSN apps allow men to favorite potential partners and identify when they may be in close proximity throughout their day [18]. Men’s use of these networks reflects the fact that they have control over who they interact with and respond to, and there is a relative ease with which they find partners [19]. For MSM of color, who have very few venues for socializing with other MSM because of stigma and taboo within their communities, Web-based platforms and apps play an important role in finding partners and providing a social atmosphere [20]. About one-third of all MSM have reported ever using a GSN app and 85% of those using apps engage with them daily [21,22].

Previous studies to estimate assortativity by age and race have focused on collecting egocentric and self-reported data from MSM through systemically or conveniently selected samples. Although important, these estimates are potentially limited by social desirability and recall biases of respondents [23-26], especially with regard to racial preferences. In addition, research has found that recruiting and retaining MSM of color in research using Web-based platforms has been difficult [26]. Studies that are able to observe behavior, without interfering with it, are ideal as they avoid the potential for bias and social desirability among the MSM being observed. Observing behavior on GSN apps provides a unique and novel perspective to collecting more robust objective data on sexual preferences and behavior.

**Objective**

Our study was designed to objectively identify the age- and race-related search patterns of users of a diverse GSN mobile app in seven major metropolitan areas in the United States to
better understand the disparities in STI and HIV risk in MSM communities.

**Methods**

**Study Population**

Data were collected on user behavior while using a diverse MSM GSN mobile app on an Apple or Android device between November 2015 and May 2016. Data entered by the user upon initiation of an account (including age, race, height, weight, and partner preferences) were collected where available. When signing up for a profile, individuals had the option of self-identifying their race as one of the following categories: Asian, Black, Caucasian, Latino, Middle Eastern, Mixed, Pacific Islander, or Other. We coded individuals into the following racial categories: Asian, black, white (indicated Caucasian), Latino, and other (indicated Middle Eastern, Mixed, Pacific Islander, or Other). Every time a user logged into the app and searched for a partner, information was collected on the parameters of the conducted search, including the following: GPS location of the searcher; the list of potential candidates resulting from the search; whether or not the user looked at the details of a candidate’s profile, favorited a candidate in the search list, or initiated a chat with a candidate in the search list; and the provided details of the candidate (including age, race, height, and weight). The data collected were composed of de-identified user identities for the searcher and the candidates resulting from the search.

Behavior on the app was collected for men who had searched for partners with at least 1 search parameter narrowed from defaults or used the app to send at least 1 private chat message to another individual and used the app at least once during the study period (November 2015 through May 2016). Users were categorized into 7 major metropolitan areas if their GPS coordinates fell within the metropolitan census tracts for the cities of Birmingham (Alabama), Boston (Massachusetts), Los Angeles (California), New York City (New York), San Francisco (California), Tampa (Florida), and Washington DC. We had 2 main behavioral observations of interest: acquiring profile details and initiating a chat. If an individual clicked on a candidate’s name and looked at the profile details of a candidate in their search list, we considered this to be a situation in which details were acquired. If an individual initiated a chat with a candidate on their search list by sending a message to a candidate from the search list, we considered this to be a situation in which a chat was initiated (independent of chat length or duration).

**Human Subjects**

An Institutional Review Board (Harvard TH Chan School of Public Health) and an independent ethics committee (Western Institutional Review Board) approved the study protocol and amendments for this study.

**Assortativity**

For each city, a mixing matrix (\( e \)) was created by age and race, respectively: the \( i \) th to \( j \) th entry of the matrix \( e \) assessed the proportion of all searcher–candidate pairs for which the searcher fell in category \( i \) and the candidate fell in category \( j \). The matrix \( e \) assessed the proportional cross-tabulation of age (or race) for searcher and candidate in each city, so that the sum of the entries in the matrix is 1. These mixing matrices were analyzed to better understand the patterns of activity on the GSN app by age and race.

A total of 2 quantities were calculated from the study data to understand assortativity patterns of men using the GSN app by age and race. Newman assortativity coefficient, \( R \), a parameter used to assess the extent to which a population exhibits assortative, neutral, or disassortative sexual mixing patterns, was calculated from mixing matrices using the following equation:

\[
R = \frac{\text{Tr} \ e - \| e^2 \|}{1 - \| e^2 \|}
\]

where \( R \) is the assortativity coefficient and \( e \) is the mixing matrix whose elements are \( e_{ij} \). \( \text{Tr} \ e \) is the trace of the mixing matrix (the sum of its diagonal elements), and \( \| e^2 \| \) is the sum of the squared values of the elements in the mixing matrix.

An \( R \) value of 1 represents perfect assortativity in which people mix only with others having the same characteristics. An \( R \) value of 0 represents random mixing and an \( R \) value of −1 represents perfect disassortative mixing. We calculated Newman assortativity coefficient for racial categories and age categorized into 5-year increments up to the age of 40 years. As this measure compares mixing within the same group with mixing between groups, it is sensitive to the choice of band size for continuous measures such as age, with smaller age bands yielding lower values of assortativity. We, therefore, also calculated Pearson correlation coefficient to understand assortativity by age taken continuously to avoid this sensitivity and decrease it to outliers. Separate assortativity coefficients were calculated for each city of interest and each classification of the interaction (looking at candidate’s profile details or initiating a chat). When making reference to a specific group, such as men of Asian race/ethnicity, we define assortativeness for that group as a higher proportion of Asian candidates among the candidates of Asian searchers (the diagonal entry on the heat map) than among the candidates of all searchers (the corresponding marginal entry on the heat map).

On the basis of previous study, assortativity coefficients between 0.15 and 0.25 are considered minimally assortative, between 0.26 and 0.34 are considered moderately assortative, and 0.35 or larger are considered assortative [27,28].

Heat maps were used to help visualize the relationship between characteristics of the searcher and the candidate: age band, race, or age band and race. All values for heat maps were normalized by numbers of searchers in a category, thus the total value of a column (searcher) adds up to 100%. Besides (and above) each heat map, a column representing the distribution of candidates (and searchers) in the age, race, and age and race categories is shown. Heat maps were created for each city of interest and each classification of the interaction (looking at candidate’s profile details or initiating a chat).
Results

Descriptive Statistics
From November 2015 through May 2016 there were 2,989,737 searches in all seven major metropolitan areas among 122,417 searchers. The median number of searches per searcher in all cities was 3 to 4, but there were outliers in each city. In New York and Washington DC, for example, some searchers had over 15,000 searches in the study period. All searches resulted in 752,832 unique candidates. The age and race profiles of the searchers and candidates for each metropolitan area are outlined in Table 1. Notably, the majority of searchers in all metropolitan areas were aged between 21 and 29 years, with 5.59% (230/4114, Birmingham) to 9.38% (1014/10,929, San Francisco) of searchers in each city aged >40 years. The age distribution of searchers across metropolitan areas was relatively consistent. The racial composition of the searchers varied by city. The majority of searchers self-identified as black or other, respectively, in Birmingham (77.72%, 3188/4102 and 13.99%, 574/4102) and Washington DC (64.96%. 17,699/27,245 and 20.67%, 5632/27,245) (Table 1). Boston had the largest proportion of white searchers (20.98%, 923/4400) and the second highest proportion of Asian searchers (22.52%, 991/4400) behind San Francisco (36.02%, 3902/10,833). Los Angeles had the highest proportion of searchers self-identifying as Latino (15.25%, 2003/13,132) and a high proportion self-identifying as other (22.96%, 3015/13,132) behind New York (24.98%, 10,490/41,991) and Tampa (23.44%, 1389/5925).
Table 1. Characteristics of men who have sex with men that searched, or were candidates themselves resulting from a search, for partners on a diverse social networking app focusing on such men in seven US metropolitan cities, using the app between November 2015 and May 2016.

<table>
<thead>
<tr>
<th>Category</th>
<th>Birmingham</th>
<th>Boston</th>
<th>Los Angeles</th>
<th>New York</th>
<th>San Francisco</th>
<th>Tampa</th>
<th>Washington DC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instances (n)</td>
<td>N=72,793</td>
<td>N=90,837</td>
<td>N=265,376</td>
<td>N=1,413,803</td>
<td>N=219,768</td>
<td>N=79,597</td>
<td>N=847,563</td>
</tr>
<tr>
<td>Get details</td>
<td>14,363</td>
<td>12,842</td>
<td>40,583</td>
<td>183,085</td>
<td>30,488</td>
<td>18,901</td>
<td>32,931</td>
</tr>
<tr>
<td>Chat</td>
<td>4978</td>
<td>3309</td>
<td>10,756</td>
<td>51,166</td>
<td>6759</td>
<td>6175</td>
<td>40,429</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Searchers</td>
<td>N=4102</td>
<td>N=4400</td>
<td>N=13,132</td>
<td>N=41,991</td>
<td>N=10,833</td>
<td>N=5925</td>
<td>N=27,245</td>
</tr>
<tr>
<td>White</td>
<td>211 (5.14)</td>
<td>923 (20.98)</td>
<td>1147 (8.73)</td>
<td>2978 (7.09)</td>
<td>1573 (14.52)</td>
<td>670 (11.31)</td>
<td>1867 (6.85)</td>
</tr>
<tr>
<td>Black</td>
<td>3188 (77.72)</td>
<td>1088 (24.73)</td>
<td>4534 (34.53)</td>
<td>18,113 (43.14)</td>
<td>2022 (21.87)</td>
<td>3109 (52.47)</td>
<td>17,699 (64.96)</td>
</tr>
<tr>
<td>Latino</td>
<td>35 (0.85)</td>
<td>473 (10.75)</td>
<td>2003 (15.25)</td>
<td>5751 (13.70)</td>
<td>919 (8.48)</td>
<td>533 (9.00)</td>
<td>934 (3.43)</td>
</tr>
<tr>
<td>Asian</td>
<td>94 (2.29)</td>
<td>991 (22.52)</td>
<td>2433 (18.53)</td>
<td>4659 (11.10)</td>
<td>3902 (36.02)</td>
<td>224 (3.78)</td>
<td>1113 (4.09)</td>
</tr>
<tr>
<td>Other</td>
<td>574 (13.99)</td>
<td>925 (21.02)</td>
<td>3015 (22.96)</td>
<td>10,490 (24.98)</td>
<td>2147 (22.31)</td>
<td>1389 (23.44)</td>
<td>5632 (20.67)</td>
</tr>
<tr>
<td>Candidates</td>
<td>N=15,633</td>
<td>N=23,843</td>
<td>N=50,682</td>
<td>N=125,551</td>
<td>N=48,222</td>
<td>N=18,049</td>
<td>N=75,867</td>
</tr>
<tr>
<td>White</td>
<td>555 (3.55)</td>
<td>3986 (16.72)</td>
<td>5974 (11.79)</td>
<td>13,239 (10.54)</td>
<td>7016 (14.55)</td>
<td>2069 (11.46)</td>
<td>6518 (8.59)</td>
</tr>
<tr>
<td>Black</td>
<td>11,522 (73.70)</td>
<td>4517 (23.44)</td>
<td>13,641 (26.91)</td>
<td>46,512 (37.05)</td>
<td>7612 (15.79)</td>
<td>9455 (52.39)</td>
<td>41,175 (54.27)</td>
</tr>
<tr>
<td>Latino</td>
<td>294 (1.88)</td>
<td>2048 (8.59)</td>
<td>6036 (11.91)</td>
<td>11,379 (9.06)</td>
<td>3467 (7.19)</td>
<td>1680 (9.31)</td>
<td>3671 (4.84)</td>
</tr>
<tr>
<td>Asian</td>
<td>226 (1.45)</td>
<td>9648 (40.46)</td>
<td>15,275 (30.14)</td>
<td>29,621 (23.59)</td>
<td>2233 (46.31)</td>
<td>673 (3.73)</td>
<td>9168 (12.08)</td>
</tr>
<tr>
<td>Other</td>
<td>3036 (19.42)</td>
<td>3644 (15.28)</td>
<td>9756 (19.25)</td>
<td>24,800 (19.75)</td>
<td>7794 (16.16)</td>
<td>4172 (23.11)</td>
<td>15,335 (20.21)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Searchers</td>
<td>N=4114</td>
<td>N=4408</td>
<td>N=13,132</td>
<td>N=42,305</td>
<td>N=10,929</td>
<td>N=5937</td>
<td>N=27,546</td>
</tr>
<tr>
<td>18-20</td>
<td>646 (15.70)</td>
<td>553 (12.55)</td>
<td>1119 (8.49)</td>
<td>4371 (10.33)</td>
<td>1235 (11.30)</td>
<td>815 (13.73)</td>
<td>2641 (9.59)</td>
</tr>
<tr>
<td>21-24</td>
<td>1152 (28.00)</td>
<td>1205 (27.34)</td>
<td>3344 (25.37)</td>
<td>10,375 (24.52)</td>
<td>2627 (24.04)</td>
<td>1586 (26.71)</td>
<td>6017 (21.84)</td>
</tr>
<tr>
<td>25-29</td>
<td>1215 (29.53)</td>
<td>1364 (30.94)</td>
<td>4686 (35.55)</td>
<td>14,700 (34.75)</td>
<td>3291 (30.11)</td>
<td>1906 (32.10)</td>
<td>9219 (33.47)</td>
</tr>
<tr>
<td>30-34</td>
<td>597 (14.51)</td>
<td>607 (13.77)</td>
<td>2077 (15.76)</td>
<td>6617 (15.64)</td>
<td>1812 (16.58)</td>
<td>760 (12.80)</td>
<td>4725 (17.15)</td>
</tr>
<tr>
<td>35-39</td>
<td>274 (6.66)</td>
<td>315 (7.15)</td>
<td>977 (7.41)</td>
<td>3359 (7.94)</td>
<td>950 (8.69)</td>
<td>402 (6.77)</td>
<td>2469 (8.96)</td>
</tr>
<tr>
<td>40 and older</td>
<td>230 (5.59)</td>
<td>364 (8.26)</td>
<td>980 (7.43)</td>
<td>2883 (6.81)</td>
<td>1014 (9.38)</td>
<td>468 (7.88)</td>
<td>2475 (8.98)</td>
</tr>
<tr>
<td>Candidates</td>
<td>N=15,814</td>
<td>N=24,114</td>
<td>N=51,124</td>
<td>N=126,942</td>
<td>N=48,770</td>
<td>N=18,151</td>
<td>N=76,908</td>
</tr>
<tr>
<td>18-20</td>
<td>2094 (13.24)</td>
<td>2861 (11.86)</td>
<td>4574 (8.95)</td>
<td>12197 (9.61)</td>
<td>4278 (8.77)</td>
<td>2264 (12.47)</td>
<td>7467 (9.71)</td>
</tr>
<tr>
<td>21-24</td>
<td>4704 (29.75)</td>
<td>6783 (28.13)</td>
<td>12,593 (24.63)</td>
<td>30,259 (23.84)</td>
<td>11,421 (23.42)</td>
<td>4940 (27.22)</td>
<td>17,987 (23.39)</td>
</tr>
<tr>
<td>25-29</td>
<td>5134 (32.46)</td>
<td>7959 (33.01)</td>
<td>17,749 (34.72)</td>
<td>43,800 (34.50)</td>
<td>16,202 (33.22)</td>
<td>6047 (33.31)</td>
<td>26,530 (34.50)</td>
</tr>
<tr>
<td>30-34</td>
<td>2173 (13.74)</td>
<td>3421 (14.19)</td>
<td>8223 (16.08)</td>
<td>20,725 (16.33)</td>
<td>8483 (17.39)</td>
<td>2463 (13.57)</td>
<td>12,644 (16.44)</td>
</tr>
<tr>
<td>35-39</td>
<td>915 (5.79)</td>
<td>1658 (6.88)</td>
<td>4247 (8.31)</td>
<td>10,548 (8.31)</td>
<td>4441 (9.11)</td>
<td>1223 (6.38)</td>
<td>6416 (8.34)</td>
</tr>
<tr>
<td>40 and older</td>
<td>794 (5.02)</td>
<td>1432 (5.38)</td>
<td>3738 (7.31)</td>
<td>9413 (7.42)</td>
<td>3945 (8.09)</td>
<td>1214 (6.69)</td>
<td>5864 (7.62)</td>
</tr>
</tbody>
</table>

Statistics for Age
Assortativity by age, as measured by Pearson correlation coefficient, ranged from 0.117 (Tampa) to 0.210 (Los Angeles) across all search activities.

Details
Assortativity by age was important for looking at the profile details of candidates, with correlation coefficients ranging from 0.284 (Birmingham) to 0.523 (San Francisco) (Figure 1). Across all cities, searchers looked at the profiles of candidates that were from their own age category (suggesting assortative preference) and men aged between 21 and 29 years in all areas (seen by the horizontal striping across the heat maps for these 2 age groups) (Figures 2 and 3). Mean absolute age differences between the searcher and the candidate ranged from 4.33 (Boston, SD 7.2) to 5.65 (Tampa, SD 8.1) when details were examined (results not shown).
Figure 1. Assortativity results for race (top) and age (bottom) for each of the seven metropolitan areas.
Figure 2. Assortativity by age (years) for details that are acquired by searchers on candidates in Birmingham, Los Angeles, Boston, and New York. Heat maps show the relationship between searcher’s age band and the candidate’s age band. All values are normalized by numbers of searchers in each age category (the total value of a column adds up to 100%). Besides each heat map, a column representing the distribution of candidates in the age band and above each heat map, a row representing the distribution of searchers is shown.
Figure 3. Assortativity by age (years) for details that are acquired by searchers on candidates in San Francisco, Washington DC, and Tampa. Heat maps show the relationship between searcher’s age band and the candidate’s age band. All values are normalized by numbers of searchers in each age category (the total value of a column adds up to 100%). Besides each heat map, a column representing the distribution of candidates in the age band and above each heat map, a row representing the distribution of searchers is shown.

Chats

When initiating chats with candidates, searchers were not highly selective by age, with correlation coefficients ranging from 0.085 (Boston) to 0.148 (Washington DC) (Figure 1). Younger men were more often chosen for chats in all cities, with 25 to 29-year-olds being more often chosen on chats than older men. Searchers from all age categories initiated chats with young men (aged 21-29 years), as can be seen by the horizontal stripes in the chat initiated heat maps (Figures 4 and 5). There was some age assortativity for men aged 25 to 29 years initiating chats with other men aged 25 to 29 years, as can be seen by the darker shaded box on the diagonal for these age groups in most cities, compared with the box for this age at the right margin, which gives the frequency with which this age group was chatted with by searchers of all ages. Chats were initiated with men from younger age categories most commonly in Boston (36.78%, 1217/3309) and least commonly in New York (34.72%, 17,763/51,166; results not shown). Chats were initiated with men from older age categories most commonly in San Francisco (34.39%, 2325/6759) and least commonly in Los Angeles (31.47%, 3385/10,756; results not shown). Mean absolute age differences between searcher and candidates ranged from 6.49 (New York, SD 7.9) and 7.09 (San Francisco, SD 8.1) when chats were initiated (results not shown).
Figure 4. Assortativity by age (years) for chats initiated by searchers with candidates in Birmingham, Los Angeles, Boston, and New York. Heat maps show the relationship between searcher’s age band and the candidate’s age band. All values are normalized by numbers of searchers in each age category (the total value of a column adds up to 100%). Besides each heat map, a column representing the distribution of candidates in the age band and above each heat map, a row representing the distribution of searchers is shown.
Figure 5. Assortativity by age (years) for chats initiated by searchers with candidates in San Francisco, Washington DC, and Tampa. Heat maps show the relationship between searcher’s age band and the candidate’s age band. All values are normalized by numbers of searchers in each age category (the total value of a column adds up to 100%). Besides each heat map, a column representing the distribution of candidates in the age band and above each heat map, a row representing the distribution of searchers is shown.

Newman Assortativity for Race

Across all searches in all of the metropolitan areas examined, there was evidence for moderate assortativity by race with Newman assortativity coefficient $R > 0$ for all cities. Across all search activities, $R$ was highest in Los Angeles (0.33) and Boston (0.335) and lowest in Birmingham (0.088) and Tampa (0.149) (Figure 1).

Details

Men tended to look at the details of candidates that matched their race in a highly assortative manner with Newman $R$ coefficients ranging from 0.310 (Birmingham) to 0.566 (Los Angeles) (Figure 1). In Birmingham and Tampa, all searchers (regardless of race) viewed black candidates’ profiles, potentially a byproduct of the proportion of candidates who were black in these cities (Figures 6 and 7). The majority of candidates in Birmingham, New York, Tampa, and Washington DC were black, whereas the majority of searchers in San Francisco were Asian (Figure 4). Black searchers looked at details for black candidates most commonly in Washington DC (83.20%, 110,307/132,581) and Birmingham (85.60%, 12,295/14,363) and least commonly in Boston (66.70%, 8566/12,842; results not shown).
**Figure 6.** Assortativity by race for details that are acquired by searchers on candidates in Birmingham, Los Angeles, Boston, and New York. Heat maps show the relationship between searcher’s race group and the candidate’s race group. All values are normalized by numbers of searchers in each race category (the total value of a column adds up to 100%). Besides each heat map, a column representing the distribution of candidates in the race group and above each heat map, a row representing the distribution of searchers is shown.
Figure 7. Assortativity by race for details that are acquired by searchers on candidates in San Francisco, Washington DC, and Tampa. Heat maps show the relationship between searcher’s race group and the candidate’s race group. All values are normalized by numbers of searchers in each race category (the total value of a column adds up to 100%). Besides each heat map, a column representing the distribution of candidates in the race group and above each heat map, a row representing the distribution of searchers is shown.

Chats

For the initiation of chats, race appeared to be assortative for some groups with R ranging from 0.023 (Birmingham) to 0.305 (Los Angeles) (Figure 1). Asian searchers were most assortative in initiating chats with Asian candidates in Boston, Los Angeles, New York, and San Francisco (Figures 8 and 9). In Birmingham and Tampa, searchers from all races tended to initiate chats with black candidates, as evidenced by the dark horizontal line in the heat maps for black candidate race. This reduced overall assortativity for chats in these cities. All cities showed strong assortativity among black searchers and candidates, with black searchers chatting with black candidates most commonly in Birmingham (82.50%, 4107/4978) and least commonly in Boston (54.82%, 1814/3309). Searchers with an “other” self-classified race tended to chat with black candidates in Los Angeles, New York, and Washington DC white searchers initiated chats with Asian candidates in Boston and San Francisco but not in other cities. There was slight evidence that Latino searchers were assortative in initiating chats with other Latinos in Boston, Los Angeles, and New York.
Figure 8. Assortativity by race for chats that are initiated by searchers on candidates in Birmingham, Los Angeles, Boston, and New York. Heat maps show the relationship between searcher’s race group and the candidate’s race group. All values are normalized by numbers of searchers in each race category (the total value of a column adds up to 100%). Besides each heat map, a column representing the distribution of candidates in the race group and above each heat map, a row representing the distribution of searchers is shown.
Figure 9. Assortativity by race for chats that are initiated by searchers on candidates in San Francisco, Washington DC, and Tampa. Heat maps show the relationship between searcher’s race group and the candidate’s race group. All values are normalized by numbers of searchers in each race category (the total value of a column adds up to 100%). Besides each heat map, a column representing the distribution of candidates in the race group and above each heat map, a row representing the distribution of searchers is shown.

Race and Age

When examining heat plots of both age and race together, we see that across searchers of various age/race combinations, 25 to 29-year-old black men are the most highly chatted with candidates, with similar trends for black men aged 20 to 24 and 30 to 34 years (Figures 10 and 11). In New York, black and Asian searchers are highly assortative by age when initiating chats but also more likely to chat with 25 to 29-year-old black and Asian candidates, respectively (Figure 11). Washington DC was the only city to show evidence of older black candidates (aged >35 years) being actively chatted with across all age and race groups of the searchers.
Figure 10. Assortativity by age (years) and race for chats initiated in Washington DC. Heat maps show the relationship between searcher’s age and race group and the candidate’s age and race group. All values are normalized by numbers of searchers in each age and race category (the total value of a column adds up to 100).
Discussion

Principal Findings

Our results indicate that the age preferences of MSM are relatively consistent across cities, that is, younger MSM profiles are more likely to be viewed and chatted with compared with older MSM, but the patterns of racial mixing are more variable. Specifically, we see that men tend to look at profiles and access details for other men on the platform from similar age, race, and age/race subgroups, but men initiate chats with men aged between 20 and 29 years most often, independent of searcher age. Assortativity patterns with regard to age were similar to other studies done with MSM across the country. A study by Tieu et al [10] in 6 US cities found that assortativity for age was estimated to be 0.20, within the range of age assortativity coefficients calculated in our study. We also see that Asian and black men tend to initiate chats with other Asian and black men in most cities. Cities such as Birmingham and Tampa may have different racial mixing patterns, with young black candidates being chatted with more often than other subgroups of the population (independent of searcher race).

Although we cannot, with certainty, generalize the interaction patterns of men in Web-based settings to real-world settings, Web-based partnership selection behavior may inform our understanding of real-world patterns in STI spread. Our observation of behavior on a GSN app, without relying on the self-reporting of behavior, is a major strength of our analysis. Similar to previous studies, our results confirm that black men are the most assortative by race with regard to viewing profiles and chatting with candidates. Specifically, our results lend evidence to patterns that suggest that black MSM are highly assortative in their preferences, consistent with propagation of HIV and other STIs on their sexual networks [7,9,29]. Previous studies found that black MSM often had exclusively black partners, had a majority of black partners, or were more likely to select a black partner [4,10]. We found that black searchers were highly assortative in both viewing profiles and chatting across all cities, supporting previous evidence to suggest that black MSM might have less diverse networks than other racial peers [4]. We also found evidence for high assortativity among Asian MSM in Boston, Los Angeles, New York, and San Francisco, suggesting that this may be a group needing targeted intervention. In cities like Tampa and Birmingham, where the overall proportion of black individuals is high, black candidates are being chatted with by all racial groups in these areas.

Viewing someone’s profile is considered a latent interaction and has been found to be extremely common among users of Web-based social networks and is often not reciprocated [30].
Little to no research has been conducted to understand latent interactions on GSN apps targeted at MSM, often because of a lack of available data. A searcher may be more inclined to look at profile details or have a latent interaction with someone in whom they are interested but who may not be perceived as a socially acceptable partner (thus not initiating a chat) [31]. Although this pressure would be expected to matter less in a Web-based setting, because of a lack of observers, these pressures may still exist and should be investigated. It would be presumed that searchers who initiated a chat with a candidate had a reason to do so (ie, desire for interaction, whether on the Web or in person). The fact that more age-disparate chats were initiated suggests a longing for younger partners and friends. Evidence suggests that many of the decisions made in Web-based settings are made purely on the basis of the photograph available on the profile [32]. Although the photograph may indicate phenotypic clues to a candidate’s race and age, we were not able to analyze the content of the photos in relation to the race and age declared of the profile.

Limitations and Strengths
Caution should be used when employing and interpreting assortativity coefficients as they may mask subgroup behaviors that are important to sexual behavior and STI spread. Specifically, assortativity coefficients are less useful in areas where 1 or 2 groups make up the majority of the population (as in Tampa and Birmingham, in our examples). Therefore, comparing assortativity coefficients across metropolitan areas may only be useful together with information on the distribution of race or age in these areas. In addition, we are only reporting on the behavior of users on a single mobile app. Different mobile apps aimed at connecting MSM have different cultures and composition of users. The observations made from this mobile app may not be generalizable to other groups and apps. An added limitation is that we were not able to examine the behavior of men who did not specify a race or an age in their user profile. These men may have had a reason not to display an age or name (perhaps because they phenotypically belonged to a particular race or age group). The mixing observed is, therefore, limited to those individuals who specified their age or racial group. Finally, assortativity and age preferences are reported here at the population level, potentially obscuring interindividual variability. For example, an individual with 3 to 4 searches (the median) may have different assortativity patterns than an individual with 15,000 searches. These differences in patterns were not explored in this analysis and will be explored in future analyses.

Despite these limitations, this analysis has a number of strengths that provide a unique contribution to the field. Specifically, the results of our analysis include a number of different geographic regions within the United States. Our data also include a large number of MSM of color, and specifically black men, which allows for an objective examination of their behavior on the app. The data we are using are not egocentric or sociometric network data but rather observations on Web-based behavior. Our analysis is, therefore, not likely to be affected by social desirability bias, distortion, self-reporting biases, or recall bias similar to many other analyses examining assortative partnering behaviors among MSM.

Conclusions
One-size-fits-all interventions aiming to target MSM of color may not work in all contexts or among all minority subgroups. Specific geographic and community-level interventions need to be tailored to complement the needs of each individual population. Although some generalizations can be made regarding Web-based behaviors across all cities, city-specific usage patterns and trends should be analyzed to create targeted and localized interventions that may make the most difference in the lives of MSM in these areas.
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Abstract

Background: The New Public Management movement strove for transparency so that policy makers and citizens could gain insight into the work and performance of health care. As the use of the electronic health record (EHR) started to diffuse, a foundation was laid for enhanced transparency within and between health care organizations. Now we appear to be experiencing a new kind of transparency in the health care sector. Many health care providers offer their patients online access to their EHRs (here referred to as Open Notes). The Open Notes system enables and strives for transparency between the health care organization and the patient. Hence, this study investigates health care professional (HCP) perceptions of Open Notes and deepens the understanding of the transparency that Open Notes implies.

Objective: Based on two survey studies of HCP perceptions of Open Notes, this paper aims to deepen the academic writing on the type of transparency that is connected to Open Notes.

Methods: HCPs in adult psychiatry in Region Skåne, Sweden, were surveyed before and after implementation of Open Notes. The empirical material presented consists of 1554 free-text answers from two Web surveys. A qualitative content analysis was performed.

Results: The theoretically informed analysis pivots around the following factors connected to transparency: effectiveness; trust; accountability; autonomy and control; confidentiality, privacy, and anonymity; fairness; and legitimacy. The results show that free-text answers can be sorted under these factors as trade-offs with transparency. According to HCPs, trade-offs affect their work, their relationship with patients, and not least, their work tool, the EHR. However, since many HCPs also state that they have not met many patients, and in some cases none, who have read their EHRs, these effects seem to be more connected to the possibility (or threat) of transparency than to the actual effectuated transparency.

Conclusions: The implementation (or reform) of Open Notes is policy driven while demanding real-time transparency on behalf of citizens/patients and not the authorities, which makes this particular form of transparency quite unique and interesting. We have chosen to call it governed individual real-time transparency. The effects of Open Notes may vary between different medical specialties relative to their sensitivity to both total and real-time transparency. When HCPs react by changing their ways of writing notes, Open Notes can affect the efficiency of the work of HCPs and the service itself in a negative manner. HCP reactions are aimed primarily at protecting patients and their relatives as well as their own relationship with the patients and secondly at protecting themselves. Thus, governed individual real-time transparency that provides full transparency of an actual practice in health care may have the intended positive effects but can also result in negative trade-offs between transparency and efficiency of the actual practice. This may imply that full transparency is not always most desirable but that other options can be considered on a scale between none and full transparency.

(J Med Internet Res 2019;21(9):e14347) doi:10.2196/14347
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Introduction

Background

One trend in the New Public Management (NPM) movement was an increased demand for transparency [1,2]. The first wave of transparency was connected to performance evaluations and the use of visualizing technologies as a means of regulation, monitoring, and accountability [3-5]. In other words, the transparency implied that policy makers and citizens would gain insight into the work and performance of health care. Stressing the positive effects of transparency, voices were heard advocating for extending its areas of application [6]. As use of the electronic health record (EHR) started to diffuse in Sweden about twenty years ago [7] and about ten years ago internationally [8], a foundation was laid for enhanced transparency within and between health care organizations as well as in relation to their environment [9]. Currently, we appear to be on the next step of this development, as many health care organizations provide patients with online access to their EHRs (here referred to as Open Notes). In other words, transparency increases between the health care organization and the patient. This also implies that a number of different types of transparency are at play simultaneously in the health care systems regarding both what is made visible and to whom.

In the literature, transparency related to visualizing technologies [10,11] and, to a certain degree, the EHR [12,13] has been investigated empirically and discussed in theoretical terms. When it comes to Open Notes, however, most of the research is still at an early stage and either descriptive [14-17] or normative [18,19], with few exceptions [20,21]. Professionals and researchers in the field have interpreted Open Notes as a means of enhancing the transparency of health care professionals’ (HCPs) work and their work tool [13,22-26]. Research on transparency rising from Open Notes reform has been published [27-34], but few attempts have been made to theorize the transparency based on empirical material. Previous research in the area has found that perceptions of Open Notes differ between HCPs and patients, HCPs are more skeptical than patients, and the benefits for patients depend on their condition and ability to take advantage of the technology [35].

Based on two survey studies of HCP perceptions of Open Notes, the aim of this article is to deepen the academic writing on the type of transparency connected to Open Notes. First, because of the gap in the literature indicated above. Second, because the transparency that the Open Notes system permits distinguishes itself from the earlier systems connected to accountability or organizational internal transculence. While Open Notes is advocated to be a part of patient empowerment, meant to engage patients in their health care, the ones that become transparent—the HCPs—are not supposed to be affected. This is different from other types of transparency. In addition, Open Notes has a restricted transparency. In the Open Notes system, the only ones who can view the notes are the patients. These features make the transparency of Open Notes unique and important to study in its own right. The third reason is because the early research has indicated that the noneffect of Open Notes on EHRs as a work tool does not agree with the experience of the HCPs [15]. This gives practical relevance for studying the phenomenon.

We chose to examine perceptions of HCPs when the Open Notes service was implemented in psychiatric care in Sweden. This is because, unlike other parts of health care, psychiatric care has a large degree of vulnerable patients. It is thus likely that some concerns are more salient in the psychiatric context than in other parts of health care where they occur less often because the patients there are considered sufficiently capable of benefitting from the Open Notes service. Previous research has shown that professionals aggregate their concerns before Open Notes is implemented [35]. Thus, we sent out two surveys: one preimplementation and one post. This afforded us the opportunity to compare HCP perceptions before and after implementation and thereby separate belief from experience.

In this paper, we analyze the answers to open-ended questions in the two surveys in order to capture the perceptions and deepen the understanding of the transparency that Open Notes implies.

Transparency in Health Care

Previously, transparency in health care has primarily been mentioned in connection with the NPM wave, where one of the main aims was to shift from what Ouchi [36] calls clan control together with bureaucracies to market control. This in turn led to a demand for visible or transparent processes in health care and quality assurances in communication between the producer and the market. However, production processes in health care have, by tradition, mainly been black boxed and controlled and peer reviewed by the medical professions [37,38]. Thus, the shift to NPM led to reactions and resistance from the professionals [39] because they interpreted the government’s aim for enhanced transparency as being in conflict with their autonomy. According to Levay and Waks [11], efforts to enhance the transparency of professional practice will not only make the practice more visible but will also make it more accessible for external audit and control, which may explain the professionals’ negative reaction to NPM.

The most common academic use of the term or concept transparency in organizational theory comes from the body of literature that views it in terms of its relation to or consequence of governance [40], as in the NPM case. However, the transparency connected to Open Notes does not totally fit into the governance discourse because it does not result in generally open or accessible information for all citizens or for government agencies. In addition, the request for transparency is not aimed at the health care organizations, as such, but at the use of a technology (the Open Notes system) that allows patients to read their health records. The citizen/patient, in turn, can only access his or her own medical information. This can be seen as a transparency on one-to-one basis, that is, between the HCP who
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writes the note and the patient who reads it. Still, the reform is a consequence of electronic health (eHealth) policies in Sweden where access to more information is expected to empower patients/citizens and increase their participation when it comes to their own health. In this respect, the enhanced transparency can be regarded as a result of governing to some degree. According to Blomgren and Sundén [41], the concept of transparency in this way is often associated with the ideals of democracy, accountability, fairness, informed citizenship, or patient rights.

Transparency has several different definitions and meanings [42]. We have chosen to use Florini’s [43], which states that transparency “refers to the degree to which information is available to outsiders that enables them to have informed voice in decisions and/or to assess the decisions made by insiders.” The definition fits the Open Notes system, the aim of which is to make information available to patients that will enable them to have an informed voice and assess the decisions made by the insiders (the HCPs). Hansen and Flyverbom [44] point out that in the digital age, humans and technologies (materials) together produce transparency through mediating technologies, which also can be recognized in our Open Notes case. Flyverbom et al [45], in turn, state that mediating technologies and the transparency they enable can allow observational control. The authors further propose “that the relationship between power and transparency is best understood in terms of both ‘observational control’ and ‘regularizing control.’” The production of transparency through mediated technologies stands in contrast to the traditional secrecy that Ball [42] states has existed around health records. Thus, the secrecy is not primarily aimed to protect the professionals who write the notes but to protect the patient about whom the notes are written. The Open Notes system has the same aim, in one sense, as the notes are kept secret from all but the patients about whom they are written. At the same time, HCP notes become more transparent than before. This means that secrecy is intact regarding patients but not professionals.

To understand the relationships between different actors involved in the production and use of the Open Notes transparency and the type of transparency it leads to, we were inspired by Heald [46]. Heald constructs an anatomy of transparency considering (1) its direction (upward, downward, inward, and outward), (2) the variety of transparency formulated in three dichotomies (event/process, retrospect/real time, and nominal/effective), and (3) the habitat of transparency.

Heald [46] points out that process transparency may cause efficiency losses both directly (providing the information) and indirectly (more expensive working practices are adopted) and that, in real-time transparency, the “accounting window is always open and surveillance is continuous.” This in turn makes it difficult for the organization (and its members) to focus entirely on its productive activities [46]. Yet another consequence of enhanced transparency is when professionals become more self-monitoring in their everyday work, which in turn can affect them in their core identity [11]. According to Heald [47], there may also be tradeoffs with transparency including “effectiveness; trust; accountability; autonomy and control; confidentiality, privacy, and anonymity; fairness; and legitimacy.” Heald also states that full transparency may not be equal to the most beneficial transparency.

### Methods

#### Setting

HCPs in adult psychiatry in Region Skåne were surveyed before and after the implementation of the eHealth service. Adult psychiatry is a part of the Division of Psychiatric Care in Region Skåne in southern Sweden. In 2017, there were more than 575,000 appointments, of which almost one-fifth were with a doctor in the Division, with more than 56,000 unique patients. Patients in adult psychiatry were offered online access to their Open Notes in October 2015, and patients in forensic psychiatry and parents of patients in child and youth psychiatry in Region Skåne were offered the service in February 2019.

#### Empirical Materials

The empirical material in this study consists of free-text responses from two Web surveys. The demographics of the respondents, quantitative findings from these surveys, and results from two of the general open-ended questions in the postimplementation survey on how the service influenced patient groups with different diagnoses have been published elsewhere with detailed information about the technical prerequisites of the service, the settings, and the administration of the surveys [14,15]. Thus, the results of these two open-ended questions are not included here. Table 1 presents a summary of information about the two Web surveys.

<table>
<thead>
<tr>
<th>Aspects</th>
<th>Preimplementation (baseline) survey</th>
<th>Postimplementation survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of questions</td>
<td>34 fixed-choice questions and 3 open-ended questions</td>
<td>44 fixed-choice questions and 20 open-ended questions</td>
</tr>
<tr>
<td>Timeframe in which to answer</td>
<td>September 18 to October 2, 2015</td>
<td>March 16 to April 22, 2017</td>
</tr>
<tr>
<td>Population</td>
<td>3017 health care professionals</td>
<td>2521 health care professionals</td>
</tr>
<tr>
<td>Professional groups included in</td>
<td>assistant nurses, doctors, medical secretaries, nurses, occupational therapists, physical therapists, psychologists, and social workers</td>
<td>assistant nurses, doctors, medical secretaries, nurses, occupational therapists, physical therapists, psychologists, social workers, and unit managers</td>
</tr>
<tr>
<td>response rate</td>
<td>28.86% (871/3017)</td>
<td>27.73% (699/2521)</td>
</tr>
<tr>
<td>Number of free-text answers</td>
<td>388 free-text answers</td>
<td>1166 free-text answers</td>
</tr>
</tbody>
</table>

Table 1. Overview of the preimplementation and postimplementation Web surveys.
The postimplementation survey was based on the baseline survey to permit comparisons between the expectations before implementation and after. Furthermore, both the baseline and postimplementation surveys were based on the surveys developed by the Open Notes Project in the United States [17,48-50]. In both cases, the original surveys were translated and adjusted to fit the Swedish context.

There can be different kinds of open-ended questions in surveys. The most common is the general question where respondents are asked to elaborate on the overall topic of the survey. Another is an expansion question that follows a fixed-choice question [51]. There were 3 open-ended questions in the baseline survey. They were all general in nature and did not relate to any specific fixed-choice question. In the postimplementation survey, there were 20 open-ended questions (the results of 18 of which are included here); 12 were expansions of specific fixed-choice questions in which the respondents were asked to elaborate on the answer given. The remaining 6 open-ended questions were general and did not relate to any specific fixed-choice questions. Both Web surveys were designed so that the respondents could choose not to answer all the questions.

Web surveys make it easy to offer respondents an opportunity to tell the researchers what is on their minds with respect to the survey subject; however, it is still uncommon that free-text answers are systematically coded and analyzed [52]. Free-text answers from open-ended questions in surveys can be described as elicited documents in which the research participants produce the data by answering [53]. One advantage of using this method to gather data for qualitative analysis that Charmaz [53] identifies is that the respondents are able to report things that they, for different reasons, would not have told an interviewer in person. Thus, these elicited texts can reveal sensitive information, and a person can choose to write as much or as little about the subject as they wish. This method for gathering data is appropriate when the participants have a stake in the topic addressed, when they have experience in the area, and when they have the writing skills to express themselves and their views on the topic [53].

Analysis
The empirical material was analyzed by means of qualitative content analysis. The material was coded by hand in several stages by all three authors. The units of analysis in this study were free-text answers from the baseline and postimplementation surveys. The units of analysis in a qualitative content analysis are identifiable with a low degree of interpretation [54]. When starting the analysis, authors focused on the manifest content of the free-text answers. Manifest content analysis is appropriate when researcher interest is directed at the visible and obvious meaning of the text [54]. Each free-text answer was a meaning unit and there was no need for condensation; the meaning units were statements from the survey respondents with concentrated content in every sentence. Thus, the three authors began to code and then sort out the coded manifest content into categories. A category is on a descriptive level and answers the question “What?” [54]. The research process in this study can be described as abductive, with an initial inductive approach during the coding and categorization of the empirical material from the baseline survey. In the next step, these inductively created categories were used in the analysis of the empirical material from the postimplementation survey. Then a deductive approach was applied during the creation of the final categories that are presented in the results section. An abductive approach is used in a qualitative content analysis when the analysis moves between inductive and deductive approaches during different stages of the research process [55]. The quotes of the respondents used in this paper were translated from Swedish to English by a native English speaking, professional proofreader. They have been slightly edited to improve readability.

Results
Overview
The results are structured according to the seven factors described by Heald [47] that can result in trade-offs and synergies with transparency: effectiveness; trust; accountability; autonomy and control; confidentiality, privacy, and anonymity; fairness; and legitimacy. According to Heald, the trade-offs between transparency and these factors are generally positive while there are some conditions where the trade-offs may become negative. The anticipated effects are briefly described here in connection with each factor. To illustrate the difference between how the professionals anticipated the effects of the Open Notes service before implementation (baseline survey) and how they described their experience one and a half years after (postimplementation survey), we present quotes from the professionals, sorted under before implementation and after implementation. A summarizing analysis is presented at the end of each factor section.

Effectiveness
The relationship between transparency and effectiveness is mostly seen as positive since public scrutiny is presumed to raise performance. However, transparency that reveals the operational process in an organization may “affect behavior in an unanticipated way,” according to Heald [47]. As shown in the theoretic section of the paper, Open Notes concerns the operational process of the HCPs.

Before Implementation
HCPs mainly expressed concerns about how they thought Open Notes would negatively affect the efficiency of their work. They felt that more time would be spent on documentation because they anticipated they would have to change their way of expressing themselves and be less candid in their writing.

More valuable work time is likely to be spent on record keeping because I will have to be more careful in how I formulate what I write.

HCPs anticipated that Open Notes would affect the appointment and that the treatment would pivot on the notes in the EHR instead of the patient’s health condition and treatment.

I see great danger in that the pact with the patient will be broken rather than strengthened, and that much of the work after that will be focused on the notes rather than on the rehabilitation/recovery from the psychiatric diagnosis.
HCPs felt that when patients were able to read their EHRs online, the contents would change and the health record would not be as efficient a work tool as before for the HCPs themselves.

I’m worried that we won’t be able to use the health record as the tool it is meant to be.

But there were also comments about the positive effects that could enhance the efficiency.

We will gladly go through the notes with the patient. It is valuable for both the patient and coworkers. You can explain and come to a consensus.

After Implementation

One of the most common comments in the postimplementation survey was that the HCPs had not met any (or very few) patients who had read their notes. This was interpreted as lack of efficiency of the service itself and for the patients. This differed from the baseline survey where this had not occurred as an anticipated effect of the Open Notes service.

Very few patients make use of their notes = very little effect on the patients.

Never met a patient who said they read their notes.

I’ve only heard from a couple of patients that they have read them.

In contrast, several comments confirmed experiences supporting loss-of-efficiency concerns found in the baseline survey. HCPs put more effort and time into writing notes in the EHR.

I weigh my words. How does one describe the manic patient? And the basis of a certificate of illness? Or the young patient with a suspected onset of a psychosis disease?

Adds more time to composing each dictation and for all patients.

Try to use expressions that are easier to understand which can take a little more time?

HCPs described how appointments were affected. There was a difference in expression from the baseline study where this had not occurred as an anticipated effect of the Open Notes service.

I encourage the patient to read often to make sure that I have understood things right.

Effectiveness Analysis

There were three main concerns that the HCPs expressed both before and after the implementation. First, the loss of effectiveness when entering notes into the EHR because they became less candid in the way they wrote. Second, that the appointment was less efficient because it evolved to a larger degree around the notes in the EHR. Third, that the health records became a less efficient work tool for themselves and in communication with other professionals because they were watered down and thus less informative. This makes it clear that the transparency in Open Notes reveals the operational process of the professionals (in Heald’s vocabulary [46]), affects the behavior of HCPs and patients, and impacts the effectiveness of the professionals’ work and the EHR as a work tool. The difference between the baseline and postimplementation surveys is that in the latter, HCPs also described the perceived effects on the patients from reading the EHRs. That, in turn, could affect the care process and make it less effective.

Trust

Transparency was viewed as being positive in building trust in monetary issues, among others. One of Heald’s examples of a transparency trade-off is that transparency can undermine professional credibility by exposing professional errors (or perceptions thereof) in health care [47].

Before Implementation

A main concern of the HCPs was how misunderstandings or dissatisfaction with the content of the EHR would affect the patients’ trust and relationship to caregivers in general and the HCP in particular.

I am most afraid that a misunderstanding or an unpleasant feeling when reading can, in the blink of
an eye, destroy a relationship between the patient and myself that we have built up over several years with some difficult patients. That would be a shame!

HCPs also suspected this might lead to patients not seeking care even though they need it.

A great risk that some patients will become distrustful of health care and not seek care again when they really need it.

But there were also comments that the service can assist in building mutual trust with the patient.

Psychiatry needs transparency and needs to learn that the patient should be part of the care plan and has the right to information, just as with all other care. This can contribute to the improvement of methods for the staff, and a greater understanding of the patients’ need for transparency and the possibility to influence the care and better cooperation between the staff and patient.

After Implementation

Comments in the postimplementation survey more or less confirmed the concerns that the HCPs had in the baseline survey: patients could react negatively to the content of the EHR notes and this could lead to mistrust toward the caregiver. However, there were more comments about patients’ inability to understand the notes.

The hardest part is that there are many who do not understand what they read; [they] misunderstand and can feel offended because of that and the way it is written. Many have a need to be understood and be seen. When they then read something that they take to be the opposite, they lose trust.

Still, some comments indicate that Open Notes could also be used in a positive way to establish trust.

The best part is to be able to point out that we have a collaboration without a hidden agenda from health care.

Trust Analysis

Comments expressing thoughts (baseline) and experiences (post) of trust or distrust showed that HCPs were concerned about how the patients would interpret the content of their EHR notes. In the postimplementation survey, they even expressed doubts about patients’ ability to understand the notes. According to Heald [46], for transparency to be effective, the information that it makes accessible must be understood and used by the recipient. Thus, on the one hand, if the patients do not comprehend the information to the degree that the initiators and implementers of the Open Notes service anticipated, the transparency will not be as effective as planned. The misinterpreted or misunderstood information leads to mistrust between patient and HCPs. On the other hand, if patients do understand and can use the information in communication with their caregiver, trust can be enhanced.

Accountability

In the public sector, transparency is supposed to have trade-offs with political accountability but also with the distribution of power and resources. Accountability, however, is also about public service providers demonstrating their ability to generate outputs and “process values (such as due process, equity, participation, and deliberation)” [47].

Before Implementation

Comments related to accountability mainly evolved around how the HCPs would become accountable to the readers of the notes (the patients) and/or themselves as their notes became more visible.

I hope that the staff correct inaccuracies if the patient points them out. It is important for the patient that he or she feels that the personnel have understood them correctly. It is about time that the patients gain insight and in so doing, knowledge of the care around them.

How should I write the notes so that they meet all the requirements for the stakeholders? It is a work tool and is intended to ensure that relevant information is transferred to those who are involved in care. It must be able to hold up under a Health and Social Care Inspectorate examination. It has to meet my own professional requirements for accuracy and relevant content. And the patients have to be able to be read what I write without causing them harm! I have concerns that the notes will end up being vague and watered down. As a work tool, the notes would be considerably degraded, and that is nevertheless their foremost function! This worries me a lot!

Positive effects were expected.

The positive thing is that the staff will become more aware to always document correctly, clearly, and respectfully, and that is very important.

After Implementation

Comments clearly showed HCP concerns had been proven right. They thought about how they were perceived by the readers of their notes in the EHR and how they became more accountable for the writing of their notes.

The hardest part is the concern of being misunderstood when writing the notes; that my documentation becomes an obstacle in treatment and that I can no longer use it as a work tool.

Accountability Analysis

It was obvious that HCPs, in both baseline and postimplementation surveys, were aware errors could exist in the EHR notes and patients could discover them. This was perceived as both positive, when patients could correct the errors, and negative, since the notes then could be perceived as output that was less valuable or accountable. HCPs also stated they had to be accountable to different stakeholders and it was difficult to know whom to please the most, since the different stakeholders (patients, oneself as a professional, other professionals) may have different needs and/or standards for
what is accountable. HCPs also had to follow the laws and regulations surrounding the EHR.

**Autonomy and Control**

In Heald’s [47] description, trade-off between transparency and autonomy and control is depicted on an organizational level. Transparency is viewed as an external force that blurs the boundaries of the organization. Since the Open Notes service, however, operates on a one-to-one basis between HCP and patient, we chose to interpret autonomy and control on the individual level—that is, on the HCP level in relation to the external control that transparency toward the patient implies as well as the professionals’ control over their work tool and autonomy over how to write their notes.

**Before Implementation**

Some comments in the baseline study indicated that HCPs were worried about losing control over their work tool (i.e., the EHR) when the patients were given online access to it.

> I’m worried that we won’t be able to use the notes as the work tool it is meant to be.

**After Implementation**

Comments in the postimplementation survey are in line with HCP concerns in the baseline survey about loss of control over their work tool, autonomy over what they can write in their notes, and control over when the information/notes in the EHR should be made visible and to whom.

> I wish there was a function where we who do the documentation could decide when a note becomes visible in the Open Notes; that we ourselves had to approve it.

> Make sure that an inpatient on a unit cannot block his/her notes from the staff so that the only way medicine dispensation can be registered, for example, is by a staff member overriding the block each time.

There were concerns about the effect this had on their work process.

> It has become more difficult to write your assessment, as our patients tend to be quick to take offense. That’s why the notes are censured.

But HCPs also mentioned that the service can give patients more control over their care (or even a false feeling of control).

> Increase transparency and hopefully increase the ability to influence one’s care plan.

> Create a false sense of control and overview of self [referring to the patient].

**Autonomy and Control Analysis**

In both surveys, HCPs expressed their worries/experiences of loss of autonomy in how to write notes and control over their work tool. In the postimplementation survey, comments also expressed HCP frustration about not being able to control what information is visible for the patient and when it becomes visible. HCPs thus opposed their inability to control and alter the technical features of the Open Notes service. This also included the fact that patients could block their notes from the HCPs, which of course would complicate the work of the HCPs. On the positive side, there was hope that patients could use the EHRs to more actively participate in and gain better control over their own health/treatment. However, HCPs did not have much experience in their patients making use of this opportunity. It appears that HCP feelings of loss of autonomy and control were not matched by the expected gain in autonomy and control of the patients.

**Confidentiality, Privacy, and Anonymity**

Even this set of factors needs to be reinterpreted from the government level, described by Heald [46], to fit the Open Notes. Here, confidentiality is interpreted as being related to the content of the notes since they are confidential as is all information about the patient. The privacy aspect is very closely related to confidentiality, but here the patients can both be forced to and/or break their privacy themselves. Anonymity, however, relates mostly to HCPs and third parties and whether they can be anonymous toward the patient.

**Before Implementation**

When it comes to confidentiality, privacy, and anonymity, HCPs had concerns about patients that could be forced by their relatives or partners to share their EHRs. This would be a type of violation of the patient’s privacy but would also impair the confidentiality between the HCP and the patient.

> The patients who live with threats in close relationships will have a hard time taking the risk of telling how things really are; won’t dare to name or say who is abusing them because that person can pressure them into giving up the password to their notes.

Other actors, such as an employer, might also insist on reading the information.

> Great risk for privacy violations when notes not only can be read by the patient, but also spread within and outside of the health care system to people who can misuse the information. For example, an employer who knows his/her employee has been admitted asks to read the patient’s notes.

Professionals’ own needs for anonymity toward the patient were also considered.

> I think there can be an increase in threats and abuse of staff when the name of the staff member who has written the note is included.

**After Implementation**

Similarities and differences exist between baseline and postimplementation survey comments. There were still comments about the violation of patients’ privacy.

> Those of my patients who said they read their notes are not positive about being able to. They fear that unauthorized people will be able to read about them. One of the patients talks about it at every visit.

> There still is a little but difficult risk group of those who live with partners in a relationship where violence occurs.
Concerns about HCP anonymity were reinforced.

The level of threat has grown worse and personal safety has deteriorated. I think it would have been better if it just said, for example, Nurse Marta in the part that patients can read. If you have an unusual last name, the patient can easily find your home address and that doesn’t feel safe. Patients with addictions sometimes place impossible demands that cannot be met and even have contacts [on the outside] that they can activate to threaten or harm the staff.

A new area that surfaced in the comments concerned third parties, such as partners or relatives, who share information about the patients that should be kept confidential from the patient.

I’m less candid about the information that relatives provide. That has sometimes been a big problem because it is important information that otherwise falls out of the system.

Another new area was information about actions taken that needed to be kept confidential from the patient.

Patients in outpatient care who are acutely deteriorating and where we in health care, for example, send a notification of concern to social services or in some cases write an institutional psychiatric care certificate that calls for police assistance, where the patients can immediately read this in the notes at home and know that the police are on their way. That poses a lot of problems for us in outpatient care.

Confidentiality, Privacy, and Anonymity Analysis

HCPs were concerned about the loss of patient privacy in terms of their relatives in both surveys. This would also result in loss of confidentiality between HCPs and patients since HCPs cannot guarantee the confidentiality of information given by the patients after the implementation of the Open Notes service. HCPs also expressed fear for the loss of anonymity for their own sake, since their full names would be exposed in the note. There is a difference between the baseline and postimplementation surveys, however, in that HCPs expressed concerns in the latter that third parties could be harmed since the patients’ relatives could not be kept anonymous in Open Notes. They also feared that a patient might gain access to information about actions taken toward them by the police, information that should be kept confidential from the patient but was important for HCPs. HCPs thus expressed both a need to protect patients’ privacy and confidentiality and the anonymity of third parties and confidentiality about information that ought to be withheld from the patient.

Fairness

Heald [47] points out that in the political debate “fairness is often taken to mean less inequality” but that fairness can also “be conceptualized in terms of rights, deserts, or needs.” In the latter, transparency can invoke envy but in the former, it can stimulate actions to be taken against inequality.

Before Implementation

When it comes to fairness, HCPs mainly feared that patients would not have the same access to the service or no access at all.

Unfortunately, I think that those of our patients who have a computer (few patients) and succeed in getting in and looking (even fewer) will perhaps be more upset after reading their notes.

Or that if they did read their EHRs, they would not be able to understand them.

Lack of knowledge and ability to understand the content in the notes can result in increased worry and unnecessary anxiety. Is it ethically right to leave the patient on his or her own to try and interpret the meaning of the notes?

After Implementation

Postimplementation survey comments indicated concern that few patients have the competence and/or resources to access their EHRs online but also that these abilities differed between patient groups (with different diagnoses).

In the spirit of equality. Several patients don’t have access to or the ability to read Open Notes.

At the same time, HCPs stated that patients in adult psychiatry, just like those in nonpsychiatric care, should have access to their EHRs through the internet. It is a question of fairness.

Psychiatry is equated with somatic disorders and access to notes is part of removing the stigma.

Fairness Analysis

One of the arguments for implementing Open Notes in psychiatry was that adult psychiatry patients should have access to their EHRs to achieve equality between psychiatric and nonpsychiatric patients. This was also seen as positive in the HCP comments. Still, the comments in the baseline survey displayed a distrust from HCPs in the patients’ ability to understand and make use of the information in their EHRs. In the postimplementation survey, HCPs, in addition to the above, pointed out that many of the psychiatric patients did not have the material resources to access their EHRs because they may lack computers, the necessary identification to log in to the service, and/or the cognitive ability to understand and manage the information it provides. There were thus both positive and negative connotations related to equality or fairness compared to patients in nonpsychiatric care and even between patients with different diagnoses within psychiatric care.

Legitimacy

According to Heald [47], transparency can legitimize certain institutions, organizations, or their actions. Here we interpret legitimacy as that of the implementation of the Open Notes service and the service itself in the eyes of HCPs.

Before Implementation

Before implementation, comments were about the service itself and its implementation and were positive and negative.
Poor basis for the decision. Why should we do this? How does it make health care more user controlled/patient safe? Who are the notes for? Should the notes be a work tool between professionals where working hypotheses can be written with the knowledge that those who read the notes have been trained in the language that is used and the content in general? Or should the notes be a diary for the patients?

I think it is very good and will use it as an opportunity.

After Implementation

Postimplementation comments were similar to those in the baseline survey. They focused on the implementation and the service itself, why it would not suit the adult psychiatry practice, and its effects.

A system that was introduced without at all taking into account what the employees in psychiatry think and that only harms the patient and makes it harder to do a good job.

Legitimacy Analysis

The legitimacy of Open Notes was questioned by HCPs on the grounds that the implementation was not sufficiently prepared, other measures were more necessary, and the enhanced transparency negatively affected the professionals’ work tool (the EHR). For some, however, the service also was viewed as offering possibilities.

Discussion

Principal Findings

As we have shown, HCP comments in the free-text answers in both the baseline and postimplementation surveys can easily be sorted under Heald’s different factors as trade-offs with transparency. This is not surprising, since transparency toward the patient is the core value in the Open Notes service. The aim of the service is to enhance patients’ empowerment over and participation in their own health care by giving them access to their medical information. In the terms of Blomgren and Sundén [41], the concept of transparency is associated with a number of ideals: democracy, accountability, fairness, informed citizenship, and patient rights. According to the definition of transparency by Florini [43], it increases patient access to information to enable the patient to be informed about decisions made by HCPs and take an informed part in them. While we agree with the definitions above, we would like to contribute to specifying the type of direct, process transparency that the material reveals because it differs from most of the examples of transparency illustrated in theory. The fact that implementation (or reform) of Open Notes is policy driven while demanding real-time transparency on behalf of the citizens/patients and not the authorities makes this particular form of transparency quite unique and interesting. We have chosen to call it governed individual real-time transparency.

Since patients have been able to obtain paper copies of their health records on request for decades, the Open Notes service is viewed by policy makers and implementers as a simplifier that has made EHRs much more accessible to patients in both time (whenever) and space (from wherever). The service was not intended to affect the work of HCPs to any degree. However, comments in the free-text answers show that the transparency of Open Notes is a much more complex matter than anticipated by the initiators. The fact that EHRs can be accessed by patients as soon as the HCPs push the enter button changes the type of transparency from transparency in retrospect to transparency in real time, according to Heald’s anatomy of transparency [46]. This implies that the “accountability window is always open and surveillance is continuous,” which does not give the HCP any time to focus on writing the notes without considering that they can be read at any time. This also implies that the transparency that Open Notes allows is what Flyverbom et al [45] describe as observational control that reallocates power between HCPs and patients.

The above described complexity of the transparency of Open Notes may be the main reason for the results from the open-ended questions in the two surveys, which reveal that HCPs experience trade-offs in all seven factors that Heald [47] addresses in his discussion about how enhanced transparency may affect practice. According to HCPs, trade-offs affect their work, their relationship with patients, and not least, their work tool, the EHR. This is in line with Hansen and Flyverbom’s [44] thesis that transparency may add to the problem instead of solving it. However, since many of HCPs state that they have not met many, or in some cases any, patients who have read their EHRs, these effects seem to be more connected to the possibility (or threat) of transparency than the actual effectuated transparency. The fact that patients are able to read their EHRs is key to the HCP reactions rather than whether the patients actually do so. The professionals’ response to Open Notes by changing the way they write their notes is thus a preventive action to a certain extent.

The professionals’ claim that they mainly change their way of writing entries in the EHR system by becoming less candid or leaving out information could in Ball’s [42] terms be interpreted as a way of keeping some of the secrecy intact around EHRs. The HCP comments also confirm Ball’s findings that secrecy toward the patients is primarily aimed at protecting the patients and their relatives. Many HCPs claim that they produce a less complete account of their work and the patients’ medical information with the Open Notes system than they did without it. This means that in some sense, the effects of Open Notes in psychiatry may be that it offers more direct transparency into the EHR but an EHR with less information than before the service. In the terms of Flyverbom et al [45], this can be interpreted as a self-regulatory response to the observational control of Open Notes transparency. HCPs also point out that an EHR that withholds information is less useful to them and their colleagues in their daily work. This confirms the hypothesis by Verheij et al [56] that patients’ access to the EHR will affect the quality of information in the EHR and make it less useful to the following HCPs [56]. This is also in line with Heald’s [47] question whether full transparency is always the best and whether it would be more rewarding and effective for both HCPs.
and patients if certain sensitive parts of the EHR had been visible to HCPs only.

The comments in both surveys indicate that HCPs change their writing to minimize what they believe are negative trade-offs of enhanced transparency. These trade-offs, as shown above, include loss of autonomy and control over the EHR; impaired confidentiality, privacy and integrity for HCPs, patients, and relatives; and loss of trust between HCPs and patients and more. The total loss of effectiveness in the work of HCPs, both when writing notes and in the care appointment/therapy, can be seen here as the effect of all other trade-offs put together. Postsurvey comments also indicate that many of patients cannot make use of the service, for reasons such as their mental condition, lack of equipment, or their social situation. The authorities’ idea of the rational and capable patient making use of the enhanced transparency offered to them does thus not coincide with the perceptions HCPs have of many of their patients in psychiatry. This indicates that social justice may be hard to reach through governed individual real-time transparency because the possibility that patients can make use of the intended empowerment will always depend on individual situations regarding socioeconomic factors, level of education, interest, and health literacy. This implies a different conceptualization of transparency than the positive connotation it often has had in earlier research.

On the positive side, Open Notes has led to greater understanding and participation for some patients, according to some HCPs. The discourse of increased participation was more salient after implementation than before, indicating that this is an experience rather than a hope. This is in line with the political ambitions of the Open Notes reform and, for these patients, the aim of the reform may well be fulfilled. However, it has not been our intention to decide whether the Open Notes service (reform) has been successful but to broaden the understanding of how enhanced transparency into health care practice can affect HCPs and their work.

Limitations

This study has several limitations. First, we had no way of knowing if the same individuals answered the questions in the baseline survey and the postimplementation survey. Thus, it is only possible to compare the results from the two surveys on a group level; we do not know if and how individual employees have changed their perception about Open Notes. Second, the response rate was 28.86% to the baseline survey and 27.73% to the postimplementation survey. However, the aim of this article was not to generalize the results but rather to present a deeper understanding of the phenomenon by conducting a qualitative content analysis of all 1554 free-text answers from the two surveys. Third, as mentioned above, we have chosen to study perceptions of HCPs when Open Notes was implemented in psychiatric care because this medical specialty has a large percentage of vulnerable patients. It is therefore likely that concerns that in other parts of health care are less visible because the patients are thought to be capable enough to benefit from the Open Notes service are more salient in this context. Further research is needed to determine whether the results from this study are transferable to other medical specialties. Finally, the baseline and postimplementation surveys were designed in different ways, resulting in a different number of open-ended questions in the two surveys. To permit comparisons between expectations before implementation and experiences after, the postimplementation survey was based on the baseline survey [15]. However, in order to be able to capture the experiences of HCPs in the postimplementation survey, fixed-choice questions and open-ended questions were added. This methodological choice resulted in a different number of free-text answers in each survey. This was not considered to be an issue, however, as our aim was to do a qualitative content analysis [54]. We were not interested in counting frequencies or proportions of similar statements but rather in gaining a deeper understanding of the phenomenon.

Conclusion

The effects of Open Notes may well vary between different medical specialties relative to their sensitivity to both total and real-time transparency. Psychiatry has been viewed as a particularly vulnerable area when it comes to sensitivity to this type of transparency. This is confirmed by our results concerning both the content of the EHR and patients’ ability to take advantage of the opportunities provided by the service. The results also show that if HCPs react by changing their way of writing notes, becoming less candid in their writing and/or omitting information, Open Notes can affect the efficiency of the work of HCPs and the service itself in a negative way. Additionally, we conclude that HCP reactions are aimed primarily at protecting patients and their relatives as well as their own relationship with the patients and secondly at protecting themselves.

In this paper, we have shown that governed individual real-time transparency that provides full transparency of an actual practice may be considered on the scale between none and full transparency. This is confirmed by our results concerning both the content of the EHR and patients’ ability to take advantage of the opportunities provided by the service. The results also show that if HCPs react by changing their way of writing notes, becoming less candid in their writing and/or omitting information, Open Notes can affect the efficiency of the work of HCPs and the service itself in a negative way. Additionally, we conclude that HCP reactions are aimed primarily at protecting patients and their relatives as well as their own relationship with the patients and secondly at protecting themselves.

In this paper, we have shown that governed individual real-time transparency that provides full transparency of an actual practice in health care may have the intended positive effects but can also result in negative trade-offs between transparency and the efficiency of the actual practice. This implies that full transparency is not always the most desirable and other options may be considered on the scale between none and full transparency.
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Abstract

Background: Electronic health (eHealth) interventions for children often rely on parent-reported child anthropometric measures. However, limited studies have assessed parental accuracy in reporting child height and weight via Web-based approaches.

Objective: The objective of this study was to determine the accuracy of parent-reported child height and weight, as well as body mass index and weight category that we calculated from these data. We also aimed to explore whether parent report was influenced by age, sex, weight status, or exposure to participation in a 12-week brief Web-based family lifestyle intervention.

Methods: This study was a secondary analysis of data from a 12-week childhood obesity pilot randomized controlled trial in families with children aged 4 to 11 years in Australia. We asked parents to report demographic information, including child height and weight, using an online survey before their child’s height and weight were objectively measured by a trained research assistant at baseline and week 12. We analyzed data using the Lin concordance correlation coefficient (\(\rho_c\), ranging from 0 [poor] to \(\pm 1\) [perfect] concordance), Cohen kappa coefficient, and multivariable linear regression models.

Results: There were 42 families at baseline and 35 families (83%) at week 12. Overall, the accuracy of parent-reported child height was moderate (\(\rho_c=.94\)), accuracy of weight was substantial (\(\rho_c=.96\)), and accuracy of calculated body mass index was poor (\(\rho_c=.63\)). Parents underreported child height and weight, respectively, by 0.9 cm and 0.5 kg at baseline and by 0.2 cm and 1.6 kg after participating in a 12-week brief Web-based family lifestyle intervention. The overall interrater agreement of child body mass index category was moderate at baseline (\(\kappa=.59\)) and week 12 (\(\kappa=.54\)). The weight category calculated from 74% (n=31) and 70% (n=23) of parent-reported child height and weight was accurate at baseline and week 12, respectively. Parental age was significantly (95% CI –0.52 to –0.06; \(P=.01\)) associated with accuracy of reporting child height. Child age was significantly (95% CI –2.34 to –0.06; \(P=.04\)) associated with reporting of child weight.

Conclusions: Most Australian parents were reasonably accurate in reporting child height and weight among a group of children aged 4 to 11 years. The weight category of most of the children when calculated from parent-reported data was in agreement with the objectively measured data despite the body mass index calculated from parent-reported data having poor concordance at both time points. Online parent-reported child height and weight may be a valid method of collecting child anthropometric data ahead of participation in a Web-based program. Future studies with larger sample sizes and repeated measures over time in the context...
of eHealth research are warranted. Future studies should consider modeling the impact of calibration equations applied to parent-reported anthropometric data on study outcomes.

(J Med Internet Res 2019;21(9):e12532) doi:10.2196/12532
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Introduction

Background
The wide coverage of the internet and the increase in technology use worldwide have led to the emergence of electronic health (eHealth) for lifestyle interventions [1,2]. Web-based platforms are increasing in popularity and used for data collection and delivery of eHealth interventions [1,3]. In Australia, technology use is increasing and not limited by socioeconomic status or location, with more than 97% of households with children under age 15 years having access to the internet via computer, smartphone, or tablet [4]. Research suggests that online data collection and delivery of interventions is more cost effective than conventional face-to-face modes [5], allows providers to connect with a large number of people simultaneously, and enhances access to services for communities living in rural and remote locations [6].

One limitation, however, is that eHealth interventions and non–face-to-face programs are usually delivered over distance. Hence, interventionists have had to rely on self-reported measures (eg, anthropometrics, diet, physical activity) when objective measurements were not possible. For young children in eHealth lifestyle interventions, these measures often include parent-reported child height and weight data. The risk associated with self-reported height and weight data is that discrepancy with other objective measures can result in miscalculation of weight trajectories and weight category. Parental underestimation of their child’s weight has important clinical implications due to the health consequences of childhood obesity [7] and the importance of early identification of a weight gain trajectory in order to seek early intervention. Misreporting may also influence a child’s actual eligibility for research or treatment programs that recruit participants using self-reported screening surveys.

Studies have used face-to-face interviews or surveys completed at home visits or during clinic visits to collect parent-reported child data. However, data collection may differ between remote non–person-to-person methods (eg, Web-based, posted paper surveys) and direct person-to-person methods (eg, home visits, clinic visits, telephone interviews). Very few studies have evaluated parental accuracy in reporting the height and weight of their children remotely without the presence of clinicians or researchers (ie, online surveys). Furthermore, most of the previous research on parental reporting of their child’s height and weight was conducted in Canada, Western Europe, or the United States [8-12], and no studies have included Australian children. Therefore, it is unknown whether Australian parents would perceive their children’s height and weight in similar ways to parents in other countries. Moreover, previous studies have used limited measures to assess agreement, such as Pearson correlation coefficients or paired t tests. These measures were unable to adequately detect levels of agreements (ie, accuracy and precision) and, rather, they are associations between parent-reported and researcher- or clinician-measured anthropometric data only [13].

Objective
We aimed to determine (1) the accuracy of parent-reported child height and weight, as well as the body mass index (BMI) and weight category that we calculated from these data, compared with data measured objectively by researchers as the reference standard, and (2) whether parent report was influenced by age, sex, weight category, or exposure to participation in a 12-week brief Web-based family lifestyle intervention.

Methods

Data Source
This was a secondary analysis of data from a pilot randomized controlled trial that aimed to investigate the feasibility of a 12-week Web-based family lifestyle intervention to support parents in improving their child’s weight status and eating habit [14]. The intervention group received 2 semi-structured telehealth consultations (online video consultations, attended by at least one parent and the index child) with Accredited Practising Dietitian, access to the Back2basics Family program website [15], a Facebook group, and additional evidence-based short message service (SMS) text messaging targeted to the parents. The waitlist control group received all the intervention components at 3-month follow-up from baseline. The pilot trial received ethics approval from the Hunter New England Human Research Ethics Committee (16/07/20/4.04), New Lambton, Australia, and University of Newcastle Human Research Ethics Committee (H-2016-0329), Callaghan, Australia. The trial is reported in accordance with the Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online Telehealth (CONSORT-EHEALTH) checklist (Multimedia Appendix 1 [16]).

Participants
We recruited families from New South Wales, Australia through clinician referrals, school newsletters, flyers, and word-of-mouth. Eligible families were those who had a child aged 4 to 11 years with a BMI of 21.5 kg/m² or greater (International Obesity Task Force [IOTF] child cutoffs) [17], had access to the internet, and were able to attend laboratory measurement sessions at 1 of the 3 study sites (Newcastle, Tamworth, and Armidale). Parents’ written consents and children’s assents were procured prior to the baseline laboratory measurement session.
Data Collection

We asked parents to report demographic information of themselves and an identified index child from the family participating in the intervention. Demographic information included age, sex, height, weight, highest education attained (parent only), and postcode (parent only). Parents provided these details using an online survey before their child’s anthropometric measurements were clinically assessed at baseline and week 12, which is a 3-month follow-up from baseline.

We provided no specific instructions to the parents when asked about reporting their child’s height and weight (eg, use a tape or scale or time of day to measure). The questions were “What is your child’s height in cm (if unsure, please estimate)” and “What is your child’s weight in kg (if unsure, please estimate)”. Subsequently, the child’s height and weight were measured at baseline and week 12 using standard protocols by blinded research assistants.

In the laboratory sessions, child height was measured to the nearest 0.1 cm while the child was standing with their head and chin up, looking straight ahead (ie, held in the Frankfurt plane) using the BSM370 Automatic Stadiometer (Biospace Co Ltd, Seoul, South Korea). Child weight was measured to the nearest 0.1 kg without shoes and in light clothing using the 720 body composition analyzer (InBody Co, Ltd, Seoul, South Korea). Measurements were taken twice, and the difference between measures was required to be 0.3 cm or less (height) and 0.4 kg or less (weight). Otherwise, a third reading was obtained, and the 2 closest readings were used to compute an average height or weight measurement. Families were offered an Aus $10 gift voucher for participation in each laboratory measurement or weight measurement. Families were offered an Aus $10 gift voucher for participation in each laboratory measurement.

In the laboratory sessions, child height was measured to the nearest 0.1 cm while the child was standing with their head and chin up, looking straight ahead (ie, held in the Frankfurt plane) using the BSM370 Automatic Stadiometer (Biospace Co Ltd, Seoul, South Korea). Child weight was measured to the nearest 0.1 kg without shoes and in light clothing using the 720 body composition analyzer (InBody Co, Ltd, Seoul, South Korea). Measurements were taken twice, and the difference between measures was required to be 0.3 cm or less (height) and 0.4 kg or less (weight). Otherwise, a third reading was obtained, and the 2 closest readings were used to compute an average height or weight measurement. Families were offered an Aus $10 gift voucher for participation in each laboratory measurement session. Analyses were conducted by a researcher not involved in the laboratory measurements.

Statistical Analysis

All data manipulation and statistical analyses were undertaken using Stata version 12 (StataCorp LLC). We calculated descriptive statistics for baseline participant characteristics. We used parent-reported and researcher-measured child height and weight data to calculate child BMI, with weight category based on IOTF child cutoffs [17]. We used the Lin concordance correlation coefficient (CCC) to assess the level of agreement of parent-reported child height and weight and the calculated BMI compared with researcher-measured data at baseline and week 12. We chose this as a superior method because it measures both precision (ie, Pearson correlation coefficient) and accuracy, thus indicating how well a set of bivariate data compares with the reference standard, measured data. Lin CCC (pc, ranging from 0 to ±1) is interpreted as almost perfect agreement (pc> .99), substantial agreement (pc range .951-.99), moderate agreement (pc range .90-.950), and poor agreement (pc<.90) [18]. We used Cohen kappa coefficient to ascertain interrater agreement between the child weight category calculated from parent-reported child height and weight and the researcher-measured data [19]. Cohen kappa coefficient (κ, ranging from 0 to 1) is interpreted as almost perfect (κ>.80), substantial (.61≤κ≤.80), moderate (.41≤κ≤.60), fair (.21≤κ≤.40), slight (.00≤κ≤.20), and poor (κ<.00) [20]. We used multivariable linear regression models for the outcomes of difference between parent-reported and researcher-measured height and weight (calculated by subtracting researcher-measured data from parent-reported data) to further investigate relationships between outcomes and age (years), sex, and weight status of parents and the index child. We calculated a sample size of 7 and 29 participants per group as needed to detect expected correlation coefficients of .9 and .5, respectively, at an alpha of .05 and with 80% power for height and weight.

Results

Participant Characteristics

Parent-reported and researcher-measured child height and weight data were available from 42 families at baseline and 35 families (83%) at week 12. Baseline characteristics of children and parents who were lost to follow-up, defined as not responding after 3 reminders to complete assessments, were not significantly different from the baseline characteristics of those who completed the follow-up at week 12 [14].

Most parents were female (40/42, 95%) with a mean age 40.5 years and mean BMI 29.9 kg/m², were from middle socioeconomic background (n=28, 67%), and attained a certificate or diploma level of education (n=13, 31%) or a university degree (n=11, 26%). Parents were classified into the obese (n=19, 46%), overweight (n=14, 33%), and healthy weight (n=9, 21%) categories based on the IOTF adult cutoffs [17]. Children were fairly evenly represented by sex (n=24 male, 57%) with a mean age 8.5 years, mean BMI 22.9 kg/m², and weight category of obese (n=22, 52%), overweight (n=9, 21%), and healthy weight (n=11, 26%) based on the IOTF child cutoffs [17]. Table 1 presents detailed participant characteristics.
Table 1. Baseline characteristics of parents and their children.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group (n=28)</th>
<th>Control group (n=14)</th>
<th>Combined (n=42)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parents</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>41 (7)</td>
<td>39 (8)</td>
<td>41 (7)</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>26 (93)</td>
<td>14 (100)</td>
<td>40 (95)</td>
</tr>
<tr>
<td>BMI(^a) (self-reported), mean (SD), kg/m(^2)</td>
<td>28.8 (5.2)</td>
<td>32.0 (7.8)</td>
<td>29.9 (6.3)</td>
</tr>
<tr>
<td><strong>Weight category(^b) (self-reported), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthy weight</td>
<td>6 (21)</td>
<td>3 (21)</td>
<td>9 (21)</td>
</tr>
<tr>
<td>Overweight</td>
<td>11 (39)</td>
<td>3 (21)</td>
<td>14 (33)</td>
</tr>
<tr>
<td>Obese</td>
<td>11 (39)</td>
<td>8 (57)</td>
<td>19 (46)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School certificate</td>
<td>1 (4)</td>
<td>2 (14)</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Higher school certificate</td>
<td>4 (14)</td>
<td>2 (14)</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Certificate or diploma</td>
<td>11 (39)</td>
<td>2 (14)</td>
<td>13 (31)</td>
</tr>
<tr>
<td>Undergraduate degree</td>
<td>7 (25)</td>
<td>4 (29)</td>
<td>11 (26)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>5 (18)</td>
<td>4 (29)</td>
<td>9 (21)</td>
</tr>
<tr>
<td><strong>Socioeconomic status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (IRSAD(^c) 1-3)</td>
<td>4 (14)</td>
<td>2 (14)</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Mid (IRSAD 4-7)</td>
<td>17 (61)</td>
<td>11 (79)</td>
<td>28 (67)</td>
</tr>
<tr>
<td>High (IRSAD 8-10)</td>
<td>7 (25)</td>
<td>1 (7)</td>
<td>8 (19)</td>
</tr>
<tr>
<td><strong>Children</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>9 (2)</td>
<td>9 (2)</td>
<td>9 (2)</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>13 (46)</td>
<td>5 (36)</td>
<td>18 (43)</td>
</tr>
<tr>
<td><strong>Anthropometry, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Height (measured), cm</td>
<td>138 (16)</td>
<td>135 (16)</td>
<td>137 (16)</td>
</tr>
<tr>
<td>Weight (measured), kg</td>
<td>44 (17)</td>
<td>46 (19)</td>
<td>45 (17)</td>
</tr>
<tr>
<td>BMI (measured), kg/m(^2)</td>
<td>22.4 (4.7)</td>
<td>23.8 (5.9)</td>
<td>22.9 (5.1)</td>
</tr>
</tbody>
</table>

\(^a\)BMI: body mass index.
\(^b\)Weight categories as per International Obesity Task Force age-appropriate cutoffs: healthy weight, BMI 18.5-24.9 kg/m\(^2\); overweight, BMI 25-29.9 kg/m\(^2\); obese, BMI ≥30 kg/m\(^2\).
\(^c\)IRSAD: Index of Relative Socio-Economic Advantage and Disadvantage.

Agreement Between Parent-Reported and Researcher-Measured Data

Table 2 summarizes the level of agreement between the parent-reported child height and weight and calculated BMI and the researcher-measured data. At baseline, the level of agreement between parent-reported and researcher-measured data as determined by Lin CCC was moderate (pc=.94) for parent-reported child height and substantial (pc=.96) for weight, and poor (pc=.63) for calculated BMI. In this study, parents tended to underreport their child’s height and weight, with a mean (SD) difference of –0.9 (SD 6.0) cm and –0.5 (SD 4.9) kg, respectively, compared with researcher-measured data. Parents were more accurate in reporting the height of children who were taller than 140 cm (Figure 1) and were overall better reporters of the weight of children who weighed between 30 and 50 kg (Figure 2). BMI calculated using parent-reported data was higher than researcher-measured data with a mean (SD) difference of 0.7 (SD 4.7) kg/m\(^2\). Figure 3 demonstrates that child BMI calculated from parent-reported data was more accurate (ie, closer to researcher-measured data) for children whose BMI was between 15 and 25 kg/m\(^2\) compared with those whose BMI was at either end of the spectrum (ie, <15 kg/m\(^2\) or >25 kg/m\(^2\)).
Table 2. Level of agreement between parent-reported and researcher-measured child height, weight, and calculated body mass index (BMI).

<table>
<thead>
<tr>
<th>Time point</th>
<th>Intervention group</th>
<th>Control group</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MD (^a) (SD)</td>
<td>MD (SD)</td>
<td>MD (SD)</td>
</tr>
<tr>
<td></td>
<td>(\rho) (^c)</td>
<td>(\rho)</td>
<td>(\rho)</td>
</tr>
<tr>
<td></td>
<td>95% CI</td>
<td>95% CI</td>
<td>95% CI</td>
</tr>
<tr>
<td>Baseline</td>
<td>n=28</td>
<td>n=14</td>
<td>n=42</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>(-1.9 (5.7))</td>
<td>(1.0 (6.3))</td>
<td>(-0.9 (6.0))</td>
</tr>
<tr>
<td></td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
</tr>
<tr>
<td></td>
<td>0.90-0.98</td>
<td>0.87-0.99</td>
<td>0.91-0.97</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>(-1.1 (5.3))</td>
<td>(0.7 (4.0))</td>
<td>(-0.5 (4.9))</td>
</tr>
<tr>
<td></td>
<td>.94</td>
<td>.98</td>
<td>.96</td>
</tr>
<tr>
<td></td>
<td>0.90-0.98</td>
<td>0.95-1.00</td>
<td>0.93-0.98</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>(0.7 (4.9))</td>
<td>(0.7 (4.2))</td>
<td>(0.7 (4.7))</td>
</tr>
<tr>
<td></td>
<td>.53</td>
<td>.76</td>
<td>.63</td>
</tr>
<tr>
<td></td>
<td>0.26-0.80</td>
<td>0.52-1.00</td>
<td>0.45-0.81</td>
</tr>
<tr>
<td>Week 12</td>
<td>n=21</td>
<td>n=14</td>
<td>n=35</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>(-0.2 (6.4))</td>
<td>(-3.9 (8.8))</td>
<td>(-1.7 (7.5))</td>
</tr>
<tr>
<td></td>
<td>.93</td>
<td>.86</td>
<td>.90</td>
</tr>
<tr>
<td></td>
<td>0.87-0.99</td>
<td>0.74-0.99</td>
<td>0.84-0.96</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>(-1.6 (3.3))</td>
<td>(-2.9 (2.6))</td>
<td>(-2.1 (3.0))</td>
</tr>
<tr>
<td></td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
</tr>
<tr>
<td></td>
<td>0.95-1.00</td>
<td>0.96-1.00</td>
<td>0.96-0.99</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>(-0.9 (2.3))</td>
<td>(0.2 (3.6))</td>
<td>(-0.5 (2.9))</td>
</tr>
<tr>
<td></td>
<td>.85</td>
<td>.84</td>
<td>.86</td>
</tr>
<tr>
<td></td>
<td>0.73-0.98</td>
<td>0.68-1.01</td>
<td>0.76-0.95</td>
</tr>
</tbody>
</table>

\(^a\)MD: mean difference (parent-reported value subtract researcher-measured value).

\(^b\)\(\rho\): Lin concordance correlation coefficient, ranging from 0 to ±1, where a value close to 1.0 (and a 45° fitted line of perfect concordance) suggests a perfect level of agreement, .951-.99 is substantial agreement, .90-.950 is moderate agreement, and <.90 is poor agreement.

\(^c\)Data were available from n=19 intervention families due to missing parent-reported weight.

Figure 1. Concordance between parent-reported and researcher-measured height at baseline.
At week 12, the level of agreement between parent-reported and researcher-measured child height remained moderate (\(\rho_c=0.93\)) in the intervention group but declined from moderate to poor agreement (\(\rho_c=0.86\)) in the control group. Parents’ accuracy in reporting their child’s weight improved in the intervention group, demonstrating substantial agreement (\(\rho_c=0.98\)) with researcher-measured data, whereas control group parents remained at the same level of agreement as at baseline (\(\rho_c=0.98\)). At week 12, parents in the intervention group continued to underreport their child’s height and weight with a mean difference (SD) of \(-0.2\) cm (SD 6.4) and \(-1.6\) kg (SD 3.3), respectively, compared with researcher-measured data. However, these parents demonstrated improved accuracy in reporting their child’s height (\(-0.9\) cm to \(-0.2\) cm), but not in reporting their child’s weight (\(-0.5\) kg to \(-1.6\) kg). Parents in the control group overreported their child’s height and weight at baseline by 1 cm (SD 6.3) and 0.7 kg (SD 4.0), respectively. However, at week 12 the control group parents also underreported their child’s height and weight and to a greater extent than the intervention group, and \(-3.9\) cm (SD 8.8) and \(-2.9\) kg (2.6), respectively, lower than researcher-measured data. At week 12, the level of agreement for calculated BMI using parent-reported
and researcher-measured data improved but remained poor for both the intervention group (ρc=.85 vs ρc=.53) and the control group (ρc=.84 vs ρc=.76). However, the mean differences of parent-reported and researcher-measured height, weight, and BMI calculated from these data at baseline and week 12 were not statistically significant between the intervention and control groups.

**Interrater Agreement**

Table 3 summarizes interrater agreement of child weight category based on calculated BMI using parent-reported and researcher-measured child height and weight. At baseline, the level of agreement was moderate (κ=.59). Overall, the weight category (ie, healthy weight, overweight, obese) calculated from 74% (31/42) of parent-reported child height and weight at baseline was accurate (ie, within the same category calculated based on objectively measured data). Of the 11 children in the healthy weight category, the weight category calculated from 55% (6/11) of parent-reported data was accurate, whereas the weight category calculated from 45% (5/11) of parent-reported data misclassified their child in the overweight (3/11, 27%) or obese (2/11, 18%) category. Of the 9 children in the overweight category, the weight category calculated from 89% (8/9) of parent-reported data was accurate, whereas 11% (1/9) of parent-reported data misclassified children who were overweight into the healthy weight category. Among the 22 children in the obese category, the weight category calculated from 77% (17/22) of parent-reported data was accurate, whereas 23% (5/22) of parent-reported data misclassified children as overweight. At week 12, the interrater agreement for child weight category decreased in both the intervention (71% vs 68%) and control groups (79% vs 71%). The level of agreement remained moderate in the intervention (κ=.54) and control groups (κ=.51), as well as for both groups combined (κ=.54). Among the children in the healthy weight category, the weight category calculated from 100% (5/5) of parent-reported data in the intervention group (vs 2/3, 67% in the control group) was accurate at week 12. Among children who were overweight, the weight category calculated from 67% (4/6 and 2/3) of parent-reported data in the intervention and control groups was accurate at week 12, respectively. Among children who were obese, the weight category calculated from 50% (4/8) of parent-reported data in the intervention group (vs 75% (6/8) in the control group) was accurate.

In all families except 1, the same parent reported child height and weight at both time points. Overall, the weight category calculated from 55% (23/42) of parent-reported data was accurate (ie, closer to researcher-measured data) at both the baseline and week 12 time points. The weight category calculated from a small number of parent-reported data was consistently 1 category under (3/42, 7%) or above (1/42, 2%) their child’s correct weight category at both time points. Further analysis did not find statistically significant differences in demographic characteristics (eg, age and sex of parent and child, parental BMI, education, and socioeconomic status) between underreporters and overreporters. A multivariable linear regression model identified that parental age was the only variable that had a significant association (P=.01) with accuracy of reporting child height. Every 1-unit (in years) increase in the parent’s age resulted in an underreporting of 0.29 cm (95% CI –0.52 to –0.06; P=.01) for child height. Child age was the only variable that was significantly associated with reporting of child weight. Every 1-unit (in years) increase in the child’s age resulted in an underreporting of 1.2 kg (95% CI –2.34 to –0.06; P=.04) for child weight.
### Table 3. Interrater agreement for child weight category calculated using parent-reported versus researcher-measured child height and weight.

<table>
<thead>
<tr>
<th>Time point and parent-reported data</th>
<th>Calculated from researcher-measured data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention group b</td>
</tr>
<tr>
<td></td>
<td>Healthy weight</td>
</tr>
<tr>
<td></td>
<td>Overweight</td>
</tr>
<tr>
<td></td>
<td>Obese</td>
</tr>
<tr>
<td></td>
<td>Total</td>
</tr>
<tr>
<td></td>
<td>Control group c</td>
</tr>
<tr>
<td></td>
<td>Healthy weight</td>
</tr>
<tr>
<td></td>
<td>Overweight</td>
</tr>
<tr>
<td></td>
<td>Obese</td>
</tr>
<tr>
<td></td>
<td>Total</td>
</tr>
<tr>
<td>Baseline, n (%)</td>
<td>n=28</td>
</tr>
<tr>
<td>Healthy weight</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Overweight</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Obese</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Total</td>
<td>8 (29)</td>
</tr>
<tr>
<td></td>
<td>n=14</td>
</tr>
<tr>
<td>Week 12, n (%)</td>
<td>n=19</td>
</tr>
<tr>
<td>Healthy weight</td>
<td>5 (26)</td>
</tr>
<tr>
<td>Overweight</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Obese</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>5 (26)</td>
</tr>
</tbody>
</table>
| aWeight categories as per International Obesity Task Force age-appropriate cutoffs: healthy weight, body mass index (BMI) 18.5-24.9 kg/m²; overweight, BMI 25-29.9 kg/m²; obese, BMI ≥30 kg/m².  
  bBaseline: Cohen kappa coefficient=.57, SE 0.13, and % agreement=71; week 12: Cohen kappa coefficient=.54, SE 0.15, and % agreement=68 (Cohen kappa coefficient ranges from 0 to 1, where ρ>0.80 is almost perfect, .61≤κ≤0.80 is substantial, .41≤κ≤.60 is moderate, .21≤κ≤.40 is fair, .00≤κ≤.20 is slight, and κ<.00 is poor).  
  cBaseline: Cohen kappa coefficient=.62, SE 0.19, and % agreement=79; week 12: Cohen kappa coefficient=.51, SE 0.19, and % agreement=71.  
  dData were available from 19 intervention families due to missing parent-reported weight.

### Discussion

**Principal Findings**

We evaluated the accuracy of online parent-reported child height and weight, as well as BMI and weight category that we calculated from these data, compared with researcher-measured data in a sample of Australian children aged 4 to 11 years. The study also examined whether accuracy of parental-reporting was influenced by age, sex, BMI, and participation in a 12-week brief Web-based family lifestyle intervention.

Key findings indicated that parents were relatively accurate in reporting their child’s height and weight as shown by the overall high CCCs (ρ≥.9). Results indicated that parents in this study underreported their child’s height and weight at both baseline and after participating in a 12-week Web-based family lifestyle intervention. These findings were similar to previous studies that indicated that parents tended to underreport the height and weight of American children aged 6 to 12 years [21]. Previous studies found that parents underreported their child’s height and weight by –1.4 cm and –2.3 kg, respectively (n=475 American children aged 11-12 years) [22], and by –1 cm and –1.6 kg, respectively (n=116 Belgian children aged 7-9 years) [23]. This compares with a study in 662 children in the United States, which found that 35% of parents underreported their child’s height by at least 1 inch (2.54 cm) and 26% by at least 2 inches (5.08 cm) [24]. In that study, 22% of parents of children aged 3 to 5 years (n=343) and 39% of parents of children aged 6 to 12 years (n=452) underestimated their child’s weight by at least 2 lbs (0.9 kg) [24]. It is evident across previous research that parents’ inaccuracy in reporting their child’s height and weight, though varying in extent and by country, was commonly due to underreporting instead of overreporting, regardless of the measurement systems used (metric vs imperial system).

Previous studies have highlighted that parents were more likely to underreport their child’s height than their weight [21,24]. Our study arrived at similar findings, where parents underreported their child’s height and weight, and were generally less accurate in reporting their child’s height (ρ range .86-.94) than their weight (ρ range .94-.98) as demonstrated by the consistently higher CCC for child weight over time. This suggests that children may be weighed more regularly or accurately than they are measured for height. It is possible that parents measured their child’s weight at home using a weighing scale, which is a common household item. Furthermore, enrolling in a weight management program may make them more aware of their child’s weight than their height. In contrast, child height may not be measured as regularly due to not having a stadiometer at home, or as accurately due to not using the Frankfurt plane position, which is the standard protocol for measuring height. However, there are discrepancies between this study and a previous study that found poor concordance between parent-reported and researcher-measured child height (ρ=.007), weight (ρ=.039), and BMI (ρ=.005) [13]. It was suggested that a sample of parents in California, USA may have been inclined to report child height in whole inches, resulting in a greater degree of underreporting, or overreporting by 2.54 cm [13]. Using the smaller increments of the metric system may therefore enhance parents’ accuracy and precision in reporting their child’s height in centimeters, which is a smaller unit [13].
study findings in US populations may not be generalizable to those of countries using the metric measurement system [21]. Despite our finding of a consistent trend in underreporting over time, parents who completed a 12-week brief Web-based family lifestyle intervention demonstrated improved accuracy in reporting their child’s weight (pc increased from .94 to .98) across time points in the study, whereas the control group maintained their high accuracy from baseline to 12 weeks (pc remained at .98). Parents may have become more attentive to child weight information received at clinic or intervention visits or from other sources, or may have recorded height and weight measures at home more regularly after participating in the baseline survey and the intervention program. Studies also suggest that parental accuracy in reporting their child’s height and weight may be influenced by whether the parents know that their child’s height and weight will be measured by treating clinicians at a later time [8-10,25], and whether parents were asked to self-measure their child’s height and weight before reporting [26]. Hence, suggesting to parents that their child’s measurements will be validated or providing instructions to parents to measure their child’s height and weight themselves may improve accuracy in parental reporting [13].

The underreported child height and weight in this study resulted in poor concordance (pc=.86) between BMI calculated from parent-reported and BMI calculated from researcher-measured data. Overall, BMI was underestimated by 0.5 kg/m² when calculated from parent-reported data. Similar findings were reported in other studies in which BMI calculated by researchers from parent-reported child height and weight data was 0.5 kg/m² lower than BMI calculated from objective measures (n=475 children aged 12-13 years) [22]. In another study, BMI was 0.6 kg/m² lower than the BMI calculated from researcher-measured data (n=116 children aged 7 to 9 years) [23]. In this study, we found that child BMI calculated from parent-reported data was more accurate for children whose BMI was between 15 and 25 kg/m² than for those whose BMI was at either end of the spectrum. Similar findings were reported in a study (n=864 Dutch children aged 4 years) in which parents tended to misreport the weight of their children in the lowest and highest BMI quartiles, and the authors suggested that the turning point for overreporting and underreporting of child BMI appeared to be around 15.4 kg/m² [11]. The significance of a misreported BMI depends on whether the BMI is close to the lower or upper range of a weight category. For example, for a 9-year-old boy whose measured BMI is 19 kg/m² (overweight category), an underreport by 0.5 kg/m² would result in a reported BMI of 18.5 kg/m², incorrectly placing the child into the healthy weight category. Studies indicated that misclassification of children as obese based on parent-reported data was associated with underreporting of child height [12,24], as the misreporting was magnified through the BMI calculation formula (ie, weight in kilograms divided by height in meters squared). For this reason, the use of a height or weight percentile might be useful in future studies when interpreting parent-reported child height and weight, instead of calculating BMI to determine child weight category. Future studies may consider modeling a calibration equation for adjusting BMI calculated from parent-reported data to improve accuracy.

Parental underreporting of child height and weight resulted in underestimation of child BMI and misclassification of weight category among 30% (10/33) of children in our study. Overall, child weight category calculated using parent-reported child height and weight at baseline was accurate for 74% (31/42) of families, and this was reduced to 70% (23/33) at week 12. Similar findings were reported in 2 other studies in which child weight category was calculated by researchers using parent-reported child height and weight data, with the BMI category being accurate for 80% (n=558) [24] and 76% (n=600 Austrian children aged 0-15 years) [27]. Among the overweight children in our study, the overall proportion of parents who underestimated their child’s weight category ranged from 11% (1/9) to 22% (2/9) over time. Among children in the obese category, the overall proportion of parents who underestimated their child’s weight category ranged from 23% (5/22) to 38% (6/16) over time. Previous studies regularly reported misclassifications of overweight and obese children [11,27]. One study reported that 46% of 116 overweight children were misclassified as healthy weight when parent-reported data were used [11]. In another study of 600 children aged 0 to 15 years, parents reported that 37% of obese children were incorrectly classified in the overweight category [27]. Such misclassifications, if not addressed and corrected, or accounted for in interpretation, could have an impact on obesity prevalence statistics or intervention programs calculated using parent-reported child height and weight data.

Strengths and Limitations

A particular limitation of this study was the small sample size, which impeded the modeling of calibration equations to improve the validity of parent-reported data. A large sample would be needed to generate a viable predictive model. Parents tend to be less accurate in reporting for children with excess body weight. Therefore, the study sample comprised children with a BMI above the midpoint of the healthy weight category (≥21.5 kg/m²) in order to assess parents’ accuracy in reporting the height and weight of children with a higher weight. This means that our results may not be generalizable or applicable to other populations and ethnicities and, hence, results should be interpreted with caution. The study, although not population based, is to our knowledge the first Australian study to assess parental accuracy in online reporting of their child’s height and weight, and weight status determined by BMI calculated using parent-reported data compared with objective researcher-measured data in a sample of children aged 4 to 11 years. Given that no specific instructions about how to take height and weight measures were provided to parents, a limitation is that parents may or may not have measured their child before reporting the measures. Future studies should explore whether parents’ accuracy in reporting their child’s anthropometrics improves when specific guidance [28] on when and how to perform the measurements is provided. However, it could be challenging to assess parents’ adherence to the specific guidance. Moreover, parents may be less likely to measure a child who is sensitive about weight and body image.
Future studies should collect information on whether parent-reported data were based on estimates or measurements, and whether the measurements were done at home, school, or a clinic, to further the understanding of parents’ accuracy in measuring or estimating child height and weight.

A key strength of our study was the use of Lin CCC to assess the level of agreement between parent-reported and researcher-measured data and, hence, offer some confidence in the findings. Many previous studies measured correlations between data, which is insufficient in assessing levels of agreements (ie, accuracy and precision). For example, Pearson correlation coefficients only measure the extent to which the parent-reported data conform to the best-fitting straight line, but not how close or far the data fall from the line that represents perfect agreement [20].

**Conclusions**

We found that Australian parents of children aged 4 to 11 years were reasonably accurate in reporting their child’s height and weight online. The weight category for the majority of children calculated using parent-reported data was in agreement with the objectively measured data despite the BMI calculated from parent-reported data having poor concordance at both time points. It appears that online parent-reported child height and weight may be a valid method of collecting child anthropometric data ahead of participation in a Web-based health, diet, and lifestyle program. Future studies with larger sample sizes and repeated measures over time in the context of eHealth research are warranted.
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Abstract

Background: Web-based health communities provide means for patients to not only seek care but also to promote their relationship with doctors. However, little is known about the predictors of patients’ loyalty toward doctors in Web-based health communities.

Objective: This study aimed to investigate the predictors of patients’ loyalty toward doctors in Web-based health communities.

Methods: On the basis of sociotechnical systems theory and attachment theory, we propose that social factors including emotional interaction, perceived expertise, and social norm influence patients’ loyalty through their emotional attachment, whereas technical factors including sociability, personalization, and perceived security affect patients’ loyalty through functional dependence. To validate our proposed research model, we used the survey method and collected 373 valid answers. Partial least square was used to analyze the data.

Results: Our empirical analysis results showed that all the social factors including emotional interaction (beta=.257, t₃₅₀=2.571; P=.01), perceived expertise (beta=.288, t₃₅₀=3.412; P=.001), and social norm (beta=.210, t₃₅₀=2.017; P=.04) affect patients’ emotional attachment toward doctors significantly, whereas except sociability (beta=.110, t₃₅₀=1.152; P=.25), technical factors such as personalization (beta=.242, t₃₅₀=2.228; P=.03) and perceived security (beta=.328, t₃₅₀=3.438; P=.001) impact functional dependence significantly. Considering the effect of working mechanisms, both emotional attachment (beta=.443, t₃₅₀=4.518; P<.001) and functional dependence (beta=.303, t₃₅₀=2.672; P=.008) influence patients’ loyalty toward doctors in Web-based health communities significantly.

Conclusions: Patients’ loyalty toward doctors in Web-based health communities is important for the effectiveness of doctors’ advice or service in Web-based health communities. The research results not only fill the gaps in the literature of the patient-doctor relationship and Web-based health communities but also has many implications for establishing patients’ loyalty on Web-based health communities and in physical context.

(J Med Internet Res 2019;21(9):e14484)  doi:10.2196/14484
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Introduction

Background

Many people use the internet to search for health-related information and use online health services. According to a report from the Pew Research Center, almost two-thirds of US adults seek health information online, and one-third of US adults self-diagnose using information from the internet [1]. Meanwhile, many Chinese consumers have used health services online with the online health market estimated to reach 90 billion RMB in 2020 [2]. Therefore, electronic health has become an important means for people to seek care. Among electronic health applications, Web-based health communities have become increasingly important with growing utilization [3].

Web-based health communities facilitate the communication between patients and doctors online [4]. Patients and doctors could discuss health-related topics in different discussion groups using communication tools embedded in Web-based health communities [5]. Therefore, Web-based health communities could change the traditional 1-way communication from doctors to patients to bidirectional communication between patients and doctors [6].

In a patient-physician relationship, patients’ loyalty toward doctors is defined as their intention to revisit the doctor [7]. It has been shown to correlate with patients’ compliance with doctors’ medical advice, great use of medical services, and disclosure of medical information by the patient for doctors’ diagnosis [8]. Therefore, it is critical to explore the predictors of patients’ loyalty toward doctors. Previous literature has discussed this topic. For example, Rundle-Thiele and Russell-Bennett [9] found age and frequency of visits had significant effects on patients’ loyalty through satisfaction. Sutharjana et al [10] showed that the effect of organizational citizen behaviors and service quality influenced patients’ loyalty. Wu [11] demonstrated that hospital brand image had both direct and indirect effects on patients’ loyalty through service quality and patient satisfaction. Platonova et al [12] concluded that patients’ satisfaction, trust, and interpersonal relationship significantly affected patients’ loyalty toward doctors. However, few studies have considered patients’ loyalty in a Web-based health community context and studied the effect of technical environment on the formation of patients’ loyalty. Meanwhile, although previous literature studied users’ activities on the Web-based health communities, such as knowledge generation [13], knowledge sharing [14], and personal health information communication [15], few of them investigated patients’ loyalty toward doctors in Web-based health communities. Therefore, we propose our research question What are the predictors of patients’ loyalty toward doctors in Web-based health communities?

Theoretical Foundation

To examine the research questions, we used sociotechnical systems theory to explore the predictors of patients’ loyalty toward doctors in Web-based health communities. Meanwhile, to understand the working mechanisms of these predictors, we applied attachment theory to locate the mediating constructs for the predictors.

Sociotechnical systems theory was originally used to understand the organizational outcomes by dividing organizational systems into social subsystems and technical subsystems [16]. Social subsystems are mainly about people and their attributes such as values, attitudes, and skills. Meanwhile, technical subsystems concern the processes, tasks, and technologies to produce desired organizational outcomes. Therefore, the organizational outcomes are the results of the interaction between social subsystems and technical subsystems. The organizationally designated outcomes may come from the successful fit between the 2 subsystems [17]. Given that patients and doctors could constitute temporal discussion groups on Web-based health communities, patients’ loyalty toward doctors in Web-based health communities could be the outcome of patient-doctor group interaction, and we could leverage sociotechnical systems theory to understand the drivers of patients’ loyalty toward doctors on the Web-based health communities. On the Web-based health communities, the technical attributes could correspond to the technical subsystems, whereas the interaction between patients and doctors becomes the source of social subsystems. Therefore, we propose that emotional interaction between patients and doctors, perceived expertise of doctors, and social norm for patients are the social factors based on the social systems, whereas sociability, personalization, and perceived security of Web-based health communities are the technical factors according to the technical systems.

Attachment theory initially explained the reason why infants attach to their caregivers. This theory states that the attachment is described as the emotional-laden bond between infants and caregivers [18]. When the attachment is impaired, infants will be distressed or in anxiety. Several studies expanded the use of attachment theory to understand the relationship between product and consumers [19], brand and consumers [20], technology and consumers [21], and patients and providers [22]. As patients’ loyalty toward doctors in Web-based health communities is the result of the physician-patient relationship, we can use attachment theory to understand the influence of predictors of patients’ loyalty [12]. To be specific, we speculate that patients’ emotional attachment and functional dependence on doctors in Web-based health communities impact patients’ loyalty toward doctors in Web-based health communities.
On the basis of the above theories, we formulate our proposed relationships in a research model and develop corresponding hypotheses in the following section.

Research Model and Hypotheses
In line with the above reasoning, we hypothesize that emotional interaction between patients and doctors, perceived expertise of doctors, and social norm for patients influence patients’ loyalty through emotional attachment, whereas sociability, personalization, and perceived security of Web-based health communities affect patients’ loyalty through functional dependence. The research model is presented in Figure 1.

Figure 1. Research model.

Emotional Attachment and Patients’ Loyalty
Patients’ emotional attachment to doctors in Web-based health communities is patients’ emotional bond with doctors in Web-based health communities [23]. Patients’ emotional attachment to doctors predicts patients’ commitment toward doctors [24]. Once a patient commits to a doctor, he visits the doctor persistently. Then, patients’ emotional attachment to doctors may make them revisit the doctors. Therefore, we hypothesize as follows:

H1: Patients’ emotional attachment to doctors positively influences patients’ loyalty.

Functional Dependence and Patients’ Loyalty
Patients’ functional dependence on doctors in Web-based health communities is the interdependence between patients and doctors for solving patients’ health problems [21]. The interdependence between patients and doctors can also increase patients’ commitment to doctors [25]. The increased commitment to doctors leads a patient to revisit the doctor. Therefore, we hypothesize as follows:

H2: Patients’ functional dependence on doctors positively influences patients’ loyalty.

Social Factors and Emotional Attachment
In this study, we identify emotional interaction, perceived expertise, and social norm as social factors. Toward patients’ emotional interaction with doctors in Web-based health communities, it is the interaction between patients and doctors that cares about patients’ emotions [26]. Compared with the interaction that only focuses on solving patients’ health problems, an interaction that cares about patients’ emotions is more important because patients cannot judge professional treatment and their negative emotions that are caused by the diseases they are suffering needs to be cared for [27]. Meanwhile, through emotional interaction with doctors, patients may form trust toward doctors in Web-based health communities [28]. Patients’ trust toward doctors helps build their emotional...
attachment to the doctors [24]. Therefore, we hypothesize as follows:

*H3a: Patients’ emotional interaction with doctors positively influences patients’ emotional attachment.*

For patients’ perceived expertise of doctors, it is patients’ perception that the doctors are valid medical professionals [29]. Perceived expertise has been defined as 1 of the 3 dimensions of perceived credibility [29]. Given trust is a reflection of perceived credibility and one of the predictors of emotional attachment [30], we hypothesize as follows:

*H3b: Patients’ perceived expertise of doctors positively influences patients’ emotional attachment.*

With regard to social norm, it is patients’ perception that important others approve their interaction with doctors in Web-based health communities [31]. The approval from important others represents the identification of doctors by the social group patients belong to [32]. Patients may comply with the social norm to identify the patents. The identification of doctors in Web-based health communities can drive the patients’ attachment to doctors [33]. Therefore, we hypothesize as follows:

*H3c: Social norm positively influences patients’ emotional attachment.*

**Technical Factors and Functional Dependence**

A total of 3 factors have also been figured out to represent the technical systems: sociability, personalization, and perceived security. These factors are all functional features of Web-based health communities. Considering sociability, it is the extent to which Web-based health communities facilitate the socialization between doctors and patients [34]. The socialization between doctors and patients underpinned by Web-based health communities can make patients feel the flow in interacting with doctors in Web-based health communities [35]. The sense of flow can give rise to patients’ dependence on doctors functionally. Therefore, we hypothesize as follows:

*H4a: Sociability positively influences patients’ functional dependence.*

With respect to personalization, it is the extent to which Web-based health communities reflect patients’ personal needs [36]. Different patients may have different conditions, symptoms, or treatment needs, whereas they may also have different feelings and perceptions toward their diseases based on their own experience. Web-based health communities with a high degree of personalization could satisfy different patients’ needs to help them find suitable doctors for their health problems. Through interacting with a doctor who provides effective advice and support, a patient will build trust toward the doctor and rely on them [36]. Therefore, we hypothesize as follows:

*H4b: Personalization positively influences patients’ functional dependence.*

As to perceived security, it is the degree to which patients believe that their personal assets, such as their private information or money, will be safe when they interact with doctors in Web-based health communities [37]. When patients perceive secureness in interacting with doctors in Web-based health communities, they perceive less risky in the interaction. The lower degree of sense of risk results in the higher trust toward the doctors [38]. Therefore, we hypothesize as follows:

*H4c: Perceived security positively influences patients’ functional dependence.*

**Methods**

**Measurement Instrument**

A consumer survey was implemented in this study to test our model. To make the measurement instrument of survey, we adapted previously validated scales in our research context. Items for patients’ loyalty were from Cyr [7]. Items for emotional attachment were adapted from Vlachos et al [24], whereas items for functional dependence were based on Wu et al [21]. Toward scales for social factors, items for emotional interaction were from Ben-Sira [39], items for perceived expertise were from Ohanian [29], and items for social norm were from Venkatesh et al [31]. With regards to scales for technical factors, items for sociability were from Animesh et al [35], items for personalization were from Zhou et al [40], and items for perceived security were from Chang and Chen [41]. We used the 5-point Likert scale to measure the items with anchors ranging from 1 (strongly disagree) to 5 (strongly agree).

Our survey was conducted in China. As our scales were originally developed in English, we used back-translation method to translate the English scales into Chinese. To be specific, 1 bilingual investigator translated the English scales into Chinese at first, and another bilingual investigator translated the Chinese scales into English. Then, the 2 investigators compared the 2 English versions to check whether there were significant differences between them. To ensure the validity of our measurement instrument, we conducted a pilot study by interviewing 7 experts in the area of medical informatics and 16 users of Web-based health communities. After collecting comments from them, we revised and decided our questionnaire for the survey. The measurement instrument is showed in Multimedia Appendix 1.

Besides the constructs in our hypotheses, several control variables were included such as gender, age, education, length and experience of using Web-based health communities, and perceived health [42]. To explore the non-naïve effect of respondents, respondents’ experience of filling online questionnaire was also considered [43].

**Data Collection**

Given that China has the largest number of internet users and almost two-thirds of them search health information online, we chose Chinese Web-based health community users as our respondents [44]. We adopted the data collection service from a leading Chinese online survey site to administrate the survey. To ensure the data quality and reduce social desirability bias, we took several measures in designing the questionnaire and cleaning the collected data. For example, we added attention-trap and reverse-coded questions to decrease monomethod bias, whereas we set screening questions to make sure the answers from the right respondents. The screening questions included...
which Web-based health communities had been used, whether you were the registered member, and whether you had interacted with doctors on the Web-based health communities. Finally, we excluded cases with missing values or similar values for all questions. Our study procedures had been approved by the Institutional Review Board of Tongji Medical College, Huazhong University of Science and Technology (No. 2017S319).

Results

Demographic Information

Through 2 weeks’ survey, we obtained 373 complete and valid responses. In this sample, most of the respondents were in the age group of 30 years and older, females, with college degrees, and were familiar with using Web-based health communities. These results are reasonably consistent with the report of the China Internet Network Information Center on demographics of Chinese internet users [44]. The specific demographic information of this sample is summarized in Table 1.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>67 (18)</td>
</tr>
<tr>
<td>25-30</td>
<td>138 (37)</td>
</tr>
<tr>
<td>&gt;30</td>
<td>168 (45)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>160 (42.9)</td>
</tr>
<tr>
<td>Female</td>
<td>213 (57.1)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>8 (2.1)</td>
</tr>
<tr>
<td>College</td>
<td>330 (88.5)</td>
</tr>
<tr>
<td>Master's degree and above</td>
<td>35 (9.4)</td>
</tr>
<tr>
<td>Intensity of using Web-based health communities (hours/day)</td>
<td></td>
</tr>
<tr>
<td>≤0.5</td>
<td>305 (81.8)</td>
</tr>
<tr>
<td>0.5-1</td>
<td>59 (15.8)</td>
</tr>
<tr>
<td>&gt;1</td>
<td>9 (2.4)</td>
</tr>
<tr>
<td>Length of using Web-based health communities (years)</td>
<td></td>
</tr>
<tr>
<td>≤1</td>
<td>137 (36.7)</td>
</tr>
<tr>
<td>1-5</td>
<td>228 (61.1)</td>
</tr>
<tr>
<td>&gt;5</td>
<td>8 (2.2)</td>
</tr>
</tbody>
</table>

Reliability and Validity

To test the reliability and validity of our measurement instrument, we used partial least square (PLS) technique to analyze the collected data in SmartPLS 2.0.3M from SmartPLS GmbH in Germany [45]. Using PLS technique to conduct the confirmatory factor analysis, the values of indicators for reliability and validity are listed in Tables 2 and 3. As shown in Table 2, all the values of Cronbach alpha and composite reliabilities were above 0.7, indicating acceptable reliability for all constructs [46]. Meanwhile, the value of average variance extracted (AVE) of each construct was above 0.5, and loading weights for each item were above 0.7, thus confirming good convergent validity [46]. As shown in Table 3, the values in the square roots of AVEs were all greater than the interconstruct correlations, thus showing good discriminant validity [47]. Therefore, we concluded that our measurement instrument has enough reliability and validity to test the structural model of our proposed hypotheses.
Table 2. Construct reliability and convergent validity.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Items</th>
<th>Factor loadings</th>
<th>Composite reliability</th>
<th>Average variance extracted</th>
<th>Cronbach alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient's loyalty</td>
<td>LYT1</td>
<td>0.7904</td>
<td>0.836</td>
<td>0.6299</td>
<td>.7062</td>
</tr>
<tr>
<td></td>
<td>LYT2</td>
<td>0.755</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>LYT3</td>
<td>0.8336</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Emotional attachment</td>
<td>EA1</td>
<td>0.8374</td>
<td>0.8676</td>
<td>0.6859</td>
<td>.771</td>
</tr>
<tr>
<td></td>
<td>EA2</td>
<td>0.8128</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>EA3</td>
<td>0.8343</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Functional dependence</td>
<td>FD1</td>
<td>0.7761</td>
<td>0.8337</td>
<td>0.626</td>
<td>.7016</td>
</tr>
<tr>
<td></td>
<td>FD2</td>
<td>0.7586</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>FD3</td>
<td>0.8368</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Emotional interaction</td>
<td>EI1</td>
<td>0.8635</td>
<td>0.8702</td>
<td>0.7703</td>
<td>.7027</td>
</tr>
<tr>
<td></td>
<td>EI2</td>
<td>0.8917</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Perceived expertise</td>
<td>PE1</td>
<td>0.7863</td>
<td>0.8436</td>
<td>0.6429</td>
<td>.7228</td>
</tr>
<tr>
<td></td>
<td>PE2</td>
<td>0.7733</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>PE3</td>
<td>0.8441</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Social norm</td>
<td>SN1</td>
<td>0.8802</td>
<td>0.8862</td>
<td>0.7957</td>
<td>.7438</td>
</tr>
<tr>
<td></td>
<td>SN2</td>
<td>0.9036</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sociability</td>
<td>SBY1</td>
<td>0.7974</td>
<td>0.833</td>
<td>0.6248</td>
<td>.7066</td>
</tr>
<tr>
<td></td>
<td>SBY2</td>
<td>0.8255</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>SBY3</td>
<td>0.7464</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Personalization</td>
<td>PLN1</td>
<td>0.8905</td>
<td>0.8838</td>
<td>0.7919</td>
<td>.7372</td>
</tr>
<tr>
<td></td>
<td>PLN2</td>
<td>0.8892</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Perceived security</td>
<td>PS1</td>
<td>0.8808</td>
<td>0.8815</td>
<td>0.7881</td>
<td>.7313</td>
</tr>
<tr>
<td></td>
<td>PS2</td>
<td>0.8946</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
Given that we used the measurement instrument to collect data for all the constructs, the possibility of common method bias was tested. First, we checked the values of correlation coefficient among constructs in Table 3 and found that there were no pairs with very high correlation (r>0.90). Second, Harman single factor test was conducted by principal component analysis in SPSS 22.0. The first extracted factor in the unrotated solution accounted for 29.44%, which is less than 50% [48]. Finally, the marker variable technique was used to test the bias. Perceived organizational support, which is not relevant to our study theoretically, was set as the marker variable [49]. The average value of correlation coefficients between perceived organizational support and other variables was 0.196. Therefore, we rule out the common method bias in our study.

### Hypotheses Testing

Through using the bootstrapping procedures in PLS, we tested the hypothesized relationships in our research model by computing the t values of each path. The analysis results are listed in Figure 2. According to Figure 2, both emotional attachment (beta=.443; P<.001) and functional dependence (beta=.303; P=.008) affected patients’ loyalty toward doctors in Web-based health communities significantly. Therefore, both H1 and H2 were supported. These results suggested that attachment theory provides a useful theoretical perspective to understand patients’ loyalty. Toward the effect of social factors, emotional interaction (beta=.275; P=.01), perceived expertise (beta=.288; P=.001) and social norm (beta=.210; P=.04) all influenced emotional attachment significantly. Therefore, H3a, H3b, and H3c were all supported. These results suggested that factors in social systems are important for the formation of emotional attachment. With regards to the effect of technical system, sociability (beta=.110; P=.25) did not have significant influence on functional dependence, whereas personalization (beta=.242; P=.03) and perceived security (beta=.328; P=.001) had significant influence on functional dependence. Therefore, we cannot reject H4b and H4c, whereas H4a was not supported. These results reveal that factors in technical systems are also important for functional dependence. Besides, none of the control variables had a statistically significant effect on patients’ loyalty. We think our findings are sound and strong for the following reasons: first, our measurement instrument is tested reliable and valid, and the effect of common method bias is insignificant. Second, the quality of data collection is guaranteed because several measures such as screening questions and attention-trap and reverse-rode questions are used in the questionnaires.
Discussion

Principal Findings

In this paper, we investigated patients’ loyalty toward doctors in Web-based health communities based on attachment theory and sociotechnical systems theory. According to sociotechnical systems, we proposed emotional interaction, perceived expertise, and social norm can represent the social systems, which lead to patients’ loyalty, whereas sociability, personalization, and perceived security comprise the technical systems, which help the formation of patients’ loyalty. Meanwhile, to explore the working mechanisms of these predictors, we leveraged attachment theory. On the basis of attachment theory, we proposed that patients’ emotional attachment corresponds to social factors and functional dependence link to technical factors. All hypothesized relationships were confirmed, except the relationship between sociability and functional dependence.

Among our proposed predictors, perceived security is shown to have the greatest impact on functional dependence, whereas perceived expertise seems to have the greatest impact on emotional attachment. This result uncovers that perceived expertise of doctors and perceived security of using the Web-based health platform are the most concerning factors when patients decide to interact with doctors in Web-based health platforms.

For the insignificant effect of sociability on functional dependence, the possible reason is that the purpose of interaction between patients and doctors is single, which is to solve consumers’ health problems to some degree. Therefore, patients may not pay attention to social tools on Web-based health communities and only use few tools to interact and communicate with doctors.

Implications

This study has important theoretical implications. First, the application of the theoretical model on survey data provides a better understanding of patients’ loyalty to doctors in Web-based health communities. Second, this study contributes to the patient-doctor relationship literature by studying the Web-based health community context. Although previous literature about patient-doctor relationship has also studied patients’ loyalty, they study it mostly in the offline context while considering less about the influence of a Web-based health community, which is becoming a more important application in the field of digital health. Finally, this study contributes to the Web-based health community literature by studying patients’ loyalty. Although previous literature about Web-based health communities also studied patients’ activities, few have examined patients’ loyalty. Patients’ loyalty reflects the relationship between patients and doctors, which may determine the development of Web-based health communities.

Meanwhile, this study also has important implications for practice. First, this study suggests that Web-based health communities could be an important channel to improve the patient-physician relationship. Therefore, health policy makers may encourage the use of Web-based health communities.
Second, predictors that represent both social and technical systems could be the basis to develop many actionable strategies to increase patients’ loyalty for clinical practice. For example, based on social factors including emotional interaction, perceived expertise, and social norm, doctors could provide more emotional support to patients, manifesting their expertise by displaying their qualification certificates and collaborate with patient group leaders to organize their virtual relationships with patients. Meanwhile, based on technical factors including personalization and perceived security, designers and managers of the Web-based health communities should understand patients’ needs to provide personalized functions and services and protect private assets including patient information and budget. These strategies can also be used by doctors, managers, and policy makers in offline context to strengthen patients’ loyalty. Finally, given that emotional attachment and functional dependence have significant influence on patients’ loyalty, the measurement scales of emotional attachment and functional dependence could be effective indicators for the formation of patients’ loyalty.

Limitation and Future Research Direction

We point to several future research directions based on the limitations of this study. First, a technical factor–sociability does not have significant influence on functional dependence. Therefore, more factors can be explored to improve the explanatory power of this empirical model. Second, we only investigated Chinese Web-based health community users. Chinese patients’ attitudes, beliefs, and values about physician may be different from patients elsewhere [50]. Therefore, Chinese patients may behave differently when they interact with physicians. Meanwhile, culture could influence several consequences of patient-physician relationship such as satisfaction, accessibility, and continuity of care [51]. Future studies could validate this model by examining the patient-physician relationship in other cultural contexts. Finally, we used the cross-sectional data for our research model and ignored the time change effect of variables in our model. Future research can consider using the longitudinal data to capture the dynamics of our model.

Conclusions

This study explores the predictors of patients’ loyalty toward doctors in Web-based health communities based on sociotechnical systems theory and attachment theory. Several social and technical factors are revealed, and their working mechanisms are confirmed in our empirical study. This study not only provides direct guidance to establish patients’ loyalty in the Web-based health community context but also conveys the implications for building patients’ loyalty physically.
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Abstract

Background: There is growing evidence of the positive effects of electronic health (eHealth) interventions for patients with chronic illness, but implementation of such interventions into practice is challenging. Implementation strategies that potentially impact implementation outcomes and implementation success have been identified. Which strategies are actually used in the implementation of eHealth interventions for patients with chronic illness and which ones are the most effective is unclear.

Objective: This systematic realist review aimed to summarize evidence from empirical studies regarding (1) which implementation strategies are used when implementing eHealth interventions for patients with chronic illnesses living at home, (2) implementation outcomes, and (3) the relationship between implementation strategies, implementation outcomes, and degree of implementation success.

Methods: A systematic literature search was performed in the electronic databases MEDLINE, Embase, PsycINFO, Scopus, Allied and Complementary Medicine Database, Cumulative Index to Nursing and Allied Health Literature, and Cochrane Library. Studies were included if they described implementation strategies used to support the integration of eHealth interventions into practice. Implementation strategies were categorized according to 9 categories defined by the Expert Recommendations for Implementing Change project: (1) engage consumers, (2) use evaluative and iterative strategies, (3) change infrastructure, (4)
adapt and tailor to the context, (5) develop stakeholder interrelationships, (6) use financial strategies, (7) support clinicians, (8) provide interactive assistance, and (9) train and educate stakeholders. Implementation outcomes were extracted according to the implementation outcome framework by Proctor and colleagues: (1) acceptability, (2) adoption, (3) appropriateness, (4) cost, (5) feasibility, (6) fidelity, (7) penetration, and (8) sustainability. Implementation success was extracted according to the study authors’ own evaluation of implementation success in relation to the used implementation strategies.

**Results:** The implementation strategies management support and engagement, internal and external facilitation, training, and audit and feedback were directly related to implementation success in several studies. No clear relationship was found between the number of implementation strategies used and implementation success.

**Conclusions:** This is the first review examining implementation strategies, implementation outcomes, and implementation success of studies reporting the implementation of eHealth programs for patients with chronic illnesses living at home. The review indicates that internal and external facilitation, audit and feedback, management support, and training of clinicians are of importance for eHealth implementation. The review also points to the lack of eHealth studies that report implementation strategies in a comprehensive way and highlights the need to design robust studies focusing on implementation strategies in the future.

**Trial Registration:** PROSPERO CRD42018085539; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=85539

(J Med Int Res 2019;21(9):e14255) doi:10.2196/14255
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chronic illness; eHealth; implementation; implementation strategies; implementation outcomes; realist review

**Introduction**

Electronic health (eHealth), defined as “health services and information delivered or enhanced through the Internet and related technologies” [1], has great potential for persons with chronic or long-term illnesses. For example, eHealth provides options for self-management, patient-provider communication, monitoring, and shared decision making [2-5]. A growing body of evidence indicates positive effects of eHealth services on patient health outcomes [6-9]. For example, telehealth is regarded as a safe option for delivery of self-management support [10], and internet-delivered cognitive behavioral therapy (ICBT) has shown promising results as an alternative to traditional face-to-face interventions among persons with chronic health illnesses [3]. Similarly, studies indicate that eHealth services can be effective in reducing hospital admissions for patients with chronic illnesses such as chronic obstructive pulmonary disease [11] and reducing symptoms of anxiety and depression [12] and may contribute to successful self-management of chronic pain [13]. Moreover, patients using eHealth services have reported high levels of acceptability and satisfaction [11,14], and health care providers have described clinical benefits from eHealth services [2]. Understanding more about the implementation of eHealth services for patients with chronic conditions, a large patient group with unpredictable disease trajectories and the need for coordinated long-term multidisciplinary follow-up, would be beneficial and could lead to successful implementation in other areas.

Even with a growing number of eHealth programs, many of which have shown promising results [15], the actual implementation of such programs into everyday use in clinical practice has proven to be challenging [16,17]. The implementation process can be demanding and requires significant effort to succeed [18]. The phase between the organizational decision to adopt an eHealth program and the health care providers’ routine use of that program is multifaceted and complex [4,15,18]. Implementation strategies, defined as “a systematic intervention process to adopt and integrate evidence-based health innovations into usual care” [19], can aid the implementation of eHealth programs into practice [18-20]. Implementation strategies constitute the how-to component of changing health care practice [20], and a number of known implementation strategies can possibly impact implementation success [19,21,22]. When implementation is initiated in a clinical health care setting, the use of implementation strategies refers to the concrete activities taken to make patients and health care providers start and maintain use of new evidence within the clinical setting. Implementation strategies are often part of an implementation plan, which describes what will be implemented, to whom, how and when, with the implementation strategies constituting the how-to in the plan. The implementation strategies can include a wide range of activities directed toward different stakeholders (eg, involvement of health care providers and patients, training and follow-up in the delivery of the clinical intervention, leadership engagement and internal and external support) [22]. The implementation strategies can be used as standalone (discrete) strategies or as a combination of strategies (multifaceted) [23]. Even though the research on implementation strategies is still in its infancy, there is a growing recognition that implementation will not happen automatically and that use of implementation strategies can be effective, particularly as they target those intending to use the new evidence directly [23,24].

Despite existing implementation strategy taxonomies and implementation process models (ie, practical guidance in the use of implementation strategies to facilitate implementation) [25], and the fact that some organizations have developed a set of implementation strategies for use in their own implementation processes [26], there is still limited understanding regarding which strategies to use and the relative importance of these strategies when promoting use of evidence-based interventions in clinical practice [22,27]. Notably, Greenhalgh and colleagues [28,29], who recently developed and tested a framework for nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) of health and care technologies, argue that technology implementation will not succeed until the complexities of
multiple, interacting domains (eg, the illness, the technology, the organization, and the implementation process) are taken into account and addressed. With the exception of a few initiatives such as the one taken by the Greenhalgh group, little emphasis has been placed on the planning of and reporting on implementation strategies related to the implementation of eHealth interventions into practice [30,31]. Research literature has summarized different aspects of eHealth implementation [18], including barriers and facilitators [32-34], frontline staff acceptance of eHealth technologies [35], patient recruitment strategies [36], and eHealth implementation in rural areas [31]. However, the empirical research literature on strategies for eHealth implementation has not yet been reviewed or summarized. Also, the relationship between implementation strategies, implementation outcomes, and implementation success is rarely adequately described.

Implementation outcomes can be measured by means of various methods (eg, qualitative, quantitative, mixed), and the success of the implementation effort can be evaluated on the basis of implementation outcomes [37]. When seeking to understand implementation outcomes, researchers have stated that the relative importance of each single outcome measurement may vary in importance depending on stakeholders and may have different consequences depending on setting [37]. This indicates that implementation success is not necessarily derived directly from the implementation outcome measurements. Therefore, assessment of implementation success in addition to implementation outcomes can, as pointed out by Proctor and colleagues [37], play an important role in understanding and assessing the success of the implementation effort.

This project sought to further research and gain knowledge in this area through a systematic realist review. The realist review approach involves identifying how and why interventions work (or fail to work) in different contexts and examines the links between context, mechanisms, and outcomes [38]. Unlike classical systematic reviews, realist reviews focus not only on if the program works but also on how, why, and for whom [38]. The approach is often described as “what works for whom under what circumstances and why.” As noted by Rycroft-Malone and colleagues [39], the realist review method is especially suited when conducting reviews on implementation, due to implementation processes’ complex, multifaceted nature and the limited understanding of their mechanisms of action [39]. This systematic realist review aimed to summarize evidence from empirical studies regarding (1) which implementation strategies were used when implementing eHealth interventions for patients with chronic illnesses living at home; (2) which implementation outcomes were achieved; and (3) the relationship between implementation strategies, implementation outcomes, and degree of implementation success.

**Methods**

**Overview**

A systematic realist review, by means of an aggregative approach using predefined concepts (ie, implementation strategies and implementation outcomes) [40] was considered suitable to provide an explanatory analysis focusing on which implementation strategies were used, in what circumstances, how, and leading to which implementation outcomes. In addition, as an evaluation of the reported implementation outcomes, the degree of implementation success was summarized qualitatively based on the study authors’ own definition. This review focused on the implementation of eHealth programs used by patients with chronic illness in their own homes. See Table 1 for details, key terms and definitions. The protocol for this realist systematic review has been registered and published in the Prospective Register of Systematic Reviews (PROSPERO; CRD42018085539).

### Table 1. Key terms and their definitions.

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>eHealth</td>
<td>Health services and information delivered or enhanced through the internet and related technologies [1]. Including but not limited to:</td>
</tr>
<tr>
<td></td>
<td>• mHealth (mobile health): health practice supported by mobile devices [41]</td>
</tr>
<tr>
<td></td>
<td>• Telehealth: using telecommunications and virtual technology to deliver health care outside of traditional health care facilities [42]</td>
</tr>
<tr>
<td></td>
<td>• Patient portals (secure online websites that give patients access to personal health information) [43]</td>
</tr>
<tr>
<td></td>
<td>For inclusion in this review, the eHealth program had to have patients/clients in their own homes as the primary users, optionally with support or involvement from health care providers. In this publication, the collective term eHealth is used unless a more specific definition is considered of essence.</td>
</tr>
<tr>
<td>Implementation</td>
<td>Process of putting to use or integrating evidence-based interventions within a setting [44].</td>
</tr>
<tr>
<td>Implementation strategy</td>
<td>Systematic intervention process to adopt and integrate evidence-based health innovations into usual care [19]. The Expert Recommendations for Implementing Change project has defined and sorted implementation strategies into a taxonomy consisting of the following categories: (1) engage consumers, (2) use evaluative and iterative strategies, (3) change infrastructure, (4) adapt and tailor to the context, (5) develop stakeholder interrelationships, (6) use financial strategies, (7) support clinicians, (8) provide interactive assistance, and (9) train and educate stakeholders [22].</td>
</tr>
<tr>
<td>Implementation outcome</td>
<td>Effects of deliberate and purposive actions to implement new treatments, practices, and services [37]. Proctor and colleagues [37] have defined and sorted implementation outcomes into the implementation outcome framework consisting of the following terms: (1) acceptability, (2) adoption, (3) appropriateness, (4) costs, (5) feasibility, (6) fidelity, (7) penetration, and (8) sustainability.</td>
</tr>
</tbody>
</table>
Literature Search

A systematic literature search was performed by the librarian (MØ) in the electronic databases MEDLINE, Embase, PsychInfo and Allied and Complementary Medicine Database (Ovid), Cumulative Index to Nursing and Allied Health Literature (EBSCOhost), Scopus, and Cochrane Library. The search terms were developed by the first author (CV) and the librarian (MØ) using a combination of keywords and database-specific headings and covered the period from January 1, 2006, to October 4, 2018. The starting point for the review period was set to the year of the first issue of the journal Implementation Science (2006), since there was a pronounced focus on implementation from that point, although some researchers had been working within this field earlier. The basic search strategy (Multimedia Appendix 1) was modified for use in each database. Additional studies were detected based on references and citations in the included studies.

Criteria for Considering Studies for the Review

Inclusion criteria for studies in the review were the reporting of implementation strategies used in the implementation of eHealth programs seeking to support adults with chronic illness in their own homes. Studies were included only if they provided a description of the implementation strategies they had used. Studies were, for example, excluded if they only mentioned training had been conducted or management had been involved without any further description of the content of the training or management engagement.

The following illnesses were included: chronic disease, arthritis, chronic pain, chronic obstructive pulmonary disease, obesity, diabetes mellitus, and mental disorder. Empirical studies in English, Dutch, and Scandinavian languages published in peer-reviewed journals were included. All study designs were included. Literature reviews, meta-analyses, theoretical articles, book chapters, editorials, study protocols, dissertations, studies published in abstract form only, and duplicates were excluded. eHealth programs involving primarily children, adolescents, and family care givers or solely for health care providers were excluded.

Study Selection Process

All titles and abstracts were reviewed by the first author (CV). Irrelevant publications (eg, studies focusing on non-eHealth programs) were excluded. Next, two of the authors (CV and one of the coauthors) independently reviewed titles and abstracts using the systematic review software Covidence (Veritas Health Innovation). When the authors were in agreement, the studies were included for full-text review. When the authors were not in agreement, the first author (CV) conducted a second review and subsequently made a decision. If there was doubt, the study was selected for full-text review. Next, CV and one of the coauthors independently reviewed full-text studies separately. When the authors agreed, the studies were included. If the authors disagreed, the first author conducted a second review and subsequently made a final decision. The authors met several times during this process in order to discuss and reach agreement on the understanding of the inclusion and exclusion criteria.

Data Extraction and Evidence Appraisal

Data were extracted using a data extraction form developed by the authors for the purpose of this review relating to the study details, country of origin, design, setting, population, demographics, intervention, implementation framework, implementation strategies, implementation outcomes, and implementation success. NVivo software version 11 (QSR International) was used to organize and facilitate the extraction. The data extraction was guided by the aims of the review, focusing on (1) implementation strategies used, (2) implementation outcomes achieved, and (3) the relationship between implementation strategies, implementation outcomes, and degree of implementation success. The identified implementation strategies were sorted according to the 9 categories defined by the Expert Recommendations for Implementing Change (ERIC) project [22]. See Table 2 for specific description of implementation strategies. The identified implementation outcomes were sorted by the 8 categories in the implementation outcome framework defined by Proctor and colleagues [37]. See Table 3 for specific description of implementation outcomes. The taxonomies of ERIC and Proctor have been successfully used by other researchers [45-47] and were used in this review. Implementation success was extracted according to the study authors’ own evaluation of implementation success in relation to the implementation strategies used, not based on a specific framework. The data extraction was conducted in two steps. First, implementation strategies, implementation outcomes, and implementation success were extracted separately. Next, these 3 sets of data were put together in a table to evaluate their interrelationships (eg, qualitatively assessing whether certain combinations were more common than others). The first author (CV) extracted data from all included studies. A second author (SMK) validated the data extraction of 25% (3/12) of the included studies.

Traditional quality assessment of the included studies in this review was not undertaken. The realist review methodology does not lean on the traditional study hierarchy assessment with the randomized controlled trials at the top, as it is acknowledged that multiple methods are needed to cover the entire picture of what works for whom and under which circumstances [38]. The relevance of the included studies was considered based on each study’s ability to answer the research questions of the review, including that the studies had provided at least a minimum description of the content of the implementation strategies used to be incorporated. Rigor was considered related to the study authors’ credibility based on the conclusions made in the included studies.
Table 2. Implementation strategies (adapted from Waltz and colleagues [22]).

<table>
<thead>
<tr>
<th>Implementation strategies</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engage consumers</td>
<td>Involving, preparing, and intervening with patients and the market to involve them and increase demand for the clinical innovation</td>
</tr>
<tr>
<td>Use evaluative and iterative strategies</td>
<td>Planning and conducting the implementation process, including activities such as make a plan, assess for readiness, identify barriers and facilitators, evaluate performance and progress, and provide audit and feedback</td>
</tr>
<tr>
<td>Change infrastructure</td>
<td>Changing external structures such as legislation models, as well as internal conditions such as facilities and equipment</td>
</tr>
<tr>
<td>Adapt and tailor to the context</td>
<td>Tailoring the innovation to meet local needs and tailoring the implementation strategies toward the identified barriers and facilitators</td>
</tr>
<tr>
<td>Develop stakeholder interrelationships</td>
<td>Involving relevant internal and external stakeholders to support and move the implementation process forward</td>
</tr>
<tr>
<td>Use financial strategies</td>
<td>Changing the patient billing systems, fee structures, reimbursement policies, research funding, and clinician incentives</td>
</tr>
<tr>
<td>Support clinicians</td>
<td>Supporting clinical staff performance</td>
</tr>
<tr>
<td>Provide interactive assistance</td>
<td>Supporting implementation issues</td>
</tr>
<tr>
<td>Train and educate stakeholders</td>
<td>Providing written and oral training</td>
</tr>
</tbody>
</table>

Table 3. Implementation outcomes (adapted from Proctor and colleagues [37]).

<table>
<thead>
<tr>
<th>Implementation outcomes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptability</td>
<td>Perception that a given treatment, service, practice, or innovation is agreeable, palatable, or satisfactory</td>
</tr>
<tr>
<td>Adoption</td>
<td>Intention, initial decision, or action to try or employ an innovation or evidence-based practice</td>
</tr>
<tr>
<td>Appropriateness</td>
<td>Perceived fit, relevance, or compatibility of the innovation or evidence-based practice for a given practice setting, provider, or consumer and/or perceived fit of the innovation to address a particular issue or problem</td>
</tr>
<tr>
<td>Cost</td>
<td>Cost impact of an implementation effort (incremental or implementation cost)</td>
</tr>
<tr>
<td>Feasibility</td>
<td>Extent to which a new treatment or innovation can be successfully used or carried out within a given agency or setting</td>
</tr>
<tr>
<td>Fidelity</td>
<td>Degree to which an intervention was implemented as it was prescribed in the original protocol or intended by the program developers</td>
</tr>
<tr>
<td>Penetration</td>
<td>Integration of a practice within a service setting and its subsystems</td>
</tr>
<tr>
<td>Sustainability</td>
<td>Extent to which a newly implemented treatment is maintained or institutionalized within a service setting’s ongoing, stable operations</td>
</tr>
</tbody>
</table>

Results

Overview of Included Studies

The search generated 10,480 unique references. From these references, 5353 were excluded based on the title alone and an additional 4890 were excluded based on the abstract. The inconsistency in terms used in the research literature on eHealth and implementation strategies led to a large number of hits on irrelevant studies. Most of these studies were therefore excluded, and 237 studies were selected for full text evaluation. Following evaluation by two independent authors (ie, the first author and one coauthor), 11 studies met all inclusion criteria and were included [48-58]. In addition, one study was included based on a manual search of references and citations in the first 11 included studies [59]. See Figure 1 for details on the study selection process.
Seven of the 12 included studies used qualitative research design [48,50,52,53,55,58,59], 2 used quantitative design in terms of surveys [51,56], and 3 used mixed-methods design [49,54,57]. Of the final 12 included studies, 2 studies were conducted in the United States [50,54], one in Canada [51], 5 in the United Kingdom [48,52,53,55,59], 2 in the Netherlands [49,56], one in Norway [58], and one in New Zealand [57]. All 12 were published in English.

Two of the 12 included studies were conducted in early phases of the implementation (i.e., up to 3 months after implementation startup) [50,56]. Four studies were conducted 4 to 12 months after implementation startup, defined as middle phase [48,49,53,55]. The remaining 6 studies were conducted more than 1 year after implementation startup, defined as late phase [51,52,54,57,59], and 4 of these had multiple data collection time points [51,52,54,59].

**eHealth Programs and Patient Groups**

Of the 12 included studies, 5 targeted the use of online clinical monitoring programs including patient-provider communication [48,52,53,55,59]. Three studies targeted use of ICBT [51,56,58]. Two used video consultations [49,54], one studied the implementation of both video consultation and ICBT [50], and one targeted online personal health records [57].

Four of the 12 studies included patients with somatic illnesses (chronic obstructive pulmonary disease, chronic heart failure, and chronic pain) [48,53,55,56]. 3 studies included patients with mental health challenges (anxiety and depression) [50,51,58], and 5 studies included patients with long-term illnesses in general [49,52,54,57,59].

**Implementation Frameworks and Models**

Of the total 12 studies, 8 used implementation frameworks or models to guide the analysis of implementation strategies and/or implementation outcomes. Two studies used the reach effectiveness, adoption, implementation, maintenance framework [50,54], and 2 studies used the normalization process theory [52,58]. Other frameworks/models were used by one study each: consolidated framework for implementation research [51], structurationism [49], promoting action on research implementation in health services [54] and the plan do study act cycle [55]. Finally, one study used the theoretical domains framework in combination with the technology acceptance model [56]. See Table 4 for details.
Table 4. Overview of included studies.

<table>
<thead>
<tr>
<th>First author</th>
<th>Patient groups</th>
<th>eHealth</th>
<th>Setting</th>
<th>Implementation project</th>
<th>Implementation framework</th>
<th>Implementation stage</th>
<th>Study design</th>
<th>Data collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bailey [48]</td>
<td>COPD&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Clinical monitoring</td>
<td>Sheltered housing</td>
<td>4 tenants used telehealth for 16 weeks</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Middle&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Case study (QUAL&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>Self-report assessment, observation, focus groups, interviews, workshops</td>
</tr>
<tr>
<td>Boonstra [49]</td>
<td>Long-term illnesses</td>
<td>Video consultation</td>
<td>Homecare</td>
<td>From a database of 11,000 regular customers in 2006, 36 used the system</td>
<td>Structurationism</td>
<td>Middle</td>
<td>Single case study (MIXED)</td>
<td>Interviews, workshops, written reports, policy plans, meeting minutes, observations, quantitative data on system use</td>
</tr>
<tr>
<td>Fortney [50]</td>
<td>Depression</td>
<td>ICBT&lt;sup&gt;e&lt;/sup&gt;, Beating the Blues, video consultation</td>
<td>Primary care safety net clinics</td>
<td>Implement EBP&lt;sup&gt;f&lt;/sup&gt; in 6 federally qualified health centers</td>
<td>RE-AIM&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Early&lt;sup&gt;h&lt;/sup&gt;</td>
<td>Quality improvement methods (QUAL)</td>
<td>Qualitative needs assessments</td>
</tr>
<tr>
<td>Hadjis-tavropoulos [51]</td>
<td>Anxiety, depression</td>
<td>ICBT, Wellbeing Course</td>
<td>Community mental health clinics</td>
<td>ICBT implementation in 7 community mental health clinics</td>
<td>CFIR&lt;sup&gt;i&lt;/sup&gt;</td>
<td>Late&lt;sup&gt;j&lt;/sup&gt;</td>
<td>Process evaluation (QUANT&lt;sup&gt;k&lt;/sup&gt;)</td>
<td>Online survey</td>
</tr>
<tr>
<td>Hendy [52]</td>
<td>Long-term illnesses</td>
<td>Clinical monitoring, WSD&lt;sup&gt;l&lt;/sup&gt;</td>
<td>Primary care trusts</td>
<td>Case studies of 3 sites forming the WSD program</td>
<td>NPT&lt;sup&gt;m&lt;/sup&gt;</td>
<td>Late</td>
<td>Comparative, longitudinal, qualitative, ethnographic case study (QUAL)</td>
<td>Interviews, meeting observations, document review</td>
</tr>
<tr>
<td>Hendy [59]</td>
<td>Long-term illnesses</td>
<td>Clinical monitoring, WSD</td>
<td>Health and social care organizations</td>
<td>Case studies representing 5 large public sector health organizations</td>
<td>N/A</td>
<td>Late</td>
<td>Longitudinal, ethnographic case studies (QUAL)</td>
<td>Observations, document review, informal discussions, interviews</td>
</tr>
<tr>
<td>Horton [53]</td>
<td>COPD</td>
<td>Clinical monitoring</td>
<td>Homecare</td>
<td>During the 6-month implementation period, only 10 users had been recruited to the scheme</td>
<td>N/A</td>
<td>Middle</td>
<td>Case study (QUAL)</td>
<td>Focus groups, field notes, meeting minutes</td>
</tr>
<tr>
<td>Lindsay [54]</td>
<td>PTSD&lt;sup&gt;n&lt;/sup&gt;, anxiety, depression, insomnia, chronic pain, SUD&lt;sup)o&lt;/sup&gt;</td>
<td>Video consultation, Video to Home</td>
<td>VA&lt;sup&gt;p&lt;/sup&gt; Medical Center</td>
<td>This 2-year project included 93 patients</td>
<td>PARIHS&lt;sup&gt;q&lt;/sup&gt;, RE-AIM</td>
<td>Late</td>
<td>Mixed-method program evaluation (MIXED)</td>
<td>Interviews, quantitative data on system use</td>
</tr>
<tr>
<td>Taylor [55]</td>
<td>COPD, chronic HF&lt;sup&gt;r&lt;/sup&gt;</td>
<td>Clinical monitoring</td>
<td>Community health care</td>
<td>4 community nursing settings involved in 7-month program of action research</td>
<td>PDSA&lt;sup&gt;s&lt;/sup&gt;</td>
<td>Middle</td>
<td>Case studies and action research methodologies (QUAL)</td>
<td>Workshop observations, focus groups, document review, field notes</td>
</tr>
</tbody>
</table>
### Implementation Strategies Reported

#### Overview

Nine of the 12 included studies reported the use of an overarching implementation strategy such as training [48,56,58], external facilitation [50,51,54], managerial strategies [59], action research [55], or a mixture of several discrete strategies [57]. Three studies did not describe any overarching implementation strategy, only describing the discrete strategies used [49,52,53].

When sorted according to the ERIC categories [22], 5 of the 12 studies reported implementation strategies within 7 or 8 categories [49-51,55,57], 2 reported implementation strategies within 5 or 6 categories [52,54], 2 reported implementation strategies within 3 or 4 categories [48,59], and 3 reported implementation strategies within 1 or 2 categories [53,56,58].

The category of implementation strategies most frequently reported was train and educate stakeholders (n=10), followed by change infrastructure (n=8), development of the technology (n=8), use evaluative and iterative strategies (n=7), engage consumers (n=6), adapt and tailor to the context (n=5), use financial strategies (n=5), support clinicians (n=5), and finally provide interactive assistance (n=4). See Table 5 for details.

<table>
<thead>
<tr>
<th>First author</th>
<th>Patient groups</th>
<th>eHealth</th>
<th>Setting</th>
<th>Implementation project</th>
<th>Implementation framework</th>
<th>Implementation stage</th>
<th>Study design</th>
<th>Data collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terpstra [56]</td>
<td>Chronic pain</td>
<td>ICBT, <em>Master Your Pain</em></td>
<td>Mental health care institutions</td>
<td>13 mental health care institutions</td>
<td>TDF&lt;sup&gt;a&lt;/sup&gt;, TAM&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Early</td>
<td>Descriptive design (QUANT)</td>
<td>Evaluation questionnaire</td>
</tr>
<tr>
<td>Wells [57]</td>
<td>Chronic illness</td>
<td>Online PHR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Health delivery organizations</td>
<td>Health care organizations that had had a PHR in place for at least 12 months</td>
<td>N/A</td>
<td>Late</td>
<td>Grounded theory inductive approach (MIXED)</td>
<td>Interviews, Web-based survey</td>
</tr>
<tr>
<td>Wilhelmson [58]</td>
<td>Depression</td>
<td>ICBT, <em>MoodGYM</em></td>
<td>General practice</td>
<td>3-day training package for GPs&lt;sup&gt;d&lt;/sup&gt; on ICBT</td>
<td>NPT</td>
<td>Late</td>
<td>Qualitative study (QUAL)</td>
<td>Telephone interviews</td>
</tr>
</tbody>
</table>

<sup>a</sup>COPD: chronic obstructive pulmonary disease.
<sup>b</sup>N/A: not applicable.
<sup>c</sup>Middle: 4-12 months postimplementation startup.
<sup>d</sup>QUAL: qualitative.
<sup>e</sup>ICBT: internet-delivered cognitive behavioral therapy.
<sup>f</sup>EBP: evidence-based practice.
<sup>g</sup>RE-AIM: reach, effectiveness, adoption, implementation, maintenance framework.
<sup>h</sup>Early: 0-3 months postimplementation startup.
<sup>i</sup>ICBT: internet-delivered cognitive behavioral therapy.
<sup>j</sup>Late: >12 months postimplementation startup.
<sup>k</sup>QUANT: quantitative.
<sup>l</sup>WSD: Whole Systems Demonstrator.
<sup>m</sup>NPT: normalization process theory.
<sup>n</sup>PTSD: posttraumatic stress disorder.
<sup,o</sup>SUD: substance use disorder.
<sup>p</sup>VA: Veterans Affairs.
<sup>q</sup>PARIHS: promoting action on research implementation in health services.
<sup>r</sup>HF: heart failure.
<sup>s</sup>PDSA: plan, do, study, act.
<sup>t</sup>TDF: theoretical domains framework.
<sup>u</sup>TAM: technology acceptance model.
<sup>v</sup>PHR: patient health record.
<sup>w</sup>GP: general practitioner.
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Table 5. Categories of implementation strategies [22] used in the included studies.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Engage consumers</th>
<th>Use evaluative and iterative strategies</th>
<th>Change infrastructure</th>
<th>Adapt and tailor to the context</th>
<th>Develop stakeholder interrelationships</th>
<th>Use financial strategies</th>
<th>Support clinicians</th>
<th>Provide interactive assistance</th>
<th>Train and educate stakeholders</th>
<th>Total categories reported</th>
<th>Overarching implementation strategy (study authors’ description)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bailey [48]</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>Training</td>
</tr>
<tr>
<td>Boonstra [49]</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>Not reported</td>
</tr>
<tr>
<td>Fortney [50]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>External facilitation/mixed</td>
</tr>
<tr>
<td>Hadjistavropoulos [51]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>External facilitation</td>
</tr>
<tr>
<td>Hendy [52]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td>5</td>
<td>Not reported</td>
</tr>
<tr>
<td>Hendy [59]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td>4</td>
<td>Managerial strategies</td>
</tr>
<tr>
<td>Horton [53]</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>Not reported</td>
</tr>
<tr>
<td>Lindsay [54]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td>External facilitation</td>
</tr>
<tr>
<td>Taylor [55]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>Action research</td>
</tr>
<tr>
<td>Terpstra [56]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>Training</td>
</tr>
<tr>
<td>Wells [57]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>Mixed</td>
</tr>
<tr>
<td>Wilhelmisen [58]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>Training</td>
</tr>
<tr>
<td>Total</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Engage Consumers**

Six of the 12 studies reported trying to reach and engage patients as one of their implementation strategies. This included advertising about the eHealth program to patients within their own institutions and/or to the wider community by means of newsletters, webpages, television, radio, newspapers, and direct contact with patients [49-51,57]. Other implementation strategies reported used to engage patients were inclusion of patients in research activities [55] and technical setup and support for patients in their homes [48,49].

**Use Evaluative and Iterative Strategies**

Seven of the 12 studies reported use of different evaluative and iterative strategies, either as stand-alone strategies or in combination with other strategies. Three of the 12 studies had made an implementation plan [50,55,57], 1 study had a business plan [49], and 1 study had included the eHealth implementation in the organizational vision statement [57]. Three studies focused on readiness, barriers, and facilitators [50,51,54]. Five studies reported that they made use of multiple stakeholder teams [50-52,55,57], and 1 study reported support from local clinical champions [50]. Five of the 12 studies reviewed the implementation progress [51,52,54,55,57], and 4 of them provided audit and feedback by feeding the information about the implementation progress back to the clinicians [51,54,55,57].

**Change Infrastructure**

Eight of the 12 studies reported purchase or acquisition of new electronic equipment as an implementation strategy [48-50,52-55,59].

**Adapt and Tailor to the Context**

Four of the 12 studies reported that they had cooperated with clinical staff to ensure tailoring of the eHealth program to meet local needs and organizational capabilities [50,54,55,57]. One study had cooperated with involved stakeholders to obtain a consistent implementation plan [49].

**Develop Stakeholder Interrelationships**

Four of the 12 studies reported involving multiple stakeholder teams at the overall management level, including representatives of the participating organizations such as care delivery organizations, telecom firms, insurance firms, commissioners, and industry [49,51,55,57]. Onsite project teams were established in 4 of the 12 studies [49,52,54,55,57]. Onsite clinical champions supported and promoted adoption of the eHealth program in 5 studies [50,52,54,55,57]. Management support and endorsement were reported in 3 studies [52,57,59]. One study also had visited other clinics to discuss concerns and impart their knowledge and experience [57].

**Use Financial Strategies**

Five of the 12 studies reported that they used financial strategies related to the funding of the implementation projects [49,51,52], future cost-effectiveness aspects [49], and future financial investment aspects [55]. Incentives directed toward physicians’ performance indicators and monetary incentives and the use of gift card bonuses for clinicians were reported [57].
Support Clinicians
Four of the 12 studies had supported clinicians by recruiting new staff, establishing new roles, and supporting work process redesign [49,52,55,57]. Reminders to clinicians to prompt them to use the new eHealth programs were also reported [51].

Provide Interactive Assistance
Four of the 12 studies reported that they had used external researchers, consultants, or practitioners to provide external facilitation in terms of problem solving and support [50-52,54]. Training for local superusers was also reported conducted [54].

Train and Educate Stakeholders
Ten of the 12 studies reported that they had conducted training and teaching for clinicians about the eHealth programs being implemented. The education was reported as containing aspects related to the delivery of the clinical programs via eHealth [48,50-58], as well as technical aspects related to the eHealth software [48,51,57]. Six studies reported on the length of training and described a wide variety of time span, ranging from 2 to 3 hours [48,50,53] to 1 to 3 days [51,56,58].

Implementation Outcomes Reported
Overview
All the 12 included studies reported implementation outcomes, ranging from 1 to 6 in each study. The 3 most frequently reported were acceptability, penetration, and adoption. See Table 6 for details on implementation strategies used and implementation outcomes reported.
# Table 6. Implementation strategies used and implementation outcomes reported in the included studies.

<table>
<thead>
<tr>
<th>First author</th>
<th>Implementation strategies</th>
<th>Implementation outcomes</th>
<th>Implementation success</th>
<th>Study authors’ evaluation of implementation success in relation to implementation strategies used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bailey [48]</td>
<td>Engage consumers, change infrastructure, train and educate stakeholders</td>
<td>+/−</td>
<td>N/A</td>
<td>N/A N/A N/A N/A N/A N/A 2 Successful due to training and follow-up support</td>
</tr>
<tr>
<td>Boonstra [49]</td>
<td>Engage consumers, use evaluative and iterative strategies, change infrastructure, adapt and tailor to the context, use financial strategies, support clinicians, train and educate stakeholders</td>
<td>+/−</td>
<td>N/A</td>
<td>N/A N/A N/A N/A N/A 5 Unsuccessful due to limited managerial agency and inconsistencies in some of the choices made during implementation phase</td>
</tr>
<tr>
<td>Fortney [50]</td>
<td>Engage consumers, use evaluative and iterative strategies, change infrastructure, adapt and tailor to the context, provide interactive assistance, train and educate stakeholders</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A N/A N/A N/A 7 Engage consumers, use evaluative and iterative strategies, develop stakeholder interrelationship, use financial strategies, support clinicians, train and educate stakeholders</td>
</tr>
<tr>
<td>Hadjistavropoulos [51]</td>
<td>Engage consumers, use evaluative and iterative strategies, develop stakeholder interrelationship, use financial strategies, support clinicians, train and educate stakeholders</td>
<td>+/−</td>
<td>N/A</td>
<td>N/A N/A N/A N/A 5 Successful due to ICBT® program, implementation processes, and external facilitation. Could have been even better if planned in advance, all staff in the health region were informed about ICBT, and more resources were available</td>
</tr>
<tr>
<td>Hendy [52]</td>
<td>Use evaluative and iterative strategies, change infrastructure, develop stakeholder interrelationship, support clinicians, train and educate stakeholders</td>
<td>N/A</td>
<td>−</td>
<td>N/A N/A N/A N/A 3 Unsuccessful despite resources deployed</td>
</tr>
<tr>
<td>Hendy [59]</td>
<td>Change infrastructure, develop stakeholder interrelationship, use financial strategies, provide interactive assistance</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A N/A N/A N/A 1 Unsuccessful due to lack of trust in individual managers</td>
</tr>
<tr>
<td>Horton [53]</td>
<td>Change infrastructure, train and educate stakeholders</td>
<td>−</td>
<td>N/A</td>
<td>N/A N/A N/A N/A N/A 1 Unsuccessful despite training and follow-up support</td>
</tr>
<tr>
<td>First author</td>
<td>Implementation strategies</td>
<td>Implementation outcomes</td>
<td>Study authors’ evaluation of implementation success in relation to implementation strategies used</td>
<td></td>
</tr>
<tr>
<td>--------------</td>
<td>----------------------------</td>
<td>-------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Lindsay [54]</td>
<td>Successful due to implement</td>
<td>Use evaluative and iter-</td>
<td>6 ++ N/A N/A ++ – – + + 6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ation facilitation strategy involving external and internal facilitators, especially clinical champions and training</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ation strategies, change infrastructure, adapt and tailor to the context, develop stakeholder interrelationship, provide interactive assistance, train and educate stakeholders</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Engage consumers, use evaluative and iterative strategies, change infrastructure, adapt and tailor to the context, develop stakeholder interrelationship, use financial strategies, support clinicians, train and educate stakeholders</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Engagement consumers, use evaluative and iterative strategies, adapt and tailor to the context, develop stakeholder interrelationship, use financial strategies, support clinicians, train and educate stakeholders</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Terpstra [56]</td>
<td>Successful organizations actively communicated their vision; engaged leaders at all levels; had clear governance, planning, and protocols; set targets; and celebrated achievement. The most effective strategy for patient uptake was through health professional encouragement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wells [57]</td>
<td>Not successful due to lack of practical training of module follow-ups in the course</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wilhelm-</td>
<td>Successful due to implementation facilitation strategy involving external and internal facilitators, especially clinical champions and training</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>Acceptability</th>
<th>Adoption Appropriateness</th>
<th>Cost</th>
<th>Feasibility</th>
<th>Fidelity</th>
<th>Penetration</th>
<th>Sustainability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lindsay [54]</td>
<td>6</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Taylor [55]</td>
<td>8</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+/-</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Wells [57]</td>
<td>7</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+/-</td>
<td>N/A</td>
</tr>
<tr>
<td>Wilhelm-</td>
<td>1</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Total</td>
<td>8</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>3</td>
</tr>
</tbody>
</table>

\[a\]^Mixed/neutral outcomes. 
\[b\]^Not applicable. 
\[c\]^Negative outcomes. 
\[d\]^Positive outcomes. 
\[e\]^ICBT: internet-delivered cognitive behavioral therapy.
Acceptability

Four of the 12 studies reported that health care providers had shown positive attitudes toward the eHealth program implemented [54,56-58]. One study reported low acceptability of their intervention [53]. Three studies reported mixed attitudes in that some were positive and some experienced the new eHealth program as a threat to or disturbance of their work [48,49,51].

Adoption

Four of the 12 studies reported challenges regarding the adoption of the eHealth programs into their clinical practice, describing difficulties motivating the clinicians to approach their clients with the new eHealth program [49,51-53]. Time available and time frame given were also reported to pose organizational challenges [48,52]. None of the included studies presented solely positive descriptions of the adoption of the eHealth programs.

Appropriateness

Only 1/12 included studies reported on appropriateness, stating that the technology might not always be appropriate, for example, if advanced age, poverty, or serious illnesses might amplify the clients’ vulnerability [49].

Cost

Three studies mentioned costs. One study reported no additional costs related to the eHealth implementation [51], 1 study reported travel expenditures saved [54], and 1 study described being unable to calculate costs due to lack of robust data [55].

Feasibility

Four of the 12 studies reported low feasibility for their eHealth programs [49,51,52,54], describing the innovations as an interruption to the real work and as difficult to integrate with existing patient workloads.

Fidelity

Fidelity was reported in only 1 of the 12 studies, stating that high fidelity was difficult to achieve due to providers’ need to remain flexible and the program needed to be adapted to the technology platform already present in the clinical setting [54].

Penetration

Four studies presented how many patients received an eHealth program [50,52,54,57], only one of which reported satisfaction with how many patients received the program [54]. Two studies indicated limited numbers of patients who received the eHealth program being studied, but did not provide exact figures [49,51].

Sustainability

Three of the 12 included studies reported sustainability. In two instances, the eHealth programs were sustained after the implementation efforts [50,54], while the third did not achieve sustainability [52].

Implementation Success Reported

All studies except one [56] reported on implementation success. The majority provided a direct [48,50,52,57-59] or indirect [49,53,54] description of how they defined implementation success. This spanned from concrete definitions such as “the number of people in each site using the new service” [59] to more vague descriptions such as “change in terms of telecare appropriation was realized” [49]. As the assessment of implementation success was used as a means to evaluate the reported implementation outcomes in this review, and implementation success is often derived directly from the implementation outcomes, the two aspects (ie, success and outcome) were not necessarily mutually exclusive. Four studies reported that the implementation had been successful [48,51,54,57], while 5 studies reported unsuccessful implementation [49,52,53,58,59]. Two studies reported mixed results, with implementation being successful at some of the sites and unsuccessful at the others [50,55].

Relationship Between Implementation Strategies, Implementation Outcomes, and Implementation Success

In the 12 included studies, no relationship was detected between implementation strategies [22] and implementation outcomes [37].

Regarding implementation success, the implementation strategies management support and engagement, internal and external facilitation, training, and audit feedback were directly related to implementation success in several studies. For example, management support and engagement were highlighted as important for implementation success in 1 study [57], and lack of trust or limited managerial agency was described as a contributing factor to implementation failure in 2 other studies [49,59]. Furthermore, external facilitation was reported to be important for implementation success in 4 studies [50,51,54,55]. Internal facilitation, especially the support and engagement of clinical or implementation champions, was highlighted as important for the implementation success in 2 studies [54,55]. In addition, training and education of stakeholders were used as implementation strategies in studies reporting successful [48,54,56] as well as unsuccessful implementation [53,58].

No clear relationship was found between the number of implementation strategies used and implementation success. For example, of 3 studies using a range of implementation strategies, 1 reported implementation success [51], 1 reported implementation failure [49], and 1 reported mixed results [55]. Furthermore, of 2 studies using training and education of stakeholders as the only implementation strategy, 1 reported implementation success [56] and 1 reported implementation failure [58]. There was no relationship between reported implementation success and use of implementation frameworks.

Discussion

Summary of Evidence and Comparison With Prior Work

This systematic realist review used the categorization of implementation strategies by the ERIC taxonomy [21,22] and the implementation outcome framework by Proctor and colleagues [37] as data extraction templates. As no specific framework exists for implementation success, this was qualitatively summarized based on the study authors’ own
definition. The review identified and synthesized 12 studies examining implementation strategies, implementation outcomes, and implementation success related to the implementation of eHealth programs for patients with chronic illnesses. Findings show that there has so far been little focus on reporting implementation strategies for eHealth implementation where the patient is the main user of the program. Also, there appears to be great variety in implementation terms used and considerable vagueness in the description of implementation aspects, which led the authors to have to screen a number of irrelevant full-text studies. There were also challenges in the data extraction process due to inconsistency in terminology used in the studies. Other researchers have also pointed to inconsistencies in use of terminology and definitions related to implementation [20,60,61]. Due to great heterogeneity in the included studies with regard to types of patient conditions, eHealth interventions, and phases of implementation, it was not possible to detect any relationship between these factors related to implementation strategies, implementation outcomes, and implementation success.

A wide range of implementation strategies were used in the studies included in the review. The most frequently used categories of implementation strategies were train and educate stakeholders, change infrastructure, and develop stakeholder interrelationships. Included in the latter category is involvement of champions, which has also been identified as central to implementation success by other reviews [62,63]. Several of the included studies reported training of health care personnel as a preferred implementation strategy, and this strategy was also found to be widely used by others, even though effects appear inconsistent [62,64]. Despite recent evidence pointing to tailored implementations as effective [62,65], only 4 studies in the review reported that they had tailored the eHealth intervention to meet the context where the implementation took place. Also, several frameworks for technology implementation have pointed to the importance of contextual factors as key elements to address in order to succeed, including the CeHRes (Center for eHealth Research and Disease Management) roadmap [66] and the NASSS framework [28]. The limited use of tailoring so far in the implementation context could potentially be one explanation for the limited implementation success to date.

Implementation outcomes were reported in all 12 studies included in this review, with each individual study reporting between 1 and 6 implementation outcomes. The implementation outcomes most frequently reported were acceptability and feasibility. Although not the topic of this review, it is also worth mentioning that if the patient outcomes (eg, effect of the intervention) do not occur, positive implementation outcomes and implementation success does not have much impact.

In order to still allow for an evaluation of how successful the implementation had been when the implementation outcome framework was not suitable enough for a mechanism evaluation, implementation success was also included in this equation. Regarding implementation success, 4 of the included 12 studies reported success, 5 reported lack of success, and 2 reported mixed results. Training and education of stakeholders showed mixed relations to implementation success, indicating that the content, duration, and facilitation of the training are important for training effectiveness. The studies offering the most training are not necessarily the most successful, indicating that other factors (eg, clinician motivation and intention to use the new eHealth program) also play an important role [4]. This review suggests that a combination of software training and training in how to use the technology in daily work may be necessary. These findings are in line with other reviews that have also highlighted training, support, and supervision as key factors in order for clinicians to start using new eHealth programs [30,35].

Due to the limited coverage provided by the implementation outcome framework, as described above, no clear relationship between implementation outcomes and implementation success could be detected in the review. For example, one of the studies showed that the implementation can be successful or experienced as successful even with negative scores on some of the implementation outcomes concepts [54]. However, in more than half of the studies in the review, there was coherence between the ratings on implementation outcomes and implementation success [49,50,52,53,55,57,59]. Due to the limited number of implementation outcome concepts covered, however, this finding must be interpreted with caution. Given a more comprehensive reporting on implementation outcomes, the coherence could have been different. The relationship between implementation outcomes and implementation success still appears a conundrum. This has also been pointed out by others [37] and should be further investigated in future studies.

Although not the topic of this review, it is also worth mentioning that if the patient outcomes (eg, effect of the intervention) do not occur, positive implementation outcomes and implementation success does not have much impact.

Another important finding from the review is that several studies showed the implementation strategies related to management engagement to be directly related to implementation success. Other researchers have found leadership to be crucial in order to succeed with implementation of evidence-based practice and have also pointed to the setting in which the leader operates as being of importance [67].

The successful implementation efforts identified in this review, reaching sustainability for more than 1 year after start-up [51,54,57], were all related to use of a mixture of several implementation strategies and were also supported by internal and external facilitation. All of these studies also provided audit and feedback, one of the implementation strategies with evidence for effectiveness [62,68].

No clear relationship was found in the review between the number of implementation strategies used and implementation success. The successful implementation projects described used multifaceted strategies. However, one study used a single
strategy and was still successful [56]. This shows that the quality of an implementation strategy might be more important than the quantity, which is in line with a former review concluding that multifaceted strategies are not necessarily more effective than single strategies [64].

Despite the importance of describing and sharing information about unsuccessful implementations, the continued degree of unsuccessful implementation efforts is disturbing and gives cause for concern. It is, however, possible that the lack of a systematic implementation approach and the lack of employing proposed successful implementation strategies can provide explanation for this challenge.

Finally, the results from this review also indicate that reaching sustainability is and remains a challenge despite use and focus on implementation strategies.

Implications for Research and Practice
This systematic realist review clearly demonstrates a need for more studies that report on implementation strategies, implementation outcomes, implementation success, and the relationship among these in eHealth implementation. The research on implementation strategies is still in its infancy, and more work is needed to better understand how implementation strategies can contribute to improved implementation effectiveness [23].

This review also demonstrates the need for implementation planning at a very early stage—that is, already in the design and development phase of eHealth support and intervention programs. Low feasibility of many of the eHealth programs included in this review clearly shows an urgent need to include all stakeholders in the early phases of program development. Also, implementation planning must be included from the very beginning in order to adapt interventions to context and enable implementation. As such, using frameworks for eHealth development and implementation, such as the CehRes roadmap [66] that combines aspects from human-centered design, persuasive technology, and business modeling, can help address implementation aspects already in the phase of idea generation and problem identification.

When planning and conducting eHealth implementation in clinical practice, evidence is still lacking about proposing clear advice on how implementation strategies can be used effectively when implementing eHealth programs to support patients in their own homes. This review concludes, in support of existing research, that the question of which implementation strategies are the most effective under which circumstances still remains unclear [64]. Nonetheless, this review indicates that internal and external facilitation, audit and feedback, management support, and training of clinicians are essential. Lacking more robust evidence on specific implementation strategies for eHealth implementation, general evidence on implementation strategies must be considered.

Limitations
This systematic realist review has limitations that need to be considered when interpreting the results. First, in order to get a manageable number of hits from the literature search, some limitations to the search strategy were necessary. Therefore, the search was performed on published studies only since 2006. Prior to 2006, the eHealth and implementation research fields were both in their infancy and few publications were assumed to exist. This review process showed the earliest publication included to be from 2008, supporting this assumption. Therefore, no publications were included from the period 2006 to 2008. Another restriction intended to keep the hits to a manageable number was to limit the chronic illnesses included.

Use of predefined categories for data abstraction and analysis has strengths as well as limitations. In the review, the ERIC project [22] and the implementation outcome framework [37] were used to guide the review process. There is a potential risk that aspects not covered in the two categorizations could be overlooked in the review, as different frameworks provide different lenses through which research problems can be analyzed [69]. The ERIC categories are comprehensive and posed some challenges regarding overlap between categories. Furthermore, as not all included studies had implementation aspects as their only focus, the data extraction process could have introduced potential risks of overlooking or omitting aspects of implementation strategies, implementation outcomes, and implementation success. Inconsistent use of language and terminology in the 12 included studies also made it challenging to sort and label implementation strategies and outcomes. The validation process conducted by two authors nevertheless showed no discrepancy in data extraction.

Conclusions
This is the first review examining implementation strategies, implementation outcomes, and implementation success of studies reporting on the implementation of eHealth programs for patients with chronic illnesses. Findings suggest that internal and external facilitation, management support, and training of clinicians are important factors for the success of eHealth implementation. The results also highlight the lack of eHealth studies reporting implementation strategies in a comprehensive way, pointing to the need for designing robust studies on implementation strategies in the future.

Acknowledgments
This realist systematic review was supported by the Research Council of Norway grant #256574 (principal investigator LSN).

Conflicts of Interest
None declared.
References


Abbreviations

eHealth: electronic health
CeHRRes: Center for eHealth Research and Disease Management
ERIC: Expert Recommendations for Implementing Change
ICBT: internet-delivered cognitive behavioral therapy
mHealth: mobile health
NASSS: framework for nonadoption, abandonment, scale-up, spread, and sustainability
PROSPERO: Prospective Register of Systematic Reviews

©Cecilie Varsi, Lise Solberg Nes, Olōf Birna Kristjansdottir, Saskia M Kelders, Una Stenberg, Heidi Andersen Zangi, Elin Børøsund, Karen Elizabeth Weiss, Audun Stubbhaug, Rikke Aune Asbjørnsen, Marianne Westeng, Marte Ødegaard, Hilde Eide. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 27.09.2019 This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.

https://www.jmir.org/2019/9/e14255

J Med Internet Res 2019 | vol. 21 | iss. 9 | e14255 | p.278

(page number not for citation purposes)
Abstract

Background: The increasing prevalence and economic impact of chronic diseases challenge health care systems globally. Digital solutions can potentially improve efficiency and quality of care, but these initiatives struggle with nonusage attrition. Machine learning methods have been proven to predict dropouts in other settings but lack implementation in health care.

Objective: This study aimed to gain insight into the causes of attrition for patients in an electronic health (eHealth) intervention for chronic lifestyle diseases and evaluate if attrition can be predicted and consequently prevented. We aimed to build predictive models that can identify patients in a digital lifestyle intervention at high risk of dropout by analyzing several predictor variables applied in different models and to further assess the possibilities and impact of implementing such models into an eHealth platform.

Methods: Data from 2684 patients using an eHealth platform were iteratively analyzed using logistic regression, decision trees, and random forest models. The dataset was split into a 79.99% (2147/2684) training and cross-validation set and a 20.0% (537/2684) holdout test set. Trends in activity patterns were analyzed to assess engagement over time. Development and implementation were performed iteratively with health coaches.

Results: Patients in the test dataset were classified as dropouts with an 89% precision using a random forest model and 11 predictor variables. The most significant predictors were the provider of the intervention, 2 weeks inactivity, and the number of advices received from the health coach. Engagement in the platform dropped significantly leading up to the time of dropout.

Conclusions: Dropouts from eHealth lifestyle interventions can be predicted using various data mining methods. This can support health coaches in preventing attrition by receiving proactive warnings. The best performing predictive model was found to be the random forest.

(KEYWORDS: eHealth; patient dropouts; adherence; law of attrition; digital health; chronic disease; data mining; logistic regression; decision trees)

Introduction

Background

Chronic diseases such as diabetes, heart disease, chronic obstructive pulmonary disease, and cancer are collectively responsible for more than two-thirds of all deaths and 75% of the health care budget spending in Europe [1]. The increasing prevalence and enormous economic impact of chronic diseases are a critical threat to health care systems. This necessitates new treatments that can effectively handle more people at a lower resource-to-outcome ratio. The application of mobile computing and communication technology in health care (denoted as electronic health [eHealth]) has introduced new possibilities in terms of improving efficiency and quality of care [2]. Despite
several studies showing promising results in terms of outcomes such as weight loss [3] and behavior change [4], the evidence for long-term effectiveness, and especially how to retain patients in digital interventions, remains limited [5,6,7].

In any eHealth program, adherence is a key challenge, as a substantial proportion of patients stop using the application and thus drop out of the intervention program before its completion, referred to as nonusage attrition, or simply a dropout [8]. Recently, a dropout rate of 72% was reported in an eHealth intervention for adults with type 2 diabetes [9], and more generally, dropout rates up to as high as 83% are reported [10,11]. Studies have sought to identify predictors of dropout, but a consistent set of predictors has not yet been identified [12]. Previous studies have found engagement and participation in an online forum [13], depressive mood [14], age, gender, vocational education and employment status [15], disease severity, treatment length, and chronicity [11] to be related to attrition. Prediction of dropouts has been evaluated in multiple studies, in which many often have been offset in an educational institution setting where high dropout rates are also a great concern. Survival analysis [16], logistic regression, random forest, and other machine learning algorithms [17] are commonly applied to address this problem, using demographics and other characteristics to predict dropout. The documented high attrition rates from eHealth interventions make it an attractive case to apply similar methods to predict patients at high risk of dropping out. Furthermore, the literature on data mining and predictive methods in relation to attrition in eHealth settings is very limited, suggesting a lack of implementation and integration of these methods in the eHealth domain.

**Objectives**

The aim of our study was to assess the variables and methods for predicting dropouts of patients with chronic diseases in a digital lifestyle intervention and review their applicability for implementation in an eHealth platform. We utilized self-reported data including patient-reported outcome measures (PROMs) submitted by chronic lifestyle disease patients in an eHealth intervention provided by the Liva Healthcare (LIVA) platform (Textbox 1). To assess the research question of *how self-reported data can be applied to address the challenge of attrition in an eHealth setting*, we evaluated the factors associated with dropout and applied logistic regression, decision trees, and random forest. We proposed how these models can be implemented to visualize the results as predictive warnings to reduce dropouts. In this way, the data are used to improve the eHealth intervention by supporting health professionals and enabling them to re-engage patients at high risk of attrition. As defined previously, we applied a broad definition of eHealth given the scope of the intervention under study that is targeting a wide range of patients. However, the challenge of attrition is relevant for most eHealth interventions for lifestyle change.

**Textbox 1. Short description of the LIVA platform and intervention.**

LIVA is a digital platform designed to facilitate lifestyle changes for patients with chronic diseases. The platform is used by Danish municipalities. Patients have an initial goal-setting meeting with their coach and are introduced to the LIVA app that allows setting and registering health goals (eg, steps, weight, exercise, or diet), monitoring progress, dialog with the health coach by receiving advice and sending messages, and participation in an online forum. Health coaches access the platform through an internet browser and are able to proactively advise patients on a weekly-to-monthly basis based on their patients’ input in the platform. Personal data and health information are collected from the patients during the 3 to 12-month intervention program to provide the treatment service and for research purposes.

**Methods**

**Ethics and Approvals**

Only pseudonymized data for which patients had granted their consent to make them available for research purposes were used in this study. Consent was obtained explicitly in the sign-up flow before the patient’s use of the service. Liva Healthcare processes the data as the data processor, using the means and purpose defined by the data controllers, that is, Danish municipalities.

**Data Collection and Selection**

The study was retrospective, applying data collected by Liva Healthcare from June 7, 2016, to March 21, 2018. For active users, the anchor time point for features was the date of data collection and for dropouts, we went back 4 weeks before the date of dropout (see next section). Data were extracted from a Microsoft SQL database and further processed in Alteryx. The dataset contains several unvalidated PROMs and sociodemographic information entered by the health coaches. Consequently, values for weight loss and body mass index (BMI) were filtered to remove extreme outliers and unrealistic values (weight differences of >3.5 kg/week on average for weight registrations over 30 days or more and BMI >100 kg/m²). The dataset was cleansed to only include patients who were referred to the platform by their doctor or municipality and showed commitment to the intervention by being properly set up in an advisory, received 3 or more advices from their coach, and had been active in the platform for at least 14 days (N=2684). A baseline of 14 days was selected as patients receive weekly advice in the beginning and should therefore receive their third advice on the fourteenth day of the program. Patients with less than 3 advices and 14 days of participation in the program were removed from the dataset as they had either not yet shown commitment to the intervention, signed up by a mistake, or merely signed up within the last 14 days of data collection. Thus, it is not known if these patients dropped out or never meant to use the service.

**Definition of Dropout**

Generally, a large variation in the reporting and measurement of adherence is seen in previous literature [18]. For the objective of this study, it was relevant to look at dropouts as patients who commit to the intervention and thenceforward discontinue using the platform, consequently dropping out. We proposed a definition of dropout that aligns with Eysenbach’s characterization from 2005 [8] and other operationalizations.
Dropout is hence defined as 4 consecutive weeks of not performing any actions, for example, registrations or messages, in the platform. The threshold for a dropout after 4 weeks of inactivity was defined based on the insight that less than 5.0% (117/2684) of the patients become re-engaged in the program after 4 weeks of inactivity. For 79.2% (2126/2684) of the patients, 2 weeks of inactivity equals dropout, and 84.61% (2271/2684) of them drop out after 3 weeks of inactivity. Furthermore, dropouts are limited to the active coaching period, which is a maximum of 12 months. This might be lower for some providers, for example, 3 or 6 months. Patients who are still active after 12 months will move to a retention phase, and they will thus not be considered as dropouts if they discontinue the intervention.

Analysis of Dataset
To gain insight into the population and understand the factors associated with nonusage attrition, we performed several analyses of the users’ activity patterns by illustrating activity over time in the program for several subgroups of the population. We defined a formula for the current activity level in percentage based on these insights. Some descriptive user statistics of the population and analysis of predictors in t test and simple logistic regression models are provided to gain additional insights.

Data Mining and Model Evaluation
The Cross-Industry Standard Process for Data Mining framework [19] was applied as an iterative data mining approach. This allowed for several iterations of the models to be developed as the knowledge of the population increased based on a better understanding for the dataset and end users (health coaches) who were able to provide feedback during each iteration.

Inspired by studies performed in an educational setting, logistic regression, decision trees, and random forest methods were applied to classify participants in the intervention into either dropouts or nondropouts based on specific characteristics.

We tested 11 variables that were well represented in the dataset as potential predictors of dropout: Gender, age group, provider of the intervention, period of intervention, BMI at the beginning of the intervention, weight loss, number of advices received, number of messages sent, total number of weeks with inactivity, and inactivity in the last 1 or 2 consecutive weeks. For weight loss, we required registrations over at least 30 days to be included. Less than 20% of the patients who registered had provided their educational status and zip code, because of the low quantity, these variables were not applied.

The variables in the final models for logistic regression were selected based on mixed backward and forward selection using the Akaike information criterion [20]. For decision trees and random forest, variables were selected inherently by the hyperparameters. The minimum number of records allowed for a split and a terminal node was set to 50 and 25, respectively.

The maximum allowed depth in the final tree was set to 10 to avoid overfitting. The trees were pruned with a complexity parameter set to 0.01 to reduce the number of branches and the relative error.

To assess the quality of the 3 different models and to compare the predictive performance, the dataset was split into an 80% training and cross-validation set and a 20% test set. Owing to the relatively small size of the dataset, the training and cross-validation were performed using stratified 10-fold cross-validation. Stratification was applied on the target variable to ensure each fold was a good representative of the overall dataset distribution to reduce the bias and variance of the models. The best performing method was then applied to the 20% holdout test set that had never been seen by the model. The quality of the models was assessed based on the area under the curve (AUC) on the receiver operating characteristic (ROC) curve, the precision, and the accuracy. The goal was to have a high precision as the false negatives were the most critical to reduce in this scenario, that is, patients at high risk for dropout not identified as a potential dropout.

Adoption and Implementation
The findings from this study have been diffused among the health coaches using the Liva Healthcare platform and prototype models have been implemented into the platform. Interviews were conducted with health coaches to adjust the models in terms of when and how warnings should be present. Feedback was continuously collected, and data were analyzed to assess dropout rate following implementation.

Results
User Statistics
The final dataset contained 2684 patients registered in the LIVA database. The population was characterized by a greater proportion of females (1943/2684, 72.39%) compared with males (741/2684, 27.6%). The majority of the population was in the age range of 40 to 59 years, and the average lifetime on the platform was 108 days. Overweight patients represent the largest treatment group, but patients might enter the program with one or more of 7 other diseases and possible comorbidities (other secondary disease). Additional characteristics of the population are provided in Table 1 (advice received and messages sent refer to the dialog between patient and health coach).

The intervention status for the patients was that 53.99% (1449/2684) had dropped out, 39.43% (1060/2684) were currently in active advisory, 3.7% (100/2684) had completed the intervention (finished intervention after >12 months), and 3% (75/2684) were in the retention phase (>12 months in program). More than 1 in 4 dropouts had occurred in the first month of the program (between day 14 and 31, n=388, 26.8% of dropouts; Table 2).
Table 1. A summary of the population from the final dataset included in the models.

<table>
<thead>
<tr>
<th>Parameter (statistic)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size (N)</td>
<td>2684 patients</td>
</tr>
<tr>
<td>Number of providers (N)</td>
<td>18 different providers with between 13 and 581 patients ever in program</td>
</tr>
<tr>
<td>Gender (percentage distribution)</td>
<td>72.4% females and 27.6% males</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>48.6 (13.2)</td>
</tr>
<tr>
<td>Treatment groups (percentage distribution)</td>
<td>Overweight (85%), diabetes (17%), heart diseases (12%), chronic obstructive pulmonary disease (5%), stress (15%), cancer (1%), alcoholism (1%), smoking (6%), or another secondary disease (20%)</td>
</tr>
<tr>
<td>Days on platform (minimum, median, maximum)</td>
<td>14, 82, 595</td>
</tr>
<tr>
<td>Start body mass index (kg/m$^2$), mean (SD)</td>
<td>33.6 (6.0)</td>
</tr>
<tr>
<td>Advice received (minimum, median, maximum)</td>
<td>3, 7, 99</td>
</tr>
<tr>
<td>Messages sent (minimum, median, maximum)</td>
<td>0, 3, 156</td>
</tr>
</tbody>
</table>

Table 2. Number of dropouts over the period of intervention.

<table>
<thead>
<tr>
<th>Months of intervention</th>
<th>Number of dropouts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>388</td>
</tr>
<tr>
<td>2-4</td>
<td>633</td>
</tr>
<tr>
<td>5-8</td>
<td>300</td>
</tr>
<tr>
<td>9-12</td>
<td>128</td>
</tr>
</tbody>
</table>

Preliminary Analysis of Predictors

In total, a larger proportion of females (1069/1943, 55.02%) had dropped out compared with males (380/741, 51.3%), and for age groups, the highest dropout rate was found among the oldest (above 75 years; Table 3).

Characteristics for the patients in active advisory and the dropouts were assessed for the predictor variables of interest.

Table 3. Percentage of dropouts distributed in age group and gender. The percentage indicates the proportion of dropouts for the patients in the specific age group and gender.

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>Female, n (%)</th>
<th>Male, n (%)</th>
<th>Total, n (%)a</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-39</td>
<td>600 (53.72)</td>
<td>161 (51.60)</td>
<td>761 (53.18)</td>
</tr>
<tr>
<td>40-59</td>
<td>1040 (55.48)</td>
<td>395 (50.13)</td>
<td>1435 (54.01)</td>
</tr>
<tr>
<td>60-74</td>
<td>284 (52.11)</td>
<td>161 (50.31)</td>
<td>445 (51.39)</td>
</tr>
<tr>
<td>&gt;75</td>
<td>19 (63.33)</td>
<td>24 (54.55)</td>
<td>43 (58.11)</td>
</tr>
<tr>
<td>Total</td>
<td>1943 (55.02)</td>
<td>741 (51.32)</td>
<td>2684 (53.99)</td>
</tr>
</tbody>
</table>

aPercentage of the total population of participants.

Activity Analysis

The largest proportion of active patients was in months 2 to 4 in the program and the lowest proportion was found at the beginning of the program in month 1 (Figure 1). The odds for a patient dropping out in the first month of the intervention were 4.35 times higher than for dropping out past month 8.

We analyzed if trends in the patients’ activity patterns could identify attrition by analyzing patient engagement in the platform over time. Evidently, patients who drop out have a very low level of activity (defined as a registration, forum posting, or messaging the coach) in the last weeks of their time on the platform. Overall, 71.77% (1040/1449) of the dropouts decreased their activity level by more than 50% in their last 2 weeks. However, there is also an expected decrease in activity that will occur over time, and individuals will have different trend lines for patterns in activity (Figure 2). The first week in the program (week 0) was found to have a significantly higher amount of registrations than the remaining weeks, on average 23.8 registrations, and was removed from the analysis to prevent skewing the linear regression line.
A variable for the patient’s current activity level defined in percentage of the baseline activity level was proposed (Equation 1). The variable accounts for (1) the patient’s average activity in the last 2 weeks, (2) the patient’s baseline activity (defined as the average activity in weeks 1-4 of the program), and (3) the regression line for the average activity levels over time (Figure 2). The average decrease in activities was found to be...
0.094 per week. Patients with zero activity in the last 2 weeks will per default have a current activity level of 0%.

Current activity level (%) = Average activity last two weeks / (Baseline activity - (0.094 × weeks in program)) (1)

Fewer women tended to be active at the same number of inactive weeks compared with males, up to 40 weeks of inactivity, at which point of time, a very small percentage were still active in the program at the time of the data collection (Figure 3). For age groups, the oldest and the youngest age groups were the least active (Figure 4). The oldest group was also found to have the highest rate of dropouts (Table 3).

Figure 3. Proportion of active patients over the total number of inactive weeks in the program defined by gender.

Figure 4. Proportion of active patients over the total number of inactive weeks in the program defined by age.
Finally, introducing a variable that accounts for inactivity in the last 2 weeks of the program in any of the proposed models resulted in it becoming incomparably significant to any of the models’ other variables, except for provider of intervention (partnerName; see Figure 5). Hence, inactivity in the platform should be a critical warning for the health coach. A significant decrease in activity that deviates from the overall pattern might also be a critical sign for attrition and consequently an attention mark for the health coach.

**Model Selection for Dropout Prediction**

The random forest achieved an AUC of 0.92 on the ROC chart and a Gini score of 0.84 on the stratified cross-validated training data, making it the best-performing model (Figure 6) compared with decision trees and logistic regression (Table 4). When applied to the holdout test data, the AUC increases by 0.01, and the model is thus not suspect to overfitting.

The precision of the random forest model was 0.89, with an overall accuracy of 0.86. This means that 89% of all dropouts were classified correctly as dropouts and 11% were mistakenly classified as active patients. This corresponds with 88.7% (253/285) dropouts in the holdout test data being classified correctly as dropouts.

The outlined models for inactivity, activity level, and dropout risk have been implemented into the LIVA platform for the health coaches to be notified of attention markers related to patients that are at high risk of dropping out. The threshold values for activity levels have been set to highlight patients at medium (current activity level below 60% of expected) and high risk (below 40%), visualized with yellow and red warnings, respectively, for the health coach (Figure 7). The random forest model for dropout will show a yellow warning as the risk increases to above 60% and red if the risk is above 75%. The thresholds were selected based on an assessment of the patient distributions in collaboration with the health coaches.
Figure 6. Receiver operating characteristic curve with area under the curve for the random forest model on the holdout test data.

Table 4. Area under the curve (AUC) and Gini index for the receiver operating characteristic on the 3 applied best performing models.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>Gini</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.84</td>
<td>0.68</td>
</tr>
<tr>
<td>Decision trees</td>
<td>0.82</td>
<td>0.64</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.92</td>
<td>0.84</td>
</tr>
</tbody>
</table>
Figure 7. Histogram of current activity level (%) calculated using Equation 1) compared with forecasted activity based on the linear overall population trend line. Only patients with at least 6 weeks on the platform included

Discussion

Principal Findings

This study applies real-world data from chronic lifestyle disease patients enrolled in an eHealth lifestyle intervention in municipal settings in Denmark. The findings show promising results in terms of applying data mining methods for the prediction of dropouts in eHealth interventions with high precision. To summarize, the following 4 key takeaway points were made clear in this study:

1. Patients are at the highest risk of dropout at the beginning of the intervention. Most dropouts occurred in the first part of the intervention, and evidence from other studies support the finding that when participants dropout, they do so early. For instance, 65% of dropouts from a diet and physical activity short message service text message program occurred within the first 2 weeks [21].

2. Attrition is not an abrupt process but something that happens over time. We found that patients reduce their activity in the platform significantly in the weeks leading up to their dropout. Therefore, being aware of abnormal decreases in activity should be a good indicator for health coaches to initiate re-engagement.

3. Dropout is primarily related to the program provider, outline of the intervention, activity in the platform (engagement), and, to a lower degree, the demographic variables available in this study. Multiple other studies have found attrition to be related to demographic variables [22,15], but these were not available in this dataset.

4. Predicting activity level and risk of dropout can enable personalized advices and goal settings. Our findings strongly suggest that dropouts can be predicted, and personalized coaching can be supported by several parameters. However, there are some limitations to the study that will be discussed in the following section.

Limitations

The definition of dropout was based on patients not using the platform for 4 consecutive weeks. However, this might also include patients who stop using the platform because of having achieved their desired goal or goals, for example, behavior change or weight loss, or because the advisor has terminated the patient for other reasons. Termination reasons have been implemented in the platform following this study. In addition, the length of the intervention program offered by the provider was varying and unknown. This influences the likelihood of patients being incorrectly labelled as dropouts and should therefore be taken into consideration for the definition of the matter.

Dropouts in the first 14 days were excluded from this study because of large uncertainties in the reason for dropout. As this group of patients was very diverse and the amount of data were primarily limited to their sign-up registration, it provided a restricted dataset for analysis. This suggests a possibility for a future study to look into these very early dropouts.

The reliability of the findings is limited by some of the applied data (weight loss and BMI) being PROMs and most of the variables being self-reported by the patients. The data are, to some degree, validated by the health coaches, and extreme outliers are automatically marked as unrealistic by the Liva Healthcare system, but it has not been clinically verified.
The activity analysis was based on a simple linear regression despite the pattern being shaped as a higher-order polynomial. A simple approach was sufficient for the focus of this study; however, further investigations into activity patterns showed large variations in individual patterns. For future studies, time series analysis on the activity patterns of a larger population could potentially be the basis for interesting risk models that could analyze activity levels for distinct patient types.

**Adoption and Implementation**

The insights obtained from our work are not sufficient to maintain engaged patients on the platform. The knowledge must be put into action to have an effect on the attrition rates. The discoveries must be diffused among the health coaches using the eHealth platform but should also be integrated into the system to support them to the highest degree possible.

The finding that dropout is not an abrupt process but something that happens over time underlines the importance of the health coaches being warned of dropout risk to actively attempt a prevention of attrition. From a practical computational perspective, a random forest is a computational and expensive model, and depending on the nature of the intervention, the frequency of registrations by the patients, and the technical setup, it might not be applicable. Nevertheless, if the model is not expected to change frequently, then calculations can be performed, for example, every night, and can be used as the daily baseline for dropout risk in the advisors’ overview. Otherwise, more simple models such as logistic regression might be preferred.

Previous studies have shown adherence to be closely related to the level of engagement in the platform, that is, by participating in an online forum [13]. Socioeconomic status, occupation, and educational status have shown to be related to dropout [15], but this type of data have not been available in sufficient quantities for this research. Diagnosis and condition should also be included in future models. Utilizing these data types would provide important information for the models and likely increase the accuracy and possibly make distinct patient profiles clear. Thus, this added data could be used to further enhance and individualize the models.

The provider of the intervention was found to be the most significant predictor of dropout, together with inactivity on the platform. This indicates that efforts toward preventing attrition should be targeted at providers to the same degree as patients. Provider-specific attrition models may perform even better than the generic approach proposed in this work. Further insights into the providers and their strategies are required.

Finally, to better validate the warnings that have been implemented into the platform, it requires a randomized setup or a less diverse population that is spread across multiple providers with varying programs. However, initial feedback from the health coaches is very positive, and the dropout rate for patients that have entered into the program after the date of data collection for this study is at only 19.3% (N=6402) compared with 54.0% for the population included in this study.

**Perspectives**

This study contributes to the literature on adherence and nonusage attrition in eHealth by analyzing activity patterns, assessing various methods and predictor variables for predicting dropout in a chronic patient lifestyle intervention, and proposing some perspectives for implementation. We expect future research and development in eHealth to apply data mining methods in the process of tailoring information to patients in a higher degree to achieve personalized interventions as the field of digital health continues to evolve. Ongoing research is currently assessing how lifestyle interventions can be tailored to the individual patient [23], and as artificial intelligence is gaining ground within health care, we expect to see interventions, treatment, and guidance being selected based on the most suited for the specific individual patient profile in the future.

**Conclusions**

It is possible to apply methods from data mining in the context of predicting dropouts in an eHealth setting. Stratified cross-validation shows that patients at high risk of dropout can be predicted with 89% precision using a random forest model. Computational simpler models, such as logistic regression, are applicable as well but might produce less precise predictions. The risk of dropout can be visualized as warnings for the health coaches, so they can attempt to re-engage the patient in their intervention before dropout. Initial assessment of the models implemented in an eHealth platform in use shows a decrease in dropout rate. Obtaining more rich data on educational status and socioeconomic factors in combination with a better delineation of dropouts would increase the quality of the models.
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Abstract

Background: Understanding patterns of real-world usage of mental health apps is key to maximizing their potential to increase public self-management of care. Although developer-led studies have published results on the use of mental health apps in real-world settings, no study yet has systematically examined usage patterns of a large sample of mental health apps relying on independently collected data.

Objective: Our aim is to present real-world objective data on user engagement with popular mental health apps.

Methods: A systematic engine search was conducted using Google Play to identify Android apps with 10,000 installs or more targeting anxiety, depression, or emotional well-being. Coding of apps included primary incorporated techniques and mental health focus. Behavioral data on real-world usage were obtained from a panel that provides aggregated nonpersonal information on user engagement with mobile apps.

Results: In total, 93 apps met the inclusion criteria (installs: median 100,000, IQR 90,000). The median percentage of daily active users (open rate) was 4.0% (IQR 4.7%) with a difference between trackers (median 6.3%, IQR 10.2%) and peer-support apps (median 17.0%) versus breathing exercise apps (median 1.6%, IQR 1.6%; all ≥3.42, all P<.001). Among active users, daily minutes of use were significantly higher for mindfulness/meditation (median 21.47, IQR 15.00) and peer support (median 35.08, n=2) apps than for apps incorporating other techniques (tracker, breathing exercise, psychoeducation: medians range 3.53-8.32; all ≥2.11, all P<.05). The medians of app 15-day and 30-day retention rates were 3.9% (IQR 10.3%) and 3.3% (IQR 6.2%), respectively. On day 30, peer support (median 8.9%, n=2), mindfulness/meditation (median 4.7%, IQR 6.2%), and tracker apps (median 6.1%, IQR 20.4%) had significantly higher retention rates than breathing exercise apps (median 0.0%, IQR 0.0%; all ≥2.18, all P≤.04). The pattern of daily use presented a descriptive peak toward the evening for apps incorporating most techniques (tracker, psychoeducation, and peer support) except mindfulness/meditation, which exhibited two peaks (morning and night).

Conclusions: Although the number of app installs and daily active minutes of use may seem high, only a small portion of users actually used the apps for a long period of time. More studies using different datasets are needed to understand this phenomenon and the ways in which users self-manage their condition in real-world settings.

(J Med Internet Res 2019;21(9):e14567) doi:10.2196/14567
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Introduction

The wide dissemination of mobile phone devices and the leap in the development and distribution of mobile health (mHealth) apps have altered the ways in which scholars conceptualize care management in the behavioral health domain. The conversation has shifted from patients and providers to individuals who can now engage in self-care around the clock outside of traditional health care settings (eg, [1-3]). Approximately 77% of the US adult population, and more than 89% of those younger than 50 years, now own a mobile phone [4,5] where they can store and use computerized apps. This widespread use has established a market for mHealth apps. Accordingly, a 2015 World Health Organization survey identified approximately 15,000 mobile apps for health care, with at least 29% designed for mental health [6].

The use of unguided apps has the potential to increase access to care in a scalable manner by reducing the costs associated with service uptake [7,8]. However, the impact of digital interventions is limited by their ability to engage users in therapeutic activities and to support user adherence to the therapeutic process [9,10]. Digital interventions require individuals to engage with self-care outside of traditional settings; therefore, individuals’ engagement must compete with other events in their daily lives and endure fluctuating motivation to be involved in effortful behavior [11]. As a result, user engagement with mobile apps and websites across the behavior change spectrum is low in the absence of human support [12-14]. Furthermore, various studies have suggested that most users of unguided Web-based programs exit websites before the full completion of the offered program [9,10,15,16]. For example, Christensen and colleagues [17] reported that less than 1% of users completed all modules in MoodGym, an open-access website for depression. In a systematic review of published articles reporting real-world user engagement with unguided programs for depression, anxiety, or mood enhancement, Fleming and colleagues [18] reported that 7% to 42% of users of Web- and app-based programs engaged in moderate use (completing between 40% and 60% of modular fixed-length programs or continuing to use the app after 4 weeks). For example, the developers of the PTSD Coach mobile app reported a usage decline over time, with 41.6% continuing to use the app 1 month after installation and 19.4% after 6 months [19]. Among Happify mobile app users, 3.5% completed a 6-week assessment. However, the authors noted that these users might have completed assessments without engaging in other content [20] (see [18] for a review).

Understanding patterns of real-world usage of e-mental health apps outside of empirical trials is key to maximizing the potential of apps to increase the public self-management of care. Utilization in real-world settings may differ from that in study settings for several reasons. First, empirical study settings include enrollment and assessment procedures that are not part of real-world utilization of the app, as trials largely emphasize internal validity over real-world generalizability [13]. Ebert and Baumeister [21] claim, for example, that within randomized trials “the securing of commitment represents an adherence-promoting element in self-help interventions.” It is reasonable to assume that the human contact provided by research coordinators, provision of ongoing assessments, and reimbursement to incentivize the completion of assessments—none of which are available in real-world use—impact engagement patterns with the interventions. Second, from an external validity perspective, recruitment challenges in trials are often addressed by increasing the reach to potential participants through the expansion of participating venues and the refinement of social media strategies [13]. In this way, researchers unintentionally recruit people who are much more likely to adhere to e-mental health technologies than people in the general population who download and try available programs “in the wild.” Such assumptions are supported by a systematic review of internet interventions for anxiety and depression, which found that the rates of attrition in randomized controlled trials were lower than the reported dropout rates from open-access websites [22].

Overall, there is a need to understand how the general population engages with the most popular unguided mobile apps targeting anxiety, depression, or emotional well-being, and whether there is a difference in how individuals engage with these apps depending on the mental health focus or incorporated techniques. Although some developer-led studies have published results on the use of individual mental health apps deployed in real-world settings, to the best of our knowledge, no study has examined a large sample of mental health apps relying on independently collected data. This investigation is feasible by leveraging the big data commonly generated and stored by digital platforms that record user traffic in the wild [23,24]. Leveraging such data, this examination provides benchmarks of app usage in the real world, where the general public is expected to benefit from their engagement with unguided programs. This information could shed light on specific engagement problems and opportunities for new intervention development and may offer a resource for researchers and developers who want to study and compare their app performance with similar apps.

For this study, a panel provided objective aggregated nonpersonal data on user engagement with mobile apps to analyze patterns of mental health app usage. The three primary aims were to (1) describe common usage patterns of popular unguided apps based on available metrics, (2) identify patterns of user retention over the first 30 days after app installation, and (3) explore whether these patterns differ based on the app’s mental health focus and primary incorporated techniques.

Methods

Search Strategy

The search strategy aimed at identifying the most-installed unguided apps targeting depression, anxiety-related problems, or mental health. We used keywords related to depression and anxiety because of the high prevalence of these conditions [25,26]. We also included mental health apps that focused on happiness or the enhancement of mental health (ie, mindfulness meditations) because our prior work identified them as highly popular mental health tools [27,28]. We conducted a systematic engine search of the Google Play Store in November 2018 using the following terms: “depression” OR “mood” OR
Inclusion and Exclusion Criteria

To be included in this review, apps had to:

1. Be in English;
2. Have at least 10,000 installs documented on Google Play;
3. Focus on mental illness, mental health, or emotional well-being not specifically related to another medical condition (for example, we excluded apps specifically focused on stress reduction due to a physical medical issue such as heart attack); and
4. Incorporate recognized techniques aimed at promoting self-management of mental health problems such as coping with negative symptoms (eg, feeling nervous, loss of energy), achieving positive results (eg, feeling better), or symptom management (eg, mood tracking). We excluded apps focused on the incorporation of sham techniques (see Multimedia Appendix 1 for a definition of sham techniques).

We excluded apps that:

1. Required payment for installation or provided a free trial only for a limited amount of time because it would be expected to bias program usage (free to install apps that included in-app purchases were not excluded);
2. Were therapist-based (eg, telepsychiatry) because the study was focused on unguided interventions; and
3. Were not meant to be used for more than a few times (eg, tests, one-time exposure technique) or were merely magazines.

Two independent reviewers screened the apps based on the inclusion and exclusion criteria. All disagreements were discussed with a third author with reference to the apps until consensus was reached.

Coding

Two independent reviewers coded the apps’ incorporated techniques based on the following categories: mindfulness/meditation, tracker (including diary or journal), psychoeducation, peer support, and breathing exercise (not exercised as part of a meditation program). These categories were based on previous work done on the therapeutic

---

Table 1. Analysis of install categories based on the number of apps in each category.

<table>
<thead>
<tr>
<th>Install category</th>
<th>Apps identified, n</th>
<th>Minimum identified app installs within this category, n</th>
<th>Cumulative frequency of app installs based on category threshold, n</th>
<th>Added percentage of installs to the overall sample, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥10,000,000</td>
<td>2</td>
<td>20,000,000</td>
<td>20,000,000</td>
<td>100.00</td>
</tr>
<tr>
<td>5,000,000-9,999,999</td>
<td>6</td>
<td>30,000,000</td>
<td>50,000,000</td>
<td>60.00</td>
</tr>
<tr>
<td>1,000,000-4,999,999</td>
<td>21</td>
<td>21,000,000</td>
<td>71,000,000</td>
<td>29.58</td>
</tr>
<tr>
<td>500,000-999,999</td>
<td>23</td>
<td>11,500,000</td>
<td>82,500,000</td>
<td>13.94</td>
</tr>
<tr>
<td>100,000-499,999</td>
<td>69</td>
<td>6,900,000</td>
<td>89,400,000</td>
<td>7.72</td>
</tr>
<tr>
<td>50,000-99,999</td>
<td>33</td>
<td>1,650,000</td>
<td>91,050,000</td>
<td>1.81</td>
</tr>
<tr>
<td>10,000-49,999</td>
<td>103</td>
<td>1,030,000</td>
<td>92,080,000</td>
<td>1.12</td>
</tr>
<tr>
<td>5000-9999</td>
<td>66</td>
<td>330,000</td>
<td>92,410,000</td>
<td>0.36</td>
</tr>
</tbody>
</table>

aThe number of apps multiplied by the minimum number of installs based on the install category.
bThe accumulated number of app installs in all install categories above and including the current install category.
cThe added percentage of installs to the total sample if the current install category is added to the analysis; it represents the percentage of the total number of app installs within this category divided by the accumulated number of app installs based on the current category threshold.

App Screening and Inclusion Criteria

Determining Apps’ Number of Installs Threshold

To avoid including apps without a representative number of users, and to determine a minimum threshold for inclusion, we assessed the install categories presented by Google Play based on the number of app installs (eg, 10,000, 50,000 installs). Table 1 presents a preliminary analysis of the number of identified apps in each install category and the aggregated minimum number of app installs and corresponding percentages. Included apps had at least 5000 installs after removing any nonrelevant apps based on their title (ie, apps that were clearly not targeted at emotional well-being such as Heart Rate Monitor & Pulse Checker, 7 Minute Workout, 30 Day Fitness Challenge). Adding all the apps in the 5000 installs category would have resulted in a less than 0.5% increase in the total sample of users. Therefore, we determined an inclusion threshold of 10,000 app installs. Table 1 also shows that a small number of apps within the higher install categories were responsible for the most app installs. To make sure that including a large portion of apps with a relatively smaller number of installs (eg, <10,000 app installs) would not bias the results, we also examined whether there was a difference in the pattern of results based on the number of app installs. This will be further explained in the data analysis section.
components of mental health apps [27,30], drawing on the thematic analysis method suggested by Braun and Clarke [31]. The categories were designed to represent nonoverlapping components of potential therapeutic engagement (see Multimedia Appendix 2 for definitions of categories). Although our goal was to identify how specific techniques related to patterns of app use, our metrics did not enable us to differentiate between various techniques incorporated within the same app (ie, we could not tell which parts in the app the users were using). Therefore, we also added a coding of “primary technique” in cases where the app mostly incorporated one technique that was deemed to be the main reason for the app’s use (eg, mindfulness/meditation). It is important to note that this limitation did not enable us to include app features that might influence user engagement but were not identified as a primary incorporated technique. Similarly, it was not feasible to target specific theoretical modalities, such as cognitive behavioral therapy. Because nearly all apps included some components of cognitive behavioral therapy, these were impossible to dismantle given our data.

An app’s mental health focus was determined in the following manner: first, the app’s description had to explicitly state that it targeted people with [mental health focus] and, second, most of the techniques used within the app had to have been built to help users cope with or manage their symptoms directly related to the mental health focus. We grouped apps based on several mental health foci. Under “mental health problems,” we included apps that were focused on supporting people coping with depression, anxiety-related disorders, and emotional difficulties. We also subcoded the app with the terms (a) anxiety-related disorders or (b) depression if the app specifically targeted only one of these aims. (During our coding process, we did not identify another theme for the remaining apps.) Under “happiness,” we included apps that focused on nurturing happiness or general positivity (eg, exercising gratitude, happiness assessment, suggestions for activities nurturing positive feelings), rather than the management of mental health states or problems.

During our coding process, we found a greater ambiguity around the description of apps with a primary incorporated technique of mindfulness/meditation, which leaned more toward enhancing emotional well-being (ie, helping users achieve a positive sense of experience and good mental health), but also aimed at stress reduction. Therefore, we grouped mindfulness and meditation apps separately and did not attribute either of the two mental health foci to them. For this reason, and to enable a proper comparison between categories, we present the mindfulness/meditation category in both the mental health focus and technique outcomes, despite being the same results.

A Cohen kappa interrater agreement of .92 was obtained for coding the variables of interest (incorporated technique, primary technique, and mental health focus). All disagreements were discussed with a third author with reference to the apps until consensus was reached.

Behavioral Data on User Engagement in the Real World

Information on user traffic was obtained from SimilarWeb’s Pro panel data [32]. The panel provides aggregated nonpersonal information on user engagement with websites and mobile apps all over the world to enable Web and mobile app traffic research and analytics. The panel is based on several sources of anonymized usage data, such as data obtained from consenting users of mobile apps (ie, products). A dedicated product team at SimilarWeb is responsible for building and partnering with hundreds of high-value consumer products that make up the panel. According to SimilarWeb, the products are used across diverse audiences, without cluttering the user with advertisements. While benefiting from the products, users contribute to the panel because they enable the documentation of their online or mobile app usage activities seamlessly and anonymously [32]. The data are not used by SimilarWeb or provided to any third parties for the purposes of marketing, advertising, or targeting of individual subjects. The data-gathering procedures comply with data privacy laws, including the way data are collected, anonymized, stored, secured, and used. These procedures are updated regularly based on evolving data privacy legislation and requirements, such as the European Union’s General Data Protection Regulation [33].

Our examination of data validity was tested and presented in a previous study [28]. An Oath researcher [34] (RW) examined 30 randomly selected mobile apps with data on SimilarWeb and usage data in Oath’s independent records. The researcher examined the correlation between the average number of user sessions per day in the two datasets, finding a very strong Spearman correlation (N=30, r=.77, P<.001). In our study, we also examined the Spearman correlation between app install categories presented on Google Play (eg, 10,000, 50,000) and the number of downloads documented on SimilarWeb, and found a very strong correlation (N=93, r=.81, P<.001). These findings suggest a sufficient convergent validity, which is recommended to be above .70 [35].

The study was approved by University of Haifa Institutional Review Board, Haifa, Israel. The measures were set to include data gathered over a 12-month period from August 1, 2017, to July 31, 2018. For each app, available metrics on the panel included app open rate (the average percentage of daily active users out of the total sample of people who currently had the app installed), average number of sessions in a day per daily active user, and average daily minutes of use per daily active user. User 30-day retention included the percentage of users who opened the app each day between day 1 and day 30 out of the number of users who installed and opened the app on day 0. Usage patterns by time were available only for apps with a very large number of users. It was represented by two metrics—average percentage of use per hour (24 hours; eg, 7:00 am, 8:00 am) and per day (7 days; eg, Sunday, Monday)—both calculated based on total app usage.

Data Analysis

We did not assume a normal distribution of the metrics; therefore, medians and interquartile ranges (IQRs) were used as descriptive statistic measures. In cases in which a category
included a small number of apps (n \leq 5), we used range instead of IQR. To examine differences in usage metrics between apps with different mental health foci or techniques, a Kruskal-Wallis one-way analysis of variance (ANOVA) was performed, followed by Mann-Whitney U tests to identify the source of the difference. To examine dependencies in the distribution of categorical values in relevant cases, we used chi-square tests. Most app installs came from a small number of apps with a large number of installs (see Table 1), so we conducted a sensitivity analysis to examine whether including apps with a smaller number of installs would bias the results. Mann-Whitney U tests were conducted to compare the distributions of the usage patterns for the top 5 installed apps and the remaining apps from each category presented in the results section (and that included more than five apps). We picked the top 5 apps based on their install category in Google Play. In cases in which several apps “competed” for the fifth place in the same install category, the app with the higher number of downloads (as documented in the SimilarWeb user panel) was chosen.

Results

Screening

Figure 1 presents the app inclusion flow diagram. The engine search and manual searches produced a total of 386 apps with 10,000 installs or more. Through the first screening process, 299 apps were identified and accessed for a detailed evaluation, and 93 apps were finally included in this study analysis (see Multimedia Appendix 3 for a complete list of included apps).

Description of Apps

The mental health focus of 59 (63%) apps was a mental health problem. Of these, 19 focused specifically on anxiety-related disorders and 4 focused specifically on depression. In addition, 8 (9%) apps focused on happiness, and 26 (28%) apps focused on the enhancement of emotional well-being through mindfulness/meditation. The distribution of apps based on incorporated techniques is presented in Table 2. Overall, 60 of 93 (65%) apps had a primary incorporated technique, and 33 (36%) apps had two or more incorporated techniques, none of which were primary. Mindfulness/meditation was the most frequent technique as the primary technique of the app (26/93, 28%), followed by use of a tracker (22/93, 24%). Psychoeducation (35/93, 38%) was the most frequent salient technique to be used not as the primary technique, followed by use of a tracker (28/93, 30%).

Figure 1. App inclusion flow diagram.
Table 2. Distribution of incorporated techniques in the app sample (N=93).

<table>
<thead>
<tr>
<th>Incorporated technique</th>
<th>Primary technique, n (%)</th>
<th>Cotechnique(a), n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness/meditation</td>
<td>26 (28)</td>
<td>14 (15)</td>
<td>40 (43)</td>
</tr>
<tr>
<td>Tracker</td>
<td>22 (24)</td>
<td>28 (30)</td>
<td>50 (54)</td>
</tr>
<tr>
<td>Breathing exercise</td>
<td>7 (8)</td>
<td>20 (22)</td>
<td>27 (29)</td>
</tr>
<tr>
<td>Psychoeducation</td>
<td>3 (3)</td>
<td>35 (38)</td>
<td>38 (41)</td>
</tr>
<tr>
<td>Peer support</td>
<td>2 (2)</td>
<td>7 (8)</td>
<td>9 (1)</td>
</tr>
</tbody>
</table>

\(a\)The technique is saliently presented in the app but is not considered a primary technique.

App Usage by Daily Active Users

All apps had complete metrics on app usage by daily active users. Medians and IQRs of daily app usage are presented in Table 3 based on the app’s mental health focus and in Table 4 based on the app’s incorporated techniques. As shown in Table 3, the median app open rate was 4.0% (IQR 4.7%), with medians of 3.28 (IQR 2.53) daily sessions and 13.03 (IQR 14.27) minutes of app use per active user. Daily active usage of mindfulness/meditation apps (median 21.47, IQR 15.00) was found to be significantly higher than the usage of apps for mental health problems (median 10.02, IQR 10.60; \(z=4.64, P<.001\)) or for happiness (median 7.77, IQR 6.90; \(z=3.82, P<.001\)). No other significant difference in app usage was found between mental health foci, including between anxiety- and depression-related apps. As seen in Table 4, the number of app minutes of use was significantly higher for mindfulness/meditation (median 21.47, IQR 15.00) and peer support (median 35.08, n=2) than for other techniques (all \(z\) \(\geq\)2.11, all \(P<.05\)). In addition, tracker (median 6.3%, IQR 10.2%) and peer support (median 17.0%, n=2) apps had significantly higher open rates than breathing exercise apps (median 1.6%, IQR 1.6%; all \(z\) \(\geq\)3.42, all \(P<.001\)). No significant differences in usage patterns were found for apps without a primary strategy that incorporated more than one technique.

Table 3. App usage based on app mental health focus (N=93).

<table>
<thead>
<tr>
<th>Mental health focus</th>
<th>Apps, n</th>
<th>Installation category, median (IQR)</th>
<th>Open rate (%), median (IQR)</th>
<th>Daily number of sessions per active users, median (IQR)</th>
<th>Daily minutes of use per active user, median (IQR)(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All apps</td>
<td>93</td>
<td>100,000 (90,000)</td>
<td>4.0 (4.7)</td>
<td>3.28 (2.53)</td>
<td>13.03 (14.27)</td>
</tr>
<tr>
<td>Mental health problems</td>
<td>59</td>
<td>50,000 (90,000)</td>
<td>4.0 (5.1)</td>
<td>3.77 (3.15)</td>
<td>10.02 (10.60)*</td>
</tr>
<tr>
<td>Anxiety</td>
<td>19</td>
<td>10,000 (40,000)</td>
<td>2.6 (2.5)</td>
<td>3.58 (3.49)</td>
<td>08.17 (09.42)</td>
</tr>
<tr>
<td>Depression</td>
<td>4</td>
<td>100,000 (50,000-100,000)(b)</td>
<td>4.8 (3.0-6.8)(b)</td>
<td>5.22 (3.97-6.55)(b)</td>
<td>06.97 (02.05-15.12)(b)</td>
</tr>
<tr>
<td>Happiness</td>
<td>8</td>
<td>100,000 (50,000)</td>
<td>3.7 (5.3)</td>
<td>3.50 (4.18)</td>
<td>7.77 (6.90)*</td>
</tr>
<tr>
<td>Mindfulness/meditation(c)</td>
<td>26</td>
<td>100,000 (650,000)</td>
<td>4.1 (3.3)</td>
<td>2.96 (1.66)</td>
<td>21.47 (15.00)**</td>
</tr>
</tbody>
</table>

\(a\)Categories with different number of asterisks (*, **) within a column are significantly different (\(P<.05\)) based on our analytical approach, which included Kruskal-Wallis one-way ANOVA at the variable level, followed by Mann-Whitney U tests.

\(b\)Due to a small number of included apps, brackets in this cell reflect the range (minimum-maximum value) and not the IQR.

\(c\)Mindfulness/meditation is presented as a separate mental health focus because all apps in this category were not attributed to another focus as they focus on enhancement of well-being as well as stress reduction.
Table 4. App usage based on app incorporated technique (N=93).

<table>
<thead>
<tr>
<th>Incorporated technique</th>
<th>Apps, n</th>
<th>Installation category, median (IQR)</th>
<th>Open rate (%), median (IQR)</th>
<th>Sessions per active user, median (IQR)</th>
<th>Daily minutes of use per active user, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary technique</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mindfulness/meditation</td>
<td>26</td>
<td>100,000 (650,000)</td>
<td>4.1 (3.3)</td>
<td>2.96 (1.66)</td>
<td>21.47 (15.00)*</td>
</tr>
<tr>
<td>Tracker</td>
<td>22</td>
<td>50,000 (90,000)</td>
<td>6.3 (10.2)*</td>
<td>4.58 (4.47)</td>
<td>07.27 (08.83)**</td>
</tr>
<tr>
<td>Breathing exercise</td>
<td>7</td>
<td>10,000 (40,000)</td>
<td>1.6 (1.6)**</td>
<td>2.19 (1.23)</td>
<td>08.32 (19.02)**</td>
</tr>
<tr>
<td>Psychoeducation</td>
<td>3</td>
<td>10,000 (10,000-100,000)</td>
<td>3.0 (2.5-3.3)*</td>
<td>4.16 (2.57-4.80*)</td>
<td>03.53 (02.07-19.23)**</td>
</tr>
<tr>
<td>Peer support</td>
<td>2</td>
<td>300,000 (N/A)</td>
<td>17.0 (N/A)*</td>
<td>8.67 (N/A)</td>
<td>35.08 (N/A)*</td>
</tr>
<tr>
<td><strong>Number of primary techniques</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥2 techniques</td>
<td>16</td>
<td>100,000 (50,000)</td>
<td>3.2 (3.1%)</td>
<td>4.06 (3.91)</td>
<td>12.88 (07.13)</td>
</tr>
<tr>
<td>2 techniques</td>
<td>17</td>
<td>50,000 (90,000)</td>
<td>4.0 (5.6%)</td>
<td>3.18 (1.40)</td>
<td>07.83 (11.93)</td>
</tr>
</tbody>
</table>

aCategories with different number of asterisks (*, **) within a column are significantly different (P<.05) based on our analytical approach, which included Kruskal-Wallis one-way ANOVA at the variable level, followed by Mann-Whitney U tests.

bNot including mindfulness/meditation.

cDue to the small number of included apps, brackets in this cell reflect the range (minimum-maximum value) and not the IQR.

dDue to the small number of included apps, IQR or range could not be calculated (marked with N/A).

eN/A: not applicable.

fIncludes two apps that use a chatbot (Wysa, Woebot), which did not have a different pattern of results emerging for a certain direction.

User 30-Day Retention

Fifty-nine apps (63%) had data on user retention. Chi-square tests for independence revealed no difference between apps with or without user retention data in the distribution of mental health foci ($\chi^2=2.1, P=.36$) and primary incorporated techniques ($\chi^2=3.8, P=.44$). Figure 2 presents user 30-day retention by the app’s mental health focus; Figure 3 presents user 30-day retention by the app’s incorporated technique. In both figures, there is a sharp decline of more than 80% in app open rates between day 1 and day 10, whereas the differences between day 15 and day 30 are smaller and represent a decline of approximately 20% in app open rates. Figure 2 reveals that, relative to users who opened the app on day 0, the median app open rate was as follows: 69.4% (IQR 27.8%) of users opened it on day 1, 3.9% (IQR 10.3%) of users opened it on day 15, and 3.3% (IQR 6.2%) of users opened it on day 30. Kruskal-Wallis one-way ANOVAs revealed no significant differences in app open rates on day 30 based on mental health focus ($H_2=1.88, P=0.39$) and a significant difference in app open rates on day 30 based on incorporated technique ($H_5=11.31, P=0.046$). Mann-Whitney U tests revealed that on day 30 peer support (median 8.9%), mindfulness/meditation (median 4.7%, IQR 6.2%), and tracker/diary apps (median 6.1%, IQR 20.4%) had significantly higher retention rates than breathing exercise apps (median 0.0%, IQR 0.0%; all $z\geq2.18$, all $P\leq0.04$). This pattern of difference is also descriptively apparent in 15-day retention, in which the median retention for breathing exercise apps was 0.0% (IQR 0.0%), whereas the range of medians for peer support, mindfulness/meditation, and tracker/diary apps was from 4.9% (IQR 7.1%) to 11.9% (IQR 0.7%).
Figure 2. App 30-day retention by mental health focus. The percentages reflect the number of users who opened the app from day 1 to day 30 out of the number of users who installed and opened the app on day 0.
Figure 3. App 30-day retention by primary incorporated technique. The percentages reflect the number of users who opened the app from day 1 to day 30 out of the number of users who installed and opened the app on day 0.

Usage Pattern by Hours and Days

Sixteen apps had data on hourly and daily app usage. Figure 4 presents the hourly usage patterns of apps and Figure 5 presents the daily usage patterns of apps. The number of apps with available data was small; therefore, we only present categories with data on more than three apps. Furthermore, we have not conducted statistical testing to compare program usage among the different categories. For hourly usage, the results pointed to a peak in app usage in the evening (8:00 pm) for apps targeting mental health problems. The results also showed that mindfulness/meditation apps had two usage peaks: one in the morning (7 am-9 am) and the other in the late evening (10 pm-midnight). In terms of daily usage, the results showed a peak in app usage on Thursday for mindfulness/meditation apps.

Sensitivity Analysis

We conducted a series of Mann-Whitney U tests to examine the difference in app open rate, number of sessions, daily minutes of use, and 30-day retention among the top 5 installed apps and the remaining apps per mental health focus and incorporated technique. We found a significant difference in the open rate of mental health apps favoring the top 5 installed apps ($z=1.68$, $P \leq .05$; top 5 installed apps: median 9.0%, IQR 6.9%; remaining apps: n=54, median 4.0%, IQR 4.7%). Among these five apps, one incorporated online peer support and three incorporated mood trackers. No other differences were found. A series of Mann-Whitney U tests was also conducted to examine whether app usage (app open rates, daily number of sessions, daily minutes of use) in each app category (mental health focus, incorporated technique) differed between apps with or without in-app purchases and no significant differences were found (all $P>.05$).
**Figure 4.** Hourly usage pattern. Usage is presented by hour out of the total app usage; therefore, the sum of percentages within each category is 100%. Note: a subset of apps for which that data were available is included; “All apps” includes both categories and one app targeting happiness.

**Figure 5.** Daily usage pattern. Percentage of app usage is presented by day out of the total app usage; therefore, the sum of percentages within each category is 100%. Note: a subset of apps for which that data were available is included; “All apps” includes both categories and one app targeting happiness.
Discussion

Principal Findings

This is the first study to report the usage and retention metrics of a large number of frequently installed, unguided mental health apps as recorded “in the wild” and independent of developer-led data. Based on Google Play Store data (using keyword search terms), there were over 90 million mental health app installs documented by the end of 2018 (ie, reach). Although our findings revealed that daily active users use apps for a significant amount of time during the day (daily usage median of 13.03 minutes), most people with the app installed on their device do not open it in any given day (median open rate of 4.0%). Furthermore, general user retention is poor, with a median 15-day retention of 3.9% and 30-day retention of 3.3%. These findings reflect the lower ranges of real-world retention rates reported in developer-led studies [17-20,22].

Our results also indicate that there are significant differences in app usage and user retention that are associated with the app’s incorporated techniques. Daily minutes of use were significantly higher for mindfulness/meditation (median 21.47) and peer support (median 35.08) apps than for apps incorporating other techniques. Daily open rates were significantly lower for breathing exercise apps (median 1.6%) than for apps incorporating the two techniques with the highest open rates (tracker: median 6.3%; peer support: median 17.0%). User 30-day retention was significantly lower for breathing exercise apps (median 0.0%) than for all other incorporated techniques (mindfulness/meditation: 4.7%; trackers: 6.1%; peer support: 8.9%), except for psychoeducation, which exhibited a pattern similar to the breathing exercise apps at 30-day retention. These patterns could be explained using the notion of effective engagement described by Yardley and colleagues [36], wherein there is “sufficient engagement with the intervention to achieve intended outcomes.” From this perspective, it might be that once people acquire the desired skills (breathing exercise) or knowledge (psychoeducation) they no longer use the app, thus affecting the pattern of retention over a longer period. By contrast, mindfulness/meditation apps often include guided meditations designed for repeated use over longer periods of time, while not fostering learning or direct skill acquisition.

Our findings on user retention highlight the low engagement with these apps. Although this warrants a re-evaluation of current engagement and retention strategies, it does not necessarily suggest that these apps are only helpful for a small number of users. First, we do not have data implying that users engage only with one app in the self-management of their states or conditions. However, it is difficult to assume that users are knowledgeable about the different apps available, which apps to use, and when to use them. Although there are some recommender websites [27,29,37] and approaches to help users identify the right apps [38-41], a therapeutic framework that provides guidance to users about how to use the right app at the right time could be useful. For example, in their novel study of IntelliCare—a suite of 13 apps and one Hub app accompanied by 8 weeks of coaching to encourage participants to try the apps recommended to them through the Hub app—Mohr and colleagues [42] found that 95% of participants eventually downloaded five or more of the IntelliCare apps as part of their therapeutic process. In another study, patients with schizophrenia spectrum disorders received 6 months of treatment that included health technology coaching around the use of three digital tools that were offered to patients based on their needs; 96% of patients rated the program as beneficial [43]. Future studies are needed to examine the feasibility of executing a scalable framework of care in which users receive the right app recommendation at the right time as part of a self-management routine.

Second, user retention patterns might also indicate the low burden associated with app installation (ie, the simplicity of opening the Google Play Store and clicking the app download and installation buttons), which implies that user context, motivation, and ability to engage [44] with these apps were not tested before app installation. The poor active user rates found in our analysis (median open rates of 4%) suggest that the number of app installs available in app stores do not provide a proper estimation of the proportion of users who actually self-manage their state by using the app. These issues further justify a previous call for the development of models to conceptualize the relationships between user state, need, ability, and motivation to engage with early interventions in the digital public space [8]. Although we need to significantly improve our ability to engage users who have made initial attempts at help-seeking, taking a public health engagement approach that is also focused on sustainability represents an important step forward in scaling effective care.

Finally, we identified that the two apps that incorporated peer support as a primary technique had relatively high engagement and retention rates. In our previous work, we defined a program’s relatability as “a good representation of a human factor that is easily relatable within the therapeutic context/process” [38]. Relational factors have also been previously acknowledged to nurture a therapeutic alliance with users [45-47], and have demonstrated to be a quality aspect that predicts user engagement with mobile health interventions [28]. Future studies are needed to determine whether technology has a special advantage as an infrastructure that connects between users and results in better engagement rates.

Limitations

This study has several limitations that should be considered. First, because we used an anonymous user panel, we did not have data about how different users use the apps and which parts of the apps were more engaging. The absence of such data means that some apps might have been more engaging due to the characteristics of their users, a phenomenon suggested previously by Ernsting and colleagues [48]. In addition, due to this limitation we were only able to focus on primary incorporated techniques within the apps and not on the way different design features (not deemed to be a primary technique) may have impacted the results. Subsequently, because we were leaning on off-the-shelf programs available to the public, we could not manipulate the programs themselves to account for aspects which lacked variability in our data, such as the impact of theoretical modalities on usage. That is, although our study...
advantage is that it enables us to present benchmarks of real-world use independent to trial settings, one advantage of direct experiments is the ability to control participant identity and manipulate intervention modalities and features to identify the group of active components leading to the best outcome (eg, [49]). Such experiments could be also helpful in determining causal relationships between intervention modalities and user behaviors, based on the context of use.

Second, some techniques such as peer support were only incorporated by a small number of highly installed apps (median installation category of 300,000). However, our results did not indicate a significant difference in any incorporated technique in terms of app installs, which suggests that these apps usage patterns go beyond an app’s popularity.

Third, because we were led by the available metrics on the platform, we could not examine retention rates after the first 30 days. The retention slope presented a slower decline in app open rates between day 15 and 30 and, based on previous reports, it would be reasonable to assume that there is a continuous usage decline over time (eg, [19,50]), but more studies are needed to determine the magnitude of the decline.

Finally, this study was only based on Android users. Current estimates suggest that the Android market share is approximately 88% of mobile phone users globally [51] and approximately 42.7% of mobile phone users in the United States [52]. Although these data suggest that a sufficient portion of users use the Android operating system, it would be beneficial to validate these results with datasets from the Apple market.

Conclusions
The use of digital platforms that record user traffic “in the wild” enables us to examine patterns of app usage outside of study settings and to assess real-world public engagement. Although we found daily active minutes of use to be relatively high, only a small portion of users actually used popular apps regularly. More studies leveraging different datasets are needed to understand these phenomena. On a broader level, findings point to the importance of the ways we measure, report, and address aspects of user engagement in the real world. It would be helpful to track the context of users who eventually use apps, hopefully through the use of digital footprints, while also tracking the use of multiple apps and websites across times. Obviously, aspects that relate to security and privacy of data have to be addressed. In addition, new studies are needed to better conceptualize our understanding of users’ contexts and the ways they search for and engage with beneficial services outside of traditional health care settings.

Acknowledgments
This study was supported by the Donald & Barbara Zucker Foundation.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Definition of sham techniques.
[PDF File (Adobe PDF File)75 KB - jmir_v21i9e14567_app1.pdf]

Multimedia Appendix 2
Definition of coded techniques.
[PDF File (Adobe PDF File)62 KB - jmir_v21i9e14567_app2.pdf]

Multimedia Appendix 3
List of included apps.
[PDF File (Adobe PDF File)72 KB - jmir_v21i9e14567_app3.pdf]

References
5. WalkerSands Communications. 2019. How technology is expanding the scope of online commerce beyond retail URL: https://www.walkersands.com/resources/the-future-of-retail-2018/ [accessed 2019-01-07] [WebCite Cache ID 75F2nwC1g]

http://www.jmir.org/2019/9/e14567/
34. Oath. URL: https://www.oath.com/ [accessed 2018-10-14] [WebCite Cache ID 73A1knb5w]
37. ADAA Mental Health Apps rates. URL: https://www.adaa.org/finding-help/mobile-apps [accessed 2016-11-01] [WebCite Cache ID 6htKKNve]
42. Baumel A, Faber K, Mathur N, Kane JM, Muench F. Heuristic evaluation of eHealth interventions: establishing standards that relate to the therapeutic process perspective. JMIR Ment Health 2016 Jan 13;3(1):e5 [FREE Full text] [doi: 10.2196/mental.4563] [Medline: 26764209]
Abbreviations

ANOVA: analysis of variance
IQR: interquartile range

©Amit Baumel, Frederick Muench, Stav Edan, John M Kane. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 25.09.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
What Players of Virtual Reality Exercise Games Want: Thematic Analysis of Web-Based Reviews

Nuša Faric¹*, BSc, MSc; Henry W W Potts²*, BA, MSc, PhD; Adrian Hon³*, BA, MA; Lee Smith⁴*, BSc, MSc, PhD; Katie Newby⁵*, BSc, MSc, PhD; Andrew Steptoe⁶*, BA, MA, DPhil, DSC; Abi Fisher¹*, BSc, PhD

¹Behavioural Science and Health, University College London, London, United Kingdom
²University College London, London, United Kingdom
³Six to Start, LSD Accountants, London, United Kingdom
⁴The Cambridge Centre for Sport and Exercise Sciences, Anglia Ruskin University, Cambridge, United Kingdom
⁵Coventry University, Coventry, United Kingdom

*all authors contributed equally

Abstract

Background: Physical activity (PA) is associated with a variety of physical and psychosocial health benefits, but levels of moderate-to-vigorous intensity PA remain low worldwide. Virtual reality (VR) gaming systems involving movement (VR exergames) could be used to engage people in more PA.

Objective: This study aimed to synthesize public reviews of popular VR exergames to identify common features that players liked or disliked to inform future VR exergame design.

Methods: We conducted a thematic analysis of 498 reviews of the 29 most popular exergames sold in the top 3 VR marketplaces: Steam (Valve Corporation), Viveport (Valve Corporation), and Oculus (Oculus VR). We categorized reviews as positive and negative as they appeared in the marketplaces and identified the most common themes using an inductive thematic analysis.

Results: The reviews were often mixed, reporting a wide variety of expectations, preferences, and gaming experiences. Players preferred highly realistic games (eg, closely simulated real-world sport), games that were intuitive (in terms of body movement and controls), and games that provided gradual increases in skill acquisition. Players reported feeling that they reached a high level of exertion when playing and that the immersion distracted them from the intensity of the exercise. Some preferred features included music and social aspects of the games, with multiplayer options to include friends or receive help from experienced players. There were 3 main themes in negative reviews. The first concerned bugs that rendered games frustrating. Second, the quality of graphics had a particularly strong impact on perceived enjoyment. Finally, reviewers disliked when games had overly complex controls and display functions that evoked motion sickness.

Conclusions: Exergames prove to be a stimulating avenue for players to engage in PA and distract themselves from the negative perceptions of performing exercise. The common negative aspects of VR exergames should be addressed for increased uptake and continued engagement.

(J Med Internet Res 2019;21(9):e13833) doi:10.2196/13833
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Introduction

Background

There is a large body of evidence showing that regular and sustained participation in physical activity (PA) aids in the prevention and management of noncommunicable disease [1-5]. Age-specific PA recommendations have been formulated, for example, the United Kingdom (UK) government recommends at least 150 min per week of moderate-to-vigorous PA for adults and 60 min per day for children and adolescents aged 5 to 18 years [6]. However, global population levels of PA are insufficient [6-8]. The UK has particularly low levels of PA compared with other European countries [9]. Objective measures of PA in 4507 adults aged above 16 years showed that only 6% of males and 4% of females met the recommended guidelines for PA [10]. Furthermore, 50% of males and 58% of females were classified as inactive [10]. Levels of inactivity are particularly high among socioeconomically deprived groups [11,12]. The US Department of Health and Human Services reported that less than 5% of American adults engage in 30 min of PA every day and only one-third reach the recommended PA levels in a week [13]. An increase in sedentary lifestyle and insufficient PA has also been observed in other countries such as Australia [14], India [15], and China [16]. Interventions to increase levels of PA in the population are urgently required.

Gaming is a recreational activity regularly performed by 2 to 3 billion people worldwide across socioeconomically deprived groups and by males and females [17,18]. The popularity and nature of gaming makes it a potential avenue for a population health intervention [19]. A market research report by Limelight Networks in 2018 found that gamers around the world spent an average 6 hours in playing each week [20]. Games requiring bodily movement (exergames) offer a potential to increase PA and reduce sitting time or replace sedentary screen time [21]. Early generation exergames such as Dance Dance Revolution released in 1998 and Nintendo’s Wii Fit released in 2007, (which sold over 22 million copies worldwide) and, more recently, Pokémon Go (downloaded over 800 million times) are examples of exergames that have had huge commercial success [22,23].

Empirical studies of previous generation exergames have shown that they can achieve PA of at least moderate intensity and can increase energy expenditure up to 300% above resting levels [23]. In addition, a meta-analysis of 35 studies in young people found that they achieved a similar level of activity in field-based sports and enhanced reported enjoyment of, and intrinsic motivation for, PA [24]. Exergaming has also been positively associated with psychological well-being [25,26]. Randomized controlled trials in children [27], preadolescents [28], adolescents [29,30], and adults [31] found that exergames supported weight loss and increased fitness. However, trials have not been able to confirm exactly which psychological or social factors might lead to long-term engagement [21,25,26].

Virtual reality (VR) has the potential to enhance the impact of an exergaming intervention. The most prominent feature of VR is high-quality virtual realism or immersion, coupled with body tracking, where the person feels fully present or located in the virtual world [32,33]. In exergames, presence is not always required, but in VR, full presence is required and, as such, psychological processes may potentially differ and even influence the performance or affective states of players [33]. There is evidence from laboratory studies that immersive VR exergaming is more engaging than standard exercise and may distract participants from exertion. For example, one study involving 88 university staff and students found that although the heart rate was higher in VR than a standard exercise condition, participants reported feeling less tired and had higher ratings of enjoyment in the VR condition [34]. VR is moving from a niche to a more affordable product, suggesting, for the first time, potential for the use of VR as a population health intervention. Ownership is increasing: Statista reported worldwide sales of VR headsets totaling 13.5 million units in 2017, and the sales are predicted to increase drastically by 2020 because of decreases in price [35].

Objectives

VR exergames are a unique platform for PA intervention, and not much has been reported about the experiences of players themselves. This study aimed to investigate the factors that were reported to help or hinder engagement with VR exergames as reported by the players themselves in Web-based VR marketplaces or platforms. This review was performed to learn more about their actual experiences and synthesize results to be mindful when building a new VR exergame for PA. In line with intervention development frameworks, gathering the views of target users is crucial [32]. Some feedback can be obtained only from people who are using the technology in question, even though they may not be representative of all future users. Markets are changing rapidly and are future oriented, and the insights that we gather from current users may benefit the development of future VR PA interventions. The systems need to be well designed to be as effective as possible and preferably with an involvement with the target population [36].

New data collection could have been conducted with players of VR exergames, but we instead opted to take advantage of Web-based reviews that have been spontaneously submitted. Using material submitted Web-based has become increasingly common in research, and we drew on examples in app research [37]. This approach is quick and cost-effective. Web-based reviews may not directly answer researchers’ questions, and those submitting reviews may not be representative. However, Web-based reviews may have greater validity than responses given in a research context.

Methods

Main gaming databases were searched in July 2018. Steam, Viveport, and Oculus were selected as the 3 main marketplaces for VR games and gaming experiences. Steam is the most popular hub in the world for purchasing and downloading desktop and VR games [38]. At present, Steam supports HTC Vive, Oculus Rift, and Windows Mixed Reality headsets [39,40]. Viveport and Oculus support their respective VR headsets. All 3 marketplaces encourage users to share their reviews.
Virtual Reality Exergame Search

This study included games that were specifically marketed as being fitness related. Games that related to PA or sport but did not involve movement to play (eg, football management) were excluded. Each marketplace had slightly different game selection categories and or filter options, and these were applied to obtain a selection of VR exergames. The search strategies were as follows:

1. Steam: In the “Virtual Reality” category, “sort by Top Sellers” was selected and manually searched for fitness-related games.
2. We also visited the “Virtual Reality” category and selected “sort by What’s Being Experienced” (ie, hours played) and manually searched for any fitness-related games that were missed in the previous search.
3. Viveport: We searched for apps in the “Health & Fitness or Sports” genre, filtering by “Popularity”.
4. Oculus: We searched the fitness-related games in the categories “Top-selling experiences for Rift” and “Top Free experiences for Rift.”

Types of User Reviews and Sampling

For each of the sampled VR games, 2 researchers (NF and AF) extracted the most recent 10 positive and 10 negative reviews. The reviews were extracted into an Excel sheet.

Steam and Oculus reviews require users to post either a positive or negative review. Viveport allows reviewers to post reviews using a starring system, ranging from 1 to 5. For all 3 marketplaces, we selected the first 10 reviews (chronologically most recent). This posed an issue of whether to include reviews with 3 stars (which would constitute as neutral and not necessarily a positive or negative review). We decided to include these because Steam and Oculus platforms, in fact, included reviews that would fall under a neutral category if such options existed. For example, in Steam and Oculus, some reviewers provided a breakdown and a list of pros, neutrals, and cons within one review, whereas others directly reported how many stars or categories they would assign if such options were available: “I could not give a positive review and there’s no neutral ones”, and “I’m a bit torn on reviewing this [before listing both pros and cons and arguing it was a neutral review].”

It was merely the fact that the review could not be posted unless they have chosen either a positive or negative category, but in either of the categories, they have reported what would otherwise constitute a neutral review.

Data Analysis

A thematic analysis was used as it provides a flexible approach to analyzing qualitative data [41]. We chose the thematic analysis over other diverse qualitative approaches because it helped us locate themes and patterns or thematize meanings within the body of data. Themes were organized in detail in a coherent manner [41]. The theoretical position of the thematic analysis in our study is concerned with a particular context and as such fell under a contextualist method or critical realism. It reports on the reality and experiences of the VR exergame users but at the same time unravels the way in which individuals make meaning of their experiences.

Results

Overview

The number of reviews extracted from each database is shown in Table 1. A total of 36 games were identified, but 7 of these had no associated reviews, leaving 29 games for inclusion. These produced a total of 498 reviews (260 positive, 238 negative, and 2 neutral reviews, ie, 3 stars for Viveport only).

Table 2 gives details of the included games.

The VR exergames included in the analysis covered a wide variety of sport simulators (eg, Racket Fury) and super hero (eg, Echo Arena) or arcade-style games in VR (eg, Fruit Ninja). Of 498 reviews, 85 (17%) had both positive and negative comments within one review. This was apparent from the content of the reviews, and reviewers often separated feedback into defined paragraphs with pros, neutrals, and cons as subtitles in one review, as mentioned earlier. Approximately 70% of reviewers commented on the technological aspects of the games that included the settings and options in the games, the bugs, display functions such as the glitches and freezes, the overall flow of the game, the use of the controllers, and other potential issues (eg, the game requiring users to jump or spin while being potentially hazardous, eg, cables and space requirement).

Each review varied in length from 5 to 880 words. In terms of the context of this study, the word workout was mentioned 112 times in all reviews; sweat or sweaty, 61 times; fitness, 14 times; and physical activity, twice.

We identified 14 main themes for both positive and negative reviews, which we illustrate along with supporting quotes and summarize in Table 3.
Table 1. Selection of virtual reality exergames based on the marketplace.

<table>
<thead>
<tr>
<th>Marketplace, game types</th>
<th>Number of games identified</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Steam</strong></td>
<td></td>
</tr>
<tr>
<td>Top sellers</td>
<td>12</td>
</tr>
<tr>
<td>What’s being experienced (hours played)</td>
<td>6</td>
</tr>
<tr>
<td><strong>Viveport</strong></td>
<td></td>
</tr>
<tr>
<td>Health and fitness or sports genre (ordered by popularity)</td>
<td>10 (7 had no reviews)</td>
</tr>
<tr>
<td><strong>Oculus</strong></td>
<td></td>
</tr>
<tr>
<td>Top selling experiences for Rift</td>
<td>7</td>
</tr>
<tr>
<td>Top free experiences for Rift</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 2. Final virtual reality exergame selection and description of each virtual reality exergame.

<table>
<thead>
<tr>
<th>VR&lt;sup&gt;a&lt;/sup&gt; exergame</th>
<th>Brief description of the VR exergame by marketplace (descriptions taken from or adopted from the marketplaces)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Steam</strong></td>
<td></td>
</tr>
<tr>
<td>1—Beat Saber</td>
<td>The goal is to make players almost dance while cutting the cubes flying toward them and avoiding obstacles using 2 sabers. Each cut is strongly supported by great sound and visual effects to emphasize the rhythm</td>
</tr>
<tr>
<td>2—Audioshield+C9</td>
<td>The players need to block the beats by punching the orbs flying toward them. Audioshield puts players at the point of impact for every hit in the music. Works with any song</td>
</tr>
<tr>
<td>3—Sprint Vector</td>
<td>Run, jump, climb, drift, and fly at extreme velocity as you race up to 8 players and battle obstacles in this frenetic VR adrenaline platformer</td>
</tr>
<tr>
<td>4—Hover Skate VR</td>
<td>Physics-based hoverboard simulator for VR with over 250 skateboard tricks to learn and master</td>
</tr>
<tr>
<td>5—VR Super Sports</td>
<td>8 sports games combined into one</td>
</tr>
<tr>
<td>6—Climbey</td>
<td>A VR-only climbing game! The goal is to climb to the finish as fast as you can, avoiding obstacles and trying not to fall along the way</td>
</tr>
<tr>
<td>7—Soundboxing</td>
<td>A VR music video kickboxing game where you create the beats! You can either punch to the music and compete to beat the best, or record your own challenge for others to beat—all set to your favorite music in a cool outdoor environment</td>
</tr>
<tr>
<td>8—BoxVR&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Rhythm-based boxing-inspired workouts. The only VR workout app with regularly updated workouts by professional fitness instructors</td>
</tr>
<tr>
<td>9—The Thrill of the Fight—VR Boxing</td>
<td>A room-scale VR boxing game. Face off in the virtual ring where you’ll jab, dodge, and sweat your way to the top of the boxing world. Grab your gloves, step through the ropes, and become a champion</td>
</tr>
<tr>
<td>10—Racket: Nx</td>
<td>Racquetball meets breakout inside a giant pinball machine! Racket: Nx is a new kind of game that challenges the limits of what you can do with a racket and ball in VR</td>
</tr>
<tr>
<td>11—Racket Fury: Table Tennis VR&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Face 16 opponents in 4 distinctive cups and step into the most intense table tennis experience! Take on challenging rivals in the single-player campaign to climb the ladder of the Crown Galaxy! Get involved in heated exchanges with players from all over the world who, just like you, are hungry to win</td>
</tr>
<tr>
<td>12—Holopoint</td>
<td>An archery game. Fight your way through waves of responsive targets, samurai, and highly dangerous ninjas—all while drawing, nocking, and shooting your arrows as quickly as possible</td>
</tr>
<tr>
<td>13—Fruit Ninja VR</td>
<td>Step inside the Fruit Ninja universe and experience a slice of VR like never before</td>
</tr>
<tr>
<td>14—Knockout League—Arcade VR Boxing</td>
<td>A single-player arcade-style boxing game built from the ground up for VR. Dodge flaming uppercuts, block sweeping tentacle attacks, and pummel your opponents using 1:1 tracking of your head and hands</td>
</tr>
<tr>
<td>15—Eleven: Table Tennis</td>
<td>The ultimate table tennis simulator. Play opponents in Web-based multiplayer or practice against the advanced AI. With physics designed to be as real as ever achieved in a Table Tennis simulator, you will forget you are in VR</td>
</tr>
<tr>
<td>16—to the top</td>
<td>Play opponents in Web-based multiplayer or practice against the advanced AI. With physics designed to be as real as ever achieved in a Table Tennis simulator, you will forget that you are in VR</td>
</tr>
<tr>
<td>17—Fancy Skiing VR</td>
<td>The game’s structure is based on real skiing that players use the handles just as ski poles to get power and lean left or right to control the direction, which brings players a strong immersion</td>
</tr>
<tr>
<td>18—Sparc</td>
<td>A unique physical sport only possible in VR in which players compete in fast-paced, full-body VR gameplay and connect in a Web-based community</td>
</tr>
<tr>
<td><strong>Viveport</strong></td>
<td></td>
</tr>
<tr>
<td>19—Arcade Saga</td>
<td>Allows you to take the role of a newly sentient being and battle for survival against AI Overlords determined to destroy you and your freethinking. Through 3 different futuristic sports—Fracture, Smash, and Bowshot—you’ll harness your reactions and strategic thinking to shoot and dodge viruses, break firewall bricks, and spin data-balls past the Overlords and their minions. You will need to use your reflexes, wits, and changing strategies to survive</td>
</tr>
<tr>
<td>20—VR Cricket</td>
<td>A cricket game for VR with 2 bowling options, that is, fast and spin. Game also features the real pitch and 2x dimensions of the real pitch. Game features a stadium, sound effects, and animations</td>
</tr>
</tbody>
</table>
VR exergame | Brief description of the VR exergame by marketplace (descriptions taken from or adopted from the marketplaces)
---|---
21—Knockout League | A single-player arcade style boxing game built from the ground up for VR. Its intuitive gameplay involves moving and dodging with your body and 1:1 punch movement that lets you attack how you want without relying on buttons for main gameplay. Train up with various boxing drills to take on a crazy cast of characters with different fighting styles and gameplay to become the champion of the Knockout League.

Oculus

22—Eleven: Table Tennis VR | The ultimate table tennis simulator. Play opponents in Web-based multiplayer or practice against the advanced AI. With physics designed to be as real as ever achieved in a Table Tennis simulator, you will forget you are in VR.
23—The Climb | Scale huge heights and feel the exhilaration of extreme free solo climbing. Explore and enjoy the view or compete for the fastest times on leaderboards with touch or gamepad controls.
24—BoxVR | See game 8.
25—Knockout League | See game 21.
26—Fruit Ninja VR | Fruit slicing game in VR. Step inside the Fruit Ninja universe and experience a slice of VR like never before.
27—Racket Fury: Table Tennis VR | See game 11.
28—Streetball VR | Arcade-style basketball when you step into the street one on one with the top finest in basketball action and play in different streets with beautiful backgrounds in VR.
29—Echo Arena | Echo VR is your gateway to Echo Arena and Echo Combat. You play as a futuristic battle-ready robot armed with an array of weapons and abilities as your team of 3 competes against the opposition in a zero-gravity clash of robotic glory as you glide, boost, and punch your way to scoring goals in a breath-taking virtual arena.

VR: virtual reality.
Where game repeats but in a different marketplace.
AI: artificial intelligence.

Table 3. Main themes for both positive and negative virtual reality exergame reviews.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real-world feeling</td>
<td>Body movement akin to real-world sport or activities made games more appealing</td>
</tr>
<tr>
<td>Intuitive controls</td>
<td>Intuitive controls made games more playable and less frustrating, which was especially true for the less experienced players</td>
</tr>
<tr>
<td>Immersion</td>
<td>Immersion was important for sense of presence and overall enjoyment of the game</td>
</tr>
<tr>
<td>Music</td>
<td>Music greatly enhanced the overall experience of the games</td>
</tr>
<tr>
<td>Matching skill level</td>
<td>Gradual step-by-step acquisition of skill and skill-matched intensity levels highly impacted on playability</td>
</tr>
<tr>
<td>Social aspects</td>
<td>Sociable aspects of the games were favored, but sometimes multiplayer games left players feeling lonely or stuck</td>
</tr>
<tr>
<td>Exertion and matching real-world exercise levels</td>
<td>VR exergaming provides a high level of exertion, equivalent to real-world exercise</td>
</tr>
<tr>
<td>Appearance</td>
<td>The feeling of how you look when you play impacted on player’s enjoyment of the game</td>
</tr>
<tr>
<td>Graphics</td>
<td>Good graphics and display allowed players to play for longer periods of time</td>
</tr>
<tr>
<td>Bugs</td>
<td>Bugs frustrated the players, but when they were fixed quickly, people were more likely to play on</td>
</tr>
<tr>
<td>Add-ons enhance gaming experience</td>
<td>Simple add-ons and tweaks had the potential to enhance the overall game experience</td>
</tr>
<tr>
<td>Motion sickness</td>
<td>Motion sickness made it difficult for players to engage</td>
</tr>
<tr>
<td>Developers</td>
<td>Responsive and present developers gained more players and praise</td>
</tr>
<tr>
<td>Price</td>
<td>Price influenced the overall perception of the VR exergames</td>
</tr>
</tbody>
</table>

Main themes of the negative reviews, although also present in positive reviews.
Body Movement Akin to Real-World Sport or Activities Made Games More Appealing
People purchased and engaged with VR exergames for different reasons. Some people used VR exergames merely as entertainment, whereas others used them to build a skill, practice sport, and replace real-world sport or exercise. Sometimes VR exergaming did not match the feeling of performing sport or PA in the real world, and this had to do with controllers, mechanics (ie, the overall gameplay, sometimes interchangeably used as physics), physics (ie, simulation or game effects appearing to be realistic), or display quality and graphics of the game. These themes are interconnected. Reviewers often disagreed about the same game:

I’m a martial artist, I think this game is the closest to what we could get fighting in VR at the moment. If you would like a good work out, try playing ten rounds daily. It cannot replace actual boxing training but it will raise your confidence and fitness.

With all the good reviews, this must just not work with my system. The hit detection was horrible, couldn’t block a thing, and it was constantly sticking me on top of my opponent.

Matching the physical skill levels meant that some exergames offered different modes of playing. Transferring the same physics to the VR exergames as those experienced in real-life sports or exercises was quite important for most players:

The most important aspect of table tennis is the physics and [name of the game] certainly ticks that box. It provides one of the best VR table tennis physics I have experienced to date. I have played over 240 hours of VR table tennis and play regularly in real life so I have a good idea of how the game of table tennis plays. [Name of the game] translates so well that I can play all the shots that I play in real life with the correct amount of spin, power and accuracy. It is so accurate in fact that I can use it to improve my real game.

It’s designed for people who have never skated (it seems) whereby people that have will find it nonintuitive. Not sure if there’s a middle ground but I hope you find it (or add in an option for “skater mode” [“skater mode” would be a difficulty and skill level for more experienced skaters]).

Intuitive Controls Made Games More Playable and Less Frustrating, Which Was Especially True for the Less-Experienced Players
Intuitive controllers affected playability and overall satisfaction with the game:

Braking requires hitting both side buttons, which is weird and uncomfortable (I’ve always hated those side buttons). All the buttons are annoying to remember and I can’t count the number of accidental screenshots I’ve taken.

The controls are incredibly simple, too: throw punches by pushing your hands out in front of your

while holding the controllers; block by raising your hands in front of your face. There’s no need for button presses, as [name of game] is entirely based on movement.

Immersion Was Important for the Sense of Presence and Overall Enjoyment of the Game
Intuitive controllers had an effect on immersion, but immersion also depended on other factors such as the mechanics of the game. The overall flow of the exergame was often related to immersion but was interrupted by poorly designed controllers or bugs:

Backstory is nonexistent. If you’re going for this style of game at least have a setup. Does wonders for immersion and gameplay. Trust me... [the name of an example game] made the game 10x better for me. Especially when you complete a level and you’re at the peak. I usually sit there for 10 minutes taking in the view. The world is full of life, you can see boats and planes off in the distance. I also use wrist weights while playing, it enhances the immersion and its exercise.

The ball doesn’t follow your hand and instead leaves several seconds after you throw. This and a few other issues related to lag. Unfortunately it kills the immersion completely.

Immersion Was Important for Distraction From Thinking About Physical Activity
One of the key features of VR exergaming is immersion, and immersion was reported as helping the players perform PA:

It’s a great workout and time flies while you tell to yourself: just one more song!

I’m a nerd. I hate sports and physical activity with a passion[...] I played until my body just couldn’t go on any more. As I’m writing this, I’m a sweaty mess and my whole body is hurting. The cross platform play is awesome, players are super nice to each other and the gameplay mechanics just work and the inputs are responsive [...] Now I need to go rest...

I also use wrist weights while playing, it enhances the immersion and its exercise.

Music Greatly Enhanced the Overall Experience of the Games
Reviewers explicitly mentioned music. Most reviews referred to music directly in terms of enhancing the experience of playing satisfaction, immersion, replayability, and presence:

Music is excellent for the game’s style. I love this soundtrack.

Not a big fan of the music so would appreciate some audio controls.

Even though the songs are far from the kind of music that I listen to, I cannot help but walk around having the melodies in my head constantly. Some songs I play because I like the music, others I play because
the level is just really fun to play. And some because both of those reasons.

Sometimes music hampered the enjoyment of the game entirely:

[name of the game] is a music game where the gameplay doesn’t match with the music. Not worth the price, especially now that [name of a competitor game] is out.

Gradual Step-by-Step Acquisition of Skill and Skill-Matched Intensity Levels Highly Impacted on Playability

Some gamers spent long periods of time learning the mechanics of the game and commented on the technical support present in the game when they were stuck:

Great progression of levels keep the game interesting and require building new skills.

Good workout but overall, it jumps to ridiculously hard after 5 levels. I have been working on it for the last 2 days and I can’t get to round 10 because you get hit twice and it starts you over. The levels don’t even seem much different from 5-9.

Sociable Aspects of the Games Were Favored, But Sometimes Multiplayer Games Left Players Feeling Lonely or Stuck

Fun was also dependent on whether players could play with other people such as friends and family but when players had no one to play against, which defeated the gameplay:

You & friends can even just hangout and chat & play in the skate park and not do races at all. Love the freedom.

This could be the best VR game so far. I love the game play. But the matchmaking wait is so bad - you have to wait and watch for 2.5 minutes between every game. I live in Tokyo...my son is working in New Jersey...we met up in [name of the game] for over 2 hours and had a blast. As if he was next to me...we could actually grab hold each other’s hands to climb up the ledge.

Virtual Reality Exergaming Provides a High Level of Exertion, Equivalent to Real-World Exercise

As already illustrated in the previous examples, the players commented on the level of exertion and workout quality. Additionally, some reviewers felt worried about their headsets getting sweaty and sought advice about maintenance and cleaning:

This game made me realise I am really out of shape. This game is an amazing workout. It’s great for working the legs and your core (some arms too, but not nearly as intense). Right now I used 2 games [within the game] for exercise.

I was sweating on my head mounted display and just had to quit. Not only that, but I was tripping over my wired headset. If you have a wireless headset, then this game is perfect. If you don't, you’ll have to setup your wires or just be very cognizant of this problem.

The Feeling of How You Look When You Play Impacted on Players’ Enjoyment of the Game

Some players wanted to look as cool to someone else when playing the game as they do inside the game itself. This was especially true for those games that offered superhero qualities or exceptional skills:

You shoot down holograms and dodge the projectiles. It is one of the few games where you actually look cool in the real world while you play it as you contort your body to dodge and shoot.

My wife thought I looked dumb shooting invisible arrows straight up at the ceiling while kneeling and swearing. I didn’t. I felt like I looked awesome. You will be ducking, kneeling, spinning, nocking, shooting, nocking, shooting until you fall over.

Good Graphics and Display Allowed Players to Play for Longer Periods of Time

Clear, solid graphics made players like the exergames more, but sometimes too much detail evoked discomfort:

Graphics and models are well designed. Good amount of detail, but not so much that things are ever a pixelated aliased mess at a distance.

The graphics are terrible for a game this simple. Everything is shimmering and my eyes started to hurt soon after I started playing and made me uncomfortable.

Bugs Frustrated the Players, But When They Were Fixed Quickly, People Were More Likely to Play On

Bug complaints were the most prevalent mechanics complaint across all reviews and for all games. VR technologies, hardware, and software issues were all mentioned. Some games were experienced as smooth, whereas others as unplayable:

Amount of bugs is recent versions is insane. Glitches, freezes control issues. Happen exclusively in this game. I wish there was a way to revert everything to the previous version.

It's kind of frustrating to play through the song over and over again and not get a chance to really practice the hard part before you have to restart the song again.

Within minutes of use, I ran into several bugs and had to restart the game several times before I could even try it. So my first 10-15 minutes are just troubleshooting... fun..

All the bugs are possible to work around and this kind of game lives on community engagement anyway.

Annoying bugs. Love the games but I hate the “Your head is intersecting with an object. Please move it” screen. It just randomly pops out when I fall making it impossible to grab on to a grip to the one beneath
it [...] also, It keeps making me jump out of the middle of nowhere. So annoying.

**Simple Add-Ons and Tweaks Had the Potential to Enhance the Overall Game Experience**

Sometimes reviews on mechanics had to do with simple add-ons or tweaks that helped players track fitness-related behaviors and PA:

- **Hours logged do not necessarily reflect all time spent in the game. Needs only to add more boxers and rings. Please add a calorie counter.**

**Motion Sickness Made It Difficult for Players to Engage**

Motion sickness was reported as problematic when playing certain VR exergames:

- **I am sometimes susceptible to VR sim sickness from artificial locomotion, depending on the game. [the name of the game] didn’t give me any problems.**
- **I’ve got hundreds of hours in VR at this point, and no game has ever really made me sick the way [name of the game] has. I put on the comfort options in the game, but I still can’t run more than one (maybe two) challenges before I have to leave the game.**

**Responsive and Present Developers Gained More Players and Praise**

Many reviews have tips and feedback for developers from praise to critique. Sometimes the developers were addressed directly and feedback was given to them about their response, behavior, or their presence Web-based, but sometimes the feedback was given to the developers more generally in terms of how they could improve the game mechanics or game controls:

- **Hats off[] to the developers for the immersive experience and environments! Job well done! The touch controllers and style of locomotion are a great pairing.**
- **I have been unable to launch the game for a few months now. I am extremely disappointed with the services in effort to help my problem and think that the services to help problems such as mine need to be looked at further by the developers of the game.**

**Price Influenced the Overall Perception of the Virtual Reality Exergames**

Reviewers commended or complained about the price. Some reviews described a greater degree of tolerance for glitches and bugs if the game price was low. Sometimes a low price meant that reviewers gave it a more balanced rating. The opposite was also true: reviewers expected more when the price was high:

- **Not nearly enough content in the game to justify the current price.**
- **I’ll probably buy it again after they work out some of the bugs, or if the price comes down significantly.**
- **For this small price, I give it a go!**

---

**Discussion**

**Principal Findings**

This study sought to learn from users’ reviews of VR exergames from the 3 most popular marketplaces: Steam, Viveport, and Oculus. A thematic analysis revealed that VR can provide an immersive experience where the user feels fully present in the virtual environment and can provide a distraction and alternative to conventional PA while still providing exercise at an intensity equivalent to real-world PA. However, poor game design can frustrate players and lead to nonuse.

Players preferred games that are realistic (eg, closely simulated real-world sport); games that are intuitive (in terms of the body movement and physics of the game, game mechanics, and controls); games that provide gradual step-by-step increases in skill acquisition; games that either provide support (eg, tutorial) or social support; and games that provide access to accessories or player options. Concordant with a 2011 review of the literature on exergames, which emphasized how exergames can help physical education courses and improve a student’s physical and social outcomes, our study also suggested exergames to be enjoyable technology that increase energy expenditure during play, motivate players to become more physically active, and promote social interaction [42]. We were not able to measure or discern a player’s cognitive performance before and after playing VR exergames, but the aforementioned review also suggested exergaming (but not exclusively VR exergaming) to have the potential for positive cognitive effects such as problem solving, estimation, pattern recognition, memory, and improved academic performance [42]. Music was a popular choice to increase fun, immersion, and enjoyment of VR exergames. Players did not discuss weight loss but discussed fitness levels achieved as part of playing the VR exergames. Reviewers consistently reported that VR exergaming was providing a high level of exertion equivalent to real-world exercise and that the immersion and enjoyment was a welcome distraction from the exertion. Discussions centered on playability and enjoyment of the VR exergames and the experience of playing them.

A number of players did not feel that they were getting value for money. The overall experience with the VR exergame was tied to the price of the game. Some games were judged as worth the price, and some games were acceptable and more enjoyable because they were offered at a discounted rate. More was expected from games with higher price points.

There were 3 themes in negative reviews: the first was around bugs that rendered games frustrating and sometimes unplayable. The quality of graphics had a particularly strong impact on perceived enjoyment. Reviewers disliked when games had overly complex controls and display functions that evoke motion sickness, which is a potential side effect in VR displays [43,44].

These negative effects clash with VR’s potential to improve mood, visual-spatial skills, coordination, motivation, and energy expenditure [34,42], and as such, careful consideration for the design features of the future exergames is paramount. What is particularly important is that the caloric expenditure, the end goal of the engagement with VR exergames, may be hampered
by technological glitches and factors that can most likely only be modified by the designers of the games. Therefore, the first important factor is the design and consideration of the potential negative effects when designing a new VR exergame and taking user’s feedback on board. In doing this, the designers are more likely to create a game that will flow and then also promote the state of flow, a state of absorption in the activity [45], which is a key factor in the attractiveness of exergames. Other important factors include the balance of skill and the perceived challenge, clear goals and rules, fair feedback or guidance, a sense of personal control over the activity or game, loss of self-doubt or feelings of self-concern (loss of consciousness), transformation of time (losing sense of time and feeling absorbed), and autotelic experience (an activity undertaken for its own sake) [46]. The balance between making the game appealing to a wide variety of people when taking into account individual differences (eg, age and disability status) may mean accepting that a great variety of choices are required, even within the same exergame to keep the game challenging, fun, and novel [46]. Recently, attempts have been made to maximize individualization using interactive deep reinforcement learning, which allows the game to adapt to user preferences [47].

Limitations and Future Research
This study has a sufficiently large sample size [48,49]. However, the user-submitted reviews may be biased because they could be from people who felt more strongly or passionately about the VR exergames or who had something very particular to say. There were no demographic data about reviewers or their experience of playing VR games, and as such, we cannot draw any conclusions about the characteristics, motivations, and overall VR experiences of reviewers.

Nor could we examine whether comments varied systematically by any individual differences between players. A study on affective and attentional states when running in a VR environment concluded that the effects of performing PA in a VR environment depend on individual difference factors (especially individual differences in presence and immersive tendencies) [50].

This study was an inductive thematic analysis with no a priori hypothesis or theory. It is difficult to draw conclusions with regard to whether these findings are transferable to all cultures or ages and if these findings were an optimal reflection of the VR exergaming community. However, this relatively novel approach to thematic analysis allowed us to capture the views of a large number of users, and it also complements traditional qualitative interviewing approaches.

Conclusions
This thematic analysis indicates that VR exergames have potential as a public health intervention and gives specific advice on what a game should do (including the importance of price and building a relationship between developers and the gaming community—issues often overlooked in a research or public health context). More research is necessary to determine which factors matter most across a wide range of exergame genres in the VR gaming space. However, we believe that users and developers will benefit from our findings. However, further exploration of factors influencing long term engagement with VR exergames is warranted.
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Abstract

Background: Health care professionals (HCPs) are often patients’ first point of contact in what concerns the communication of the purposes, benefits, and risks of sharing electronic health records (EHRs) for nondirect care purposes. Their engagement is fundamental to ensure patients’ buy-in and a successful implementation of health care data sharing schemes. However, their views on this subject are seldom evaluated.

Objective: This study aimed to explore HCPs’ perspectives on the secondary uses of health care data in England. Specifically, we aimed to assess their knowledge on its purposes and the main concerns about data sharing processes.

Methods: A total of 30 interviews were conducted between March 27, 2017, and April 7, 2017, using a Web-based interview platform and following a topic guide with open-ended questions. The participants represented a variety of geographic locations across England (London, West Midlands, East of England, North East England, and Yorkshire and the Humber), covering both primary and secondary care services. The transcripts were compiled verbatim and systematically reviewed by 2 independent reviewers using the framework analysis method to identify emerging themes.

Results: HCPs were knowledgeable about the possible secondary uses of data and highlighted its importance for patient profiling and tailored care, research, quality assurance, public health, and service delivery planning purposes. Main concerns toward data sharing included data accuracy, patients’ willingness to share their records, challenges on obtaining free and informed consent, data security, lack of adequacy or understanding of current policies, and potential patient exposure and exploitation.

Conclusions: These results suggest a high level of HCPs’ understanding about the purposes of data sharing for secondary purposes; however, some concerns still remain. A better understanding of HCPs’ knowledge and concerns could inform national communication policies and improve tailoring to maximize efficiency and improve patients’ buy-in.

(J Med Internet Res 2019;21(9):e14135) doi:10.2196/14135
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electronic health records; information technology; health policy; safety culture

Introduction

Background
The use of electronic health records (EHRs) for secondary purposes, such as health research, public health surveillance, quality improvement, and safety monitoring, is essential for improving patient care [1]. In recent years, the exponential growth in EHR adoption, together with developments in health care informatics and data mining tools, has generated a range of health discoveries that ultimately improve the quality and safety of health care delivery [2-4]. Furthermore, health care data sharing for secondary uses, and particularly for research purposes, seems to be supported by the wider public [5-7]. At the same time, evidence suggests that harm due to inappropriate or insufficient use of available data is a real problem with potential serious consequences such as increased mortality and financial burden [8]. Therefore, while preserving patients’ privacy, health care systems must find solutions to leverage health care data to deliver safer and better care.

Governmental initiatives worldwide have been advocating the use of EHR for secondary purposes. In the United States, the Health Information Technology for Economic and Clinical Health Act (2009) sets the adoption and meaningful use of EHR as a key national goal [9]. According to this Act, as a condition for clinicians and hospitals to receive incentive payments, they needed to meaningfully use certified EHRs. This refers to the use of EHR data to inform quality improvements, monitor safety, and drive efficiency. It can also refer to much broader societal health efforts such as reducing health disparities, engaging patients and families in their health, and improving care coordination and data security [10]. In Europe, the European Institute for Innovation through Health Data was launched with the aim to develop and promote best practices in the governance, quality, semantic interoperability, and uses of EHR data, including, importantly, its reuse for research purposes [11].

In the United Kingdom, the National Health Service (NHS) Care.data also aimed to securely link information from general practitioners’ (GPs) records with data from secondary care, with the ultimate goal of providing a better understanding of patients’ holistic needs [12]. However, the progress of this program stalled for a variety of reasons, including general concerns about data security, lack of information about benefits of data sharing, and complications around opt-out procedures, which eventually lead to the closure of the program in 2016 [13]. This experience showed that although governmental endorsement is key, it is not per se enough to ensure a successful implementation. Lessons learned include a greater awareness of the importance of adequately engaging with patients, the wider public, and, importantly, health care professionals (HCPs) in the debate about health care data sharing to learn their experiences and manage governmental programs accordingly [14].

Being in the frontline of health care delivery, HCP are often patients’ first and closest point of contact in what concerns the communication of the purposes, benefits, and risks of sharing health care data for secondary uses. The provider-patient relationship in health care is a paramount example of a trust relationship; the nature of this trust-based relationship is the key reason why their support and engagement is fundamental to ensure patients’ buy-in [15]. Provider-based communication with patients about the importance of using health care data for secondary purposes is critical: it enhances patients’ awareness of the benefits of sharing their health information, increases patients’ buy-in, and can ultimately have a positive impact on the availability of data for these uses. Altogether, these reasons justify the vital role of HCPs on the successful implementation of programs aiming to implement, or enhance, health care data sharing for secondary purposes. However, to date, most research in the United Kingdom focused on patients’ perspectives [6,16], and the perceptions of HCPs on data sharing for these purposes were seldom evaluated.

Objectives
This study aimed to assess HCPs’ perspectives on the secondary uses of health care data and, specifically, explore their knowledge on its purposes and the main concerns about data sharing processes.

Methods

Overview of the Methods Used
To meet the study’s aims and objectives, a qualitative descriptive approach was adopted. In-depth interviews were chosen because of their ability to capture rich, descriptive data about individual perception, attitudes, and behaviors [17]. A multidisciplinary team including medical doctors (ALN, EKM, SG, and AD), a neuroscientist (DP), a health service researcher (KF), and a cognitive scientist (LF) with previous experience in qualitative research performed this study.

Recruitment
HCPs from a variety of roles (ie, doctor, nurse, and allied HCP) were invited to participate by email, using a combination of recruitment approaches, whereas primary and secondary care doctors were invited through UK’s largest professional network of doctors (Doctors.net) membership, and HCPs from other roles were recruited from medeConnect Healthcare Insight’s contact network database. Purposive sampling by health care role was used, and participants from mixed roles were included. Participants were excluded if they were previously involved in clinical research (ie, having treated or managed patients who had participated in clinical trial or being a principal or site investigator for clinical trials). Informed consent was obtained for each participant when replying to a screener survey.

Data Collection
A total of 30 Web-based in-depth interviews were conducted between March 27, 2017, and April 7, 2017. In-depth interviews allow the interviewer to explore and examine a given topic or experience in detail and are therefore an effective method for interpretative inquiry [18].
A Web-based bulletin system provided by medeConnect Healthcare Insight was used. A topic guide with open-ended questions was used to cover all the relevant topics during the online interviews, particularly their knowledge on the purposes of secondary uses of health care data, as well as their main concerns about data sharing processes (Multimedia Appendix 1). Questions were launched over the course of several days so that participants had time to reflect and answer each question.

As participants typed their own answers in the online bulletin system, transcription was automatic. The transcripts were compiled verbatim, following the required reliability and validity procedures for qualitative studies, and were not returned to participants for comments and/or corrections. The online interviews were hosted on secure servers belonging to the software providers for the interview software.

All interviews were conducted in English, and the interviewer had no established relationship with participants before study commencement. As online interviews were used, only the participants and the interviewer were present. Participants had a minimal knowledge of the characteristics of the interviewer and of the research team; thus, the potential for bias and assumptions was kept to the minimum. No repeat interviews were conducted.

**Data Analysis**

A total of 2 independent researchers systematically reviewed the transcripts, using the framework analysis method, which includes 5 main stages: familiarization, identifying a thematic framework, indexing, charting, and mapping and interpretation [19]. The charting stage is applied as a principle for developing the coding framework through a process of abstraction to ensure that coding elements that might have been missed with an a priori approach are adequately captured [19]. The defining feature of this method is the organization of qualitative data as a matrix output: rows (ie, cases and interviewees), columns (ie, themes), and cells of summarized data, thus providing a structure that systematically reduces qualitative data to analyze it by theme [20].

At every stage of the data analysis process, the coding framework was kept deductive and inductive, allowing the ongoing inclusion of emergent themes. Themes were supported by quotations derived from the interviews. Data saturation was reached after 22 interviews. As participants did not provide consent for further contact, it was not possible to ask them to provide feedback on the findings. The findings will be shared with patient partners (Research Partners Group), who will be involved in the codevelopment of a dissemination strategy and in summarizing the research findings into lay summaries and reports. The Consolidated Criteria for Reporting Qualitative studies were used to ensure the study meets the recommended standards of qualitative data reporting (Multimedia Appendix 2).

**Results**

**Participants’ Characteristics**

The 30 HCPs who completed the interview represented a variety of geographic locations across England (London, n=12; West Midlands, n=6; East of England, n=4; North East England, n=4; and Yorkshire and the Humber, n=2), covering both primary (n=11) and secondary care services (n=17). Of the 30 participants, 2 did not provide geographic location and care setting information. A full description of the participants by professional role is shown in Table 1.

Participants identified a wide range of individuals and organizations with whom they share EHR data (Table 2). Respondents acknowledged to share health care data with a variety of individuals and organizations for secondary purposes, including administrative and finance departments, occupational health and public health services (ie, Public Health England), health care trusts and commissioners, and teams involved in evaluation and research (Table 2).

<table>
<thead>
<tr>
<th>Role</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary care</strong></td>
<td></td>
</tr>
<tr>
<td>GPa</td>
<td>5 (17)</td>
</tr>
<tr>
<td>GP receptionist</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Practice manager</td>
<td>3 (10)</td>
</tr>
<tr>
<td><strong>Secondary care</strong></td>
<td></td>
</tr>
<tr>
<td>Allied health professional</td>
<td>9 (30)</td>
</tr>
<tr>
<td>Consultant</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Specialist nurse</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (7)</td>
</tr>
</tbody>
</table>

aGP: general practitioner.
Health care professionals’ perceptions on which individuals and organizations have access to health care data.

<table>
<thead>
<tr>
<th>Parties with access to health care data</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health care professionals (clinical staff)</strong></td>
<td>General practitioners, other local staff within primary care teams, and dentists</td>
</tr>
<tr>
<td>Primary care</td>
<td>Hospital staff and community care</td>
</tr>
<tr>
<td>Secondary care</td>
<td>Hospital staff and voluntary sector organizations</td>
</tr>
<tr>
<td>Tertiary care</td>
<td></td>
</tr>
<tr>
<td><strong>Secondary uses</strong></td>
<td>Occupational health departments; Public Health England</td>
</tr>
<tr>
<td>Occupational and public health</td>
<td>Trusts, Clinical Commissioning Groups, and National Health Service England</td>
</tr>
<tr>
<td>Trusts and commissioners</td>
<td>Audit teams and monitoring systems; research teams</td>
</tr>
<tr>
<td>Evaluation and research</td>
<td>Judiciary system (courts and police) and schools</td>
</tr>
<tr>
<td>Other</td>
<td>Biochemistry services, pathology services, suppliers and equipment companies, administrators, finance departments, and information technology</td>
</tr>
</tbody>
</table>

Understanding of the Purposes of Sharing Health Care Data for Secondary Uses

The level of content and details varied greatly between interviews; however, all participants were able to identify at least one secondary purpose for health care data sharing. Thematic analysis of the patients’ narratives revealed 5 emerging themes, including (1) patient profiling, (2) research and evidence-based practice, (3) quality assurance, (4) public health purposes, and (5) health care delivery planning (Textbox 1).

Use of health care data to profile patients and improve tailored care appeared as a relevant purpose for several participants. HCPs highlight that analyzing health care data can provide useful insights into the context of preventive medicine, identify high-risk groups, and inform the design and implementation of tailored preventive measures (Textbox 1).

A few participants mentioned the importance of sharing health care data with researchers to generate evidence to support, guide, and improve health care delivery (Textbox 1). Participants also acknowledged quality assurance as a major purpose of sharing health care data for purposes beyond individual care. Pragmatic examples included the use of health care data to quantify and monitor various aspects of quality of care (ie, effectiveness and timeliness of service delivery) and to evaluate the compliance with previously set quality standards (Textbox 1).

Sharing health care data for public health purposes was also mentioned as a means to provide insights on disease surveillance and outbreaks. In this context, 2 HCPs recognized that health care data can be particularly useful to identify geographic trends and thus expose underserved or excluded areas or groups of individuals (Textbox 1).

Finally, HCPs emphasized that sharing EHR with trusts and commissioners can support planning and optimization of health care delivery (Textbox 1). Participants mention that these data can inform resource allocation and service provision and contribute to the improvement of current pathways for patient care and to the development of new ones.

Concerns Regarding Electronic Health Record Data Sharing Beyond Individual Care

Most participants declared feeling comfortable with data sharing policies and their implementation. One participant highlighted the influence of having personally experienced the benefits of data sharing and how this positively impacted his perceptions:
Textbox 1. Understanding of purposes of secondary uses of health care data and thematic analysis of the patients’ narratives revealing 5 emerging themes.

**Theme 1: patient profiling**
- I would imagine [data sharing] is useful for creating key profiles for injury types, mechanisms, recovery and therefore contributing to strategies for prevention of such injuries to others. [ID 8]

**Theme 2: research and evidence-based practice**
- Being an allied health professional, many if not all our treatments are guided by research which is essential for effective management. For this reason it would be important to share patient data. [ID 18]
- Well planned effective research supports new methods of treatment. [ID 11]

**Theme 3: quality assurance**
- I think it is important to share information on service performance to ensure that services are functioning effectively in treatment delivery and identifying areas of good or bad treatment delivery. [ID 11]
- [...] previously [collected] data contribute to seeing if quality standards were being met in GP setting, such as chronic disease monitoring. [ID 28]
- Sharing patient information beyond patient individual care for research or statistical purposes, [allows] to check if care services provided to patient are good and if patient receive them at the right time. [ID 16]
- [...] a lot of other information is used for audit and service improvement it uses patient identifiable data but is always anonymised before going anywhere else. [ID 5]

**Theme 4: Public health purposes**
- I feel I have some understanding when patients’ data is used for individual and non-individual care with other organisations such as area data when looking at epidemics. [ID 13]
- Data sharing can help to understand practice variations around the country or in different areas of the organization. [ID 9]
- [...] you can also then use the data to compare how your area is doing compared to the national average. [ID 12]

**Theme 5: Health care delivery planning**
- [data sharing could] allow resource allocation and service provision from health care providers. [ID 28]
- I definitely think there is a place for patient data sharing when planning future services because it could improve services provided to patients. Additionally, it could allow more effective strategies to be put into place. [ID 18]
- Use of personal information allows for the amendment of and planning of new pathways for patient care. [ID 1]
- For example: Patient A might have followed a distinct pathway for a medical condition that was found to be too unwieldy and investigations might have taken place too late in the pathway. By sharing specific information about patients then the pathways can be reviewed and amended and improved for others in the future. [ID 1]

Nevertheless, some concerns were also mentioned. The themes that emerged formed 6 identifiable but sometimes interwoven concerns: (1) data inaccuracy, (2) patient unwillingness to share their data, (3) challenges to obtain free and informed consent, (4) data security, (5) lack of adequacy/need for clear policies, and (6) potential patient exposure to distress/exploitation (Textbox 2). Regarding data inaccuracy, a few participants mentioned being concerned about its implications on both diagnostic characterization and evaluation of Quality and Outcomes Framework targets (Textbox 2). Some participants also highlighted being concerned that patients might not be able to understand current communication policies around data sharing for secondary purposes and therefore perceive it as a negative initiative and thus decide to opt-out (Textbox 2). Respondents indicated that obtaining patients’ free and informed consent to share their data may pose particular challenges, as patients may feel external pressure to share their information and therefore not take this decision as freely as would be desirable. One participant also mentioned being concerned about the adequacy and completeness of the information provided to patients when asking for their consent to share data, particularly when consent is obtained verbally (Textbox 2). Several participants reported having concerns on the security of data transmission and, importantly, about the possibility of data being inappropriately abusively assessed by third parties during this process (Textbox 2).

Participants reported concerns not only about the robustness of regulations and policies but also about the ways these are communicated to the public, which may create a negative impact on patients’ buy-in (Textbox 2). Altogether, the themes mentioned have the potential to result in deleterious consequences for the patient and thus to contribute to patient’s exposure to distress/possible exploitation (Textbox 2).
Textbox 2. Concerns regarding health care data sharing beyond individual care and thematic analysis of the patients’ narratives revealing 6 emerging themes.

<table>
<thead>
<tr>
<th>Theme 1: data inaccuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>• I [...] have concerns about data accuracy and implications of diagnostic categorization, and particular concerns regarding data recording and its implications on QOF DATA and targets. [ID 22]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 2: patients’ unwillingness to share data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• I am concerned patients […] [can] feel that sharing data is a negative thing and a breach of confidentiality.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 3: quality assurance</th>
</tr>
</thead>
<tbody>
<tr>
<td>• I am happy to share where I have consent, though I am not entirely convinced that the patient understands the different scenarios. [ID 1]</td>
</tr>
<tr>
<td>• I have concerns that there is pressure for me to ask patients and their carers to agree for their information to be shared for research purposes. I believe that research […] is essential to try to find curative treatments however I believe that the patient has the right to say no. [ID 3]</td>
</tr>
<tr>
<td>• Concerns about formally getting consent from the patients especially regarding the equipment company, it is always verbal so we have no evidence of what was said and what the patient said. Is it truly informed, have we given the correct information? [ID 12]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 4: data security</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The only concern I have is regarding the security of the information that is shared electronically. Are IT processes to safeguard data robust, considering occasional reports in local media of leaks of personal data from private companies? [ID 6]</td>
</tr>
<tr>
<td>• I always remain concerned about how safe this data remains during transmission especially. [ID 9]</td>
</tr>
<tr>
<td>• I am worried hackers and people not delivering care to an individual, should not be able to access this sensitive information about someone's health. [ID 28]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 5: lack of adequacy/understanding of current policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>• I would hope that the sharing of data for secondary use is strictly regulated, confidential and, where necessary, anonymous. [ID 14]</td>
</tr>
<tr>
<td>• I am afraid that policies are inadequate regarding data security. [ID 22]</td>
</tr>
<tr>
<td>• I am cynical about Government’s ability, and track record, on protecting data. [ID 27]</td>
</tr>
<tr>
<td>• I am concerned that the policies can sometimes be too detailed for staff/patients to fully understand. [ID 10]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 6: patient exposure to distress/possible exploitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Not specifically, but one is always mindful of the possibility of abuse of access. [ID 20]</td>
</tr>
<tr>
<td>• The concerns are often about the patient being vulnerable and giving out information that could lead to them becoming distressed/possible exploitation. [ID 29]</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

In this study, we explored HCPs’ knowledge of secondary uses of health care data and their major concerns about data sharing processes. Participants showed a comprehensive knowledge of the purposes of sharing health care data for purposes beyond individual care, including for uses such as patient profiling, research, quality assurance activities, and public health purposes and to support health care delivery and planning.

Although the majority of the participants mentioned feeling comfortable with data sharing policies and their implementation, they also acknowledged concerns about data sharing, including data accuracy, patients’ willingness to share their records, challenges on obtaining free and informed consent, data security, and potential patient exposure and exploitation.

**Comparison With Previous Work**

**Understanding of Purposes of Sharing Health Care Data for Secondary Uses**

The use of patient-level data for population segmentation, tailored care, and understanding patterns in patient needs has been recognized in the literature as one of the biggest promises of big data in health care [21]. Computing and analytics frameworks allow aggregation and integration of big data and the identification of more accurate, stratified disease risk profiles, which can then be targeted with care models and intervention programs tailored to specific population segments’ needs [3].

Similarly, several studies have acknowledged the importance of sharing EHR data for research purposes. In the last decade, the United Kingdom has witnessed a surge in the secondary use of health care data to derive population-based insights, namely, concerning mental health status [22] and prescription patterns [23]. In the United States, pilot studies have already started predicting readmissions and estimating the risk of complications.
patients’ confidence levels remain high. Overall, 77% of the public reported trusting the ability of the NHS to protect health care data. The health sector remained the most trusted by the public, ahead of sectors such as retail, banking, and other public services [33].

**Strengths, Limitations, and Future Work**

Our purposive sampling strategy ensured that HCPs from a variety of professional roles, health care settings, experience with data sharing, and geographic location were represented. Although we achieved sample diversity, we acknowledge that future surveys using randomized, more powerful samples could explore the determinants of HCPs’ concerns toward patients’ data sharing and assess the external validity of our key findings.

It must also be noted that the understanding and experiences of HCPs toward data sharing for nonindividual care were retrospectively assessed and that several relevant initiatives took place recently. This research temporally overlapped with a new campaign launched by the NHS in England, in partnership with the Information Commissioner’s Office (“Your data matters–building trust and confidence”), aiming to increase the public’s trust and confidence in how their data are both used and made available [34]. Importantly, this initiative provided resources to support health and care staff, including tailored materials for GP practices, nursing, midwifery, and care staff, and opened a register for the ones wanting to publicly pledge their support for their service users’ data rights [34]. In addition, in Europe, the European Union General Data Protection Regulation, in May 2018, has also recently raised awareness, in a helpful way, in professionals and the public on data privacy [35]. We anticipate that longitudinal prospective studies could provide further light on temporal trends on this subject and, importantly, to explore the impact of these recent policies and initiatives on HCP perspective toward EHR data sharing.

**Conclusions and Implications for Policy Makers and Public Communication**

Although our results suggest a good understanding of the purposes of data sharing for secondary uses, some concerns still remain. HCPs seem particularly concerned with data accuracy and consent procedures; to mitigate these concerns, they advocate clear policies to appraise and monitor data quality as well as clear procedures to obtain consent. To address concerns related to data security and potential exposure and exploitation of patients’ data, cybersecurity emerges as an important part of the health care culture. To that end, both infrastructure investment and culture change are crucial to minimize accidental or malicious data breaches [31] that can harm individuals and organizations and, importantly, erode both patients’ and HCP’s trust.

HCPs were also concerned about patients’ unwillingness to share data, a perception that does not seem to be corroborated by studies assessing patients’ perspectives [5–7] and that might negatively impact how they communicate the importance of data sharing to patients. Communication policies must provide HCPs with this evidence to reinforce their confidence in patients’ overall receptivity and highlight the importance of targeted communication strategies to improve negative
perceptions among lower socioeconomic groups and ethnic minorities.

In the broader context of health care data use for secondary purposes, HCPs are a key partner in creating a patient-centric system across the NHS [34]. A better understanding of their knowledge and concerns can inform national and international communication policies and, importantly, engage them as active contributors to a nuanced decision-making process with and for patients, thus supporting a more widespread learning culture to fully embrace the potential of health care data use.
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Abstract

Background: The majority of physician rating websites (PRWs) provide users the option to leave narrative comments about their physicians. Narrative comments potentially provide richer insights into patients' experiences and feelings that cannot be fully captured in predefined quantitative rating scales and are increasingly being examined. However, the content and nature of narrative comments on Swiss PRWs has not been examined to date.

Objective: This study aimed to examine (1) the types of issues raised in narrative comments on Swiss PRWs and (2) the evaluation tendencies of the narrative comments.

Methods: A random stratified sample of 966 physicians was generated from the regions of Zürich and Geneva. Every selected physician was searched for on 3 PRWs (OkDoc, DocApp, and Medicosearch) and Google, and narrative comments were collected. Narrative comments were analyzed and classified according to a theoretical categorization framework of physician-, staff-, and practice-related issues.

Results: The selected physicians had a total of 849 comments. In total, 43 subcategories addressing the physician (n=21), staff (n=8), and practice (n=14) were identified. None of the PRWs' comments covered all 43 subcategories of the categorization framework; comments on Google covered 86% (37/43) of the subcategories, Medicosearch covered 72% (31/43), DocApp covered 60% (26/43), and OkDoc covered 56% (24/43). In total, 2441 distinct issues were identified within the 43 subcategories of the categorization framework; 83.65% (2042/2441) related to the physician, 6.63% (162/2441) related to the staff, and 9.70% (237/2441) related to the practice. Overall, 95% (41/43) of the subcategories of the categorization framework and 81.60% (1992/2441) of the distinct issues identified were concerning aspects of performance (interpersonal skills of the physician and staff, infrastructure, and organization and management of the practice) that are considered assessable by patients. Overall, 83.0% (705/849) of comments were classified as positive, 2.5% (21/849) as neutral, and 14.5% (123/849) as negative. However, there were significant differences between PRWs, regions, and specialty regarding negative comments: 90.2% (111/123) of negative comments were on Google, 74.7% (92/123) were regarding physicians in Zürich, and 73.2% (90/123) were from specialists.

Conclusions: From the narrative comments analyzed, it can be reported that interpersonal issues make up nearly half of all negative issues identified, and it is recommended that physicians should focus on improving these issues. The current suppression of negative comments by Swiss PRWs is concerning, and there is a need for a consensus-based criterion to be developed to determine which comments should be published publicly. Finally, it would be helpful if Swiss patients are made aware of the current large differences between Swiss PRWs regarding the frequency and nature of ratings to help them determine which PRW will provide them with the most useful information.

(J Med Internet Res 2019;21(9):e14336) doi:10.2196/14336
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**Introduction**

Physician rating websites (PRWs) are a sign of the growing digitalization of the patient-health professional relationship, allowing patients to anonymously rate their physicians on the Web as a source of information for others [1-8]. Typically grounded in the assumptions of a theoretical consumer choice model [9], PRWs aim to improve patient welfare through (1) influencing patient decision making by increasing the chance that those patients who obtain information from PRWs will choose better quality physicians and benefit from this [10] and (2) driving quality improvement by identifying aspects of care needing improvement so that changes can be made in the practice [10].

In a recent systematic search of PRWs internationally, 143 different websites from 12 countries were analyzed [11]. The majority of websites were commercially operated by for-profit companies and were registered in the United States and Germany. It was found that 15.3% of these websites only provided the option to give feedback on a predefined quantitative rating scale and 4.2% of websites only provided the option for narrative comments, whereas 76.9% of websites provided the option to give both types of feedback [11].

Narrative comments potentially provide richer insights into patients’ experiences and feelings that cannot be fully captured in predefined quantitative rating scales and are increasingly being examined with content analysis [4,8,12-15], and more recently with machine learning [16-17]. Narrative comments, however, have proved contentious because of concerns that they will be used for *doctorbashing* or defamation [4,18-20]. Although previous research suggests that this concern is largely unfounded [4,8,12-15], physicians’ fear of receiving negative comments on PRWs can have a direct impact on the patient-health professional relationship. For instance, physicians may try to prevent patients from posting negative reviews on PRWs (eg, by signing patient to sign contracts stating they will not make negative comments) and legally challenge negative comments that are posted [3]. Due to the lack of expert knowledge of most patients regarding medicine, there are also concerns about the relevance and significance of their evaluation of physicians’ performance [21]. Although recent research suggests that patients acknowledge their inability to rate physicians’ technical competency [21], an analysis of 3000 narrative comments from the German PRW, jameda, from 2012 found that physicians’ competency was the most frequent issue that patients mentioned in their comments (1874/3000, 62.46%) [4]. It is unclear whether this apparent contradiction, between patients’ agreement about their inability to evaluate physicians’ technical skills and their actual ratings, exists on other PRWs and countries, but the need for more research on this issue has been highlighted [21].

Although the first PRWs in Switzerland, OkDoc and Medicosearch, were established in 2008 at the same time as many international PRWs, there has been a lack of research conducted on PRWs in Switzerland to date. However, a study recently examined, for the first time, the frequency of quantitative ratings and narrative comments on Swiss PRWs [22]. It found that many of the selected physicians could not be identified (42.4% to 87.3%), and few of the identifiable physicians had been rated quantitatively (4.5% to 49.8%) or received narrative comments (4.5% to 31.2%) at least once. Rated physicians also had on average a low number of quantitative ratings (1.47 to 3.74 rating) and narrative comments (1.23 to 3.03 comments) [22]. However, there were significant differences between PRWs, with Google having substantially more quantitative ratings and narrative comments than the 3 dedicated Swiss PRWs in the past two and a half years [22].

Although the content and nature of narrative comments on Swiss PRWs has not been examined to date, the controversial nature of negative comments on Swiss PRWs has received media attention in Switzerland [23-26]. Furthermore, in response to a decision of a federal data commissioner that certain negative comments had to be removed on the PRW OkDoc in a particular case, OkDoc decided to only allow recommendations. OkDoc now explicitly states on its website that any negative comments will be deleted (“Only positive comments recommending your doctor will be accepted. Any negative post will be deleted. Thank you for respecting okdoc’s principles!” [author translation]). Although the PRW Medicosearch allows negative comments, it informs the concerned physician before publishing it online so the physician can decide if the negative feedback is activated. However, if the physician refuses, the feedback function is deactivated, also removing the positive comments [23]. This situation potentially raises important implications not only for the frequency of ratings on Swiss PRWs but also for the types of comments that may be available for PRW users. Therefore, this study aimed to examine (1) the types of issues raised in narrative comments published on Swiss PRWs and (2) the evaluation tendencies of the narrative comments. Gaining better understanding regarding this issue may help identify issues that Swiss physicians should focus on to improve patient satisfaction and will also help inform future research and health policy in Switzerland in relation to PRWs.

**Methods**

**Sample**

A random stratified sample of 966 physicians was generated from the regions of Zürich and Geneva. Zürich is the largest city in Switzerland and is located in north-central Switzerland. Zürich has a total population of 402,762 (12/2016). Geneva is the second largest city in Switzerland and is located in south-western Switzerland. Geneva has a total population of 198,979 (12/2016). The regions of Zürich and Geneva were chosen because of language (German vs French) and a comparable number of total physician (Zürich 3254 physicians and Geneva 2780 physicians) considerations.

In November 2017, all physicians in these regions working in general practice, obstetrics and gynecology, pediatrics, and dermatology and venereology were searched for on the Swiss Medical Association’s medical registry (Ärzteverzeichnis). From each region, a random sample was generated for each specialty based on a 95% confidence level and 5% confidence interval. From Zürich, the random sample consisted of 254 of 747 general practice physicians, 85 of 109 obstetrics and
gynecology physicians, 74 of 92 pediatric physicians, and 53 of 61 dermatology and venereology physicians. Therefore, the Zürich sample of 466 physicians represents 46.18% of a total of 1009 physicians. From Geneva, the random sample consisted of 272 of 930 general practice physicians, 86 of 111 obstetrics and gynecology physicians, 96 of 128 pediatric physicians, and 46 of 52 dermatology and venereology physicians. Therefore, the Geneva sample of 500 physicians represents 40.95% of a total of 1221 physicians (see Table 1).

<table>
<thead>
<tr>
<th>Specialty</th>
<th>Zurich Total physicians found, N</th>
<th>Physicians selected for sample, n (%)</th>
<th>Geneva Total physicians found, N</th>
<th>Physicians selected for sample, n (%)</th>
<th>Total Total physicians found, N</th>
<th>Physicians selected for sample, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General practitioners</td>
<td>747</td>
<td>254 (34.0)</td>
<td>930</td>
<td>272 (29.2)</td>
<td>1677</td>
<td>526 (31.36)</td>
</tr>
<tr>
<td>Obstetrics and gynecology</td>
<td>109</td>
<td>85 (77.9)</td>
<td>111</td>
<td>86 (77.5)</td>
<td>220</td>
<td>171 (77.7)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>92</td>
<td>74 (80.4)</td>
<td>128</td>
<td>96 (75.0)</td>
<td>220</td>
<td>170 (77.3)</td>
</tr>
<tr>
<td>Dermatology and venereology</td>
<td>61</td>
<td>53 (86.8)</td>
<td>52</td>
<td>46 (88.5)</td>
<td>113</td>
<td>99 (87.6)</td>
</tr>
<tr>
<td>Total</td>
<td>1009</td>
<td>466 (46.18)</td>
<td>1221</td>
<td>500 (40.95)</td>
<td>2230</td>
<td>966 (43.32)</td>
</tr>
</tbody>
</table>

### Data Collection

To identify PRWs on which patients can rate and review physicians in Switzerland, a systematic online search was conducted in June 2016 from a patient’s perspective [22]. A website was included if it allowed users to view quantitative ratings and/or narrative comments about Swiss physicians in a structured manner without having to open an account or log onto the website. Websites that were not dedicated to Swiss physicians were excluded. A total of 3 PRWs were included: OkDoc, DocApp, and Medicosearch. In addition, Google itself allows users to rate and comment on physicians via Google reviews. Furthermore, although the health care information portal doktor does not provide the option for ratings, it links to Google reviews. Google was therefore also included in the study, and as far as this author is aware, this is the first time Google has been included in a study examining physician ratings internationally. The selected physicians were therefore searched for on a total of 4 websites: OkDoc, DocApp, Medicosearch, and Google. On each website, every selected physician was searched for between November 2017 and July 2018 and any narrative comments were recorded.

### Data Analysis

The content of each narrative comment was analyzed and classified by the author according to a theoretical categorization framework of physician-, staff-, and practice-related issues. The categorization framework from Emmert et al was initially used [4], with modifications being made where necessary. This included removing categories that were not identified in the comments, adding categories that were identified but were not adequately covered by the previous framework, and separating categories (eg, friendliness and caring attitude) that were discussed in comments as distinct issues. Narrative comments were also classified as positive, neutral, and negative, overall. If a comment included both positive and negative aspects and no clear tendency could be determined, the comment was categorized as neutral. Narrative comments were analyzed in their original language. Descriptive statistics included means and standard deviations for continuous variables and percentages for categorical variables. To analyze whether differences exist between different groups, chi-squared tests were used for categorical data and t tests, for continuously distributed data. In relation to chi-squared tests with the 4 PRWs, posthoc tests using Bonferroni correction were conducted for the significant results to identify which PRW differed from the others. All analyses were performed with a significance level alpha set to .05 and 2-tailed tests, using Statistical Package for the Social Sciences (SPSS version 24 for Windows, IBM Corporation).

### Results

#### Nature of Comments

The selected physicians in the sample had a total of 849 comments. Table 2 shows the breakdown of the number of comments by region, specialty, and gender. Overall, comments were significantly more likely to be regarding physicians in Zurich (668/849, 78.7%), specialists (545/849, 64%), and male physicians (477/849, 56.2%). However, there were important differences between PRWs. Although specialists (373/520, 71.7%) had significantly more comments on Google ($\chi^2=98.2; P<.001$), there were no significant differences between general practitioners and specialists on OkDoc, DocApp, or Medicosearch. Furthermore, although male physicians had more comments on okdoc (24/38, 63%) and significantly more ($\chi^2=33.5; P<.001$) on Google (326/520, 62.7%), female physicians had more comments on DocApp (30/57, 52%) and significantly more ($\chi^2=4.9; P<.03$) on Medicosearch (134/234, 57.3%).

The 849 comments had a mean length of 253.5 characters (SD 5.4; $t_{130}=−5.4; P<.001$).

- Positive comments (mean 222, SD 224) and negative comments (mean 436, SD 533); $t_{130}=−4.4; P<.001$.
- Physicians from Zürich (mean 231, SD 242) and physicians from Geneva (mean 335, SD 439); $t_{130}=−3.1; P=.003$.
- General practitioners (mean 193, SD 167) and specialists (mean 288, SD 347); $t_{130}=−5.4; P<.001$. 

---

Table 1. Physician samples per region.
• Okdoc (mean 154, SD 126), DocApp (mean 296, SD 202), Medicosearch (mean 174, SD 146), and Google (mean 292, SD 354); $F_3=10.4$; $P<.001$.

However, there was no significant difference in the mean character length of male physicians (mean 256, SD 291) and female physicians (mean 250, SD 307); $t_{847}=0.3$; $P=.77$.

### Categorization of Issues

The analysis of the 849 comments identified 43 subcategories addressing the physician (n=21), the staff (n=8), and the practice (n=14; see Textbox 1).

None of the PRWs’ comments covered all 43 subcategories of the categorization framework (see Table 3); comments on Google covered 86% (37/43) of the subcategories, Medicosearch covered 72% (31/43), DocApp covered 60% (26/43), and OkDoc covered 55% (24/43).

### Table 2. Physicians with comments.

<table>
<thead>
<tr>
<th>Physician characteristics</th>
<th>OkDoc</th>
<th>DocApp</th>
<th>Medicosearch</th>
<th>Google</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physician region</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zurich, n/N (%)</td>
<td>20/38 (52.6)</td>
<td>56/57 (98.2)</td>
<td>206/234 (88)</td>
<td>386/520 (74.2)</td>
<td>668/849 (78.7)</td>
</tr>
<tr>
<td>Geneva, n/N (%)</td>
<td>18/38 (47.4)</td>
<td>1/57 (1.8)</td>
<td>28/234 (12)</td>
<td>134/520 (25.8)</td>
<td>181/849 (21.3)</td>
</tr>
<tr>
<td>Chi-squared test (df)</td>
<td>0.11 (1)</td>
<td>53.1 (1)</td>
<td>135.4 (1)</td>
<td>122.1 (1)</td>
<td>46.7 (3)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.75</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Physician specialty</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General practitioners, n/N (%)</td>
<td>23/38 (60.5)</td>
<td>28/57 (49.1)</td>
<td>108/234 (46.2)</td>
<td>147/520 (28.3)</td>
<td>306/849 (26)</td>
</tr>
<tr>
<td>Specialists, n/N (%)</td>
<td>15/38 (39.5)</td>
<td>29/57 (50.9)</td>
<td>126/234 (53.8)</td>
<td>373/520 (71.7)</td>
<td>543/849 (64)</td>
</tr>
<tr>
<td>Chi-squared test (df)</td>
<td>1.6 (1)</td>
<td>0.02 (1)</td>
<td>1.4 (1)</td>
<td>98.2 (1)</td>
<td>38.1(3)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.19</td>
<td>.90</td>
<td>.24</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Physician gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male, n/N (%)</td>
<td>24/38 (63.2)</td>
<td>27/57 (47.4)</td>
<td>100/234 (42.7)</td>
<td>326/520 (62.7)</td>
<td>477/849 (56.2)</td>
</tr>
<tr>
<td>Female, n/N (%)</td>
<td>14/38 (36.8)</td>
<td>30/57 (52.6)</td>
<td>134/234 (57.3)</td>
<td>194/520 (37.3)</td>
<td>372/849 (43.8)</td>
</tr>
<tr>
<td>Chi-squared test (df)</td>
<td>2.6 (1)</td>
<td>0.20 (1)</td>
<td>4.9 (1)</td>
<td>33.5 (1)</td>
<td>28.7 (3)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.11</td>
<td>.70</td>
<td>.03</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

### Textbox 1. Categorization framework.

**Physician (n=21)**
- Overall assessment; Competence; Communication; Recommendation; Friendliness; Caring attitude; Satisfaction with treatment; Professionalism; Time spent with patient; Trust; Treatment cost/billing; Being taken seriously; Cooperation with medical specialists; Alternative medicine; Patient involvement; Telephone availability; Individualized service; House visits; Available outside normal hours; Privacy; Health insurance differentiation

**Staff (n=8)**
- Friendliness; Service/assistance; Overall assessment; Professionalism; Communication; Availability by telephone; Recommendation; Time spent with patient

**Practice (n=14)**
- Atmosphere; Waiting time within practice; Ability to get appointment; Overall assessment; Location; Organization; Equipment; Online appointment; Recommendation; Parking space; Consultation hours; Waiting room entertainment; Availability by telephone; Barrier-free access

### Table 3. Subcategories covered by physician rating websites’ comments.

<table>
<thead>
<tr>
<th>Subcategories</th>
<th>OkDoc</th>
<th>DocApp</th>
<th>Medicosearch</th>
<th>Google</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician (N=21), n (%)</td>
<td>16 (76)</td>
<td>14 (66)</td>
<td>17 (80)</td>
<td>18 (85)</td>
</tr>
<tr>
<td>Staff (N=8), n (%)</td>
<td>3 (37)</td>
<td>4 (50)</td>
<td>5 (62)</td>
<td>6 (75)</td>
</tr>
<tr>
<td>Practice (N=14), n (%)</td>
<td>5 (35)</td>
<td>8 (57)</td>
<td>9 (64)</td>
<td>13 (92)</td>
</tr>
<tr>
<td>Total (N=43), n (%)</td>
<td>24 (55)</td>
<td>26 (60)</td>
<td>31 (72)</td>
<td>37 (86)</td>
</tr>
</tbody>
</table>
In total, 2441 distinct issues were identified within the 43 subcategories of the categorization framework: 83.65% (2042/2441) of the issues were related to the physician, 6.63% (162/2441) related to the staff, and 9.70% (237/2441) related to the practice (see Table 4). Overall, the 2 most frequently issues mentioned were the overall assessment of the physician (300/849, 35.3%) and the physician’s competence (300/849, 35.3%); the vast majority of these comments were positive (92.7% and 94.7%, respectively). Other frequently mentioned issues regarding the physician included 27.3% (232/849) of comments referred to the physician’s communication (84.9% positive); 26.5% (225/849) recommended the physician (86.2% positive); 25.3% (215/849) referred to the physician’s friendliness (88.8% positive); 22.6% (192/849) referred to the physician’s caring attitude (87.5% positive); 17.6% (149/849) referred to satisfaction with treatment (79.2% positive); 15.2% (129/849) referred to the physician’s professionalism (76.7% positive); 12.6% (107/849) referred to time spent with the patient (87.9% positive); and 9.7% (82/849) referred to the physician’s trustworthiness (89% positive). In relation to staff issues, the most frequently mentioned issue was regarding the staff’s friendliness (92/849, 10.8%), 84.8% of which were positive. Concerning practice issues, frequently mentioned issues included 6.9% (59/849) of comments that mentioned the atmosphere of the practice (91.5% positive), 6.8% (58/849) the waiting time within the practice (72.4% positive), and 4.6% (39/849) the ability to get an appointment (79.5% positive). Negative comments most frequently referred to treatment cost or billing (32/43, 74%), communication with the staff (7/13, 53%), the staff’s professionalism (4/15, 26%), waiting time within practice (12/58, 20%), ability to get an appointment (8/39, 20%), the physician’s professionalism (26/129, 20.2%), and satisfaction with treatment (27/149, 18.1%).

However, there were some significant differences between PRWs, regions, specialties, and gender (see Multimedia Appendices 1-4 for full results). Regarding the PRWs, there were significant differences between comments on Google and the 3 dedicated PRWs in a number of subcategories. For instance, there were significant differences between PRWs in a number of subcategories. For example, comments on Google (162/520, 31.0%) were significantly more likely to refer to satisfaction with treatment than the overall sample. Furthermore, 97% (42/43) of the references to treatment cost or billing issues were made in comments from Google. There were significant differences between comments regarding physicians from Zurich and Geneva in a number of subcategories. For instance, comments regarding physicians from Zurich mentioned the physician’s competence (263/668, 39.3%) significantly more often ($\chi^2 = 22.3; P < .001$) than comments from physicians from Geneva (37/181, 20.4%). However, physicians from Geneva had a higher percentage of comments referring to the physician’s communication (60/181, 33.1% vs 172/668, 25.7%), the physician’s caring attitude (50/181, 27.6% vs 142/668, 21.2%), the physician’s professionalism (39/181, 21.5% vs 90/668, 13.4%), and trust in the physician (24/181, 13.2% vs 58/668, 8.6%). Comments regarding specialists significantly more often recommended the physician ($\chi^2 = 8.6; P = .004$), the physician’s caring attitude ($\chi^2 = 8.6; P = .004$), satisfaction with treatment ($\chi^2 = 9.9; P < .001$), treatment cost and billing ($\chi^2 = 9.6; P < .002$), staff friendliness ($\chi^2 = 12.2; P < .001$), and practice atmosphere ($\chi^2 = 6.8; P < .01$). Comments regarding male physicians (102/477, 21.3%) were significantly more ($\chi^2 = 11.1; P < .001$) likely to refer to satisfaction with treatment than comments about female physicians (47/372, 12.6%). However, comments regarding female physicians (22/372, 5.9%) were significantly more ($\chi^2 = 11.0; P < .001$) likely to mention that the patient felt like they had been taken seriously than comments about male physicians (8/477, 1.6%).

**Evaluation Results**

Overall, 83.0% (705/849) of comments were classified as positive, 2.5% (21/849) as neutral, and 14.5% (123/849) as negative (see Table 5). However, there were significant differences between PRWs, regions, and specialty regarding negative comments: 90.2% (111/123) of negative comments were on Google ($\chi^2 = 180.1; P < .001$). 74.7% (92/123) were regarding physicians in Zurich ($\chi^2 = 30.3; P < .001$), and 73.2% (90/123) were regarding specialists ($\chi^2 = 26.4; P < .001$). There was no significant difference ($\chi^2 = 2.4; P = .13$) between males (70/123, 56.9%) and females (53/123, 43.1%) regarding negative comments.
### Table 4. Categorization of issues.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Total (N=849), n (%)</th>
<th>Evaluation</th>
<th>Neutral, n (%)</th>
<th>Negative, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Positive, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Neutral, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Negative, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Physician</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall assessment</td>
<td>300 (35.3)</td>
<td>278 (92.7)</td>
<td>7 (2.3)</td>
<td>15 (5.0)</td>
</tr>
<tr>
<td>Competence</td>
<td>300 (35.3)</td>
<td>284 (94.7)</td>
<td>5 (1.7)</td>
<td>11 (3.7)</td>
</tr>
<tr>
<td>Communication</td>
<td>232 (27.3)</td>
<td>197 (84.9)</td>
<td>2 (0.9)</td>
<td>33 (14.2)</td>
</tr>
<tr>
<td>Recommendation</td>
<td>225 (26.5)</td>
<td>194 (86.2)</td>
<td>0 (0.0)</td>
<td>31 (13.8)</td>
</tr>
<tr>
<td>Friendliness</td>
<td>215 (25.3)</td>
<td>191 (88.8)</td>
<td>5 (2.3)</td>
<td>19 (8.8)</td>
</tr>
<tr>
<td>Caring attitude</td>
<td>192 (22.6)</td>
<td>168 (87.5)</td>
<td>3 (1.6)</td>
<td>21 (10.9)</td>
</tr>
<tr>
<td>Satisfaction with treatment</td>
<td>149 (17.6)</td>
<td>118 (79.2)</td>
<td>4 (2.7)</td>
<td>27 (18.1)</td>
</tr>
<tr>
<td>Professionalism</td>
<td>129 (15.2)</td>
<td>99 (76.7)</td>
<td>4 (3.1)</td>
<td>26 (20.2)</td>
</tr>
<tr>
<td>Time spent with patient</td>
<td>107 (12.6)</td>
<td>94 (87.9)</td>
<td>2 (1.9)</td>
<td>11 (10.3)</td>
</tr>
<tr>
<td>Trust</td>
<td>82 (9.7)</td>
<td>73 (89)</td>
<td>0 (0)</td>
<td>9 (11)</td>
</tr>
<tr>
<td>Treatment cost/billing</td>
<td>43 (5.1)</td>
<td>10 (23)</td>
<td>1 (2)</td>
<td>32 (74)</td>
</tr>
<tr>
<td>Being taken seriously</td>
<td>30 (3.5)</td>
<td>25 (83)</td>
<td>0 (0)</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Cooperation with medical specialists</td>
<td>11 (1.3)</td>
<td>11 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Alternative medicine</td>
<td>5 (0.6)</td>
<td>5 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Patient involvement</td>
<td>5 (0.6)</td>
<td>5 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Telephone availability</td>
<td>5 (0.6)</td>
<td>4 (80)</td>
<td>0 (0)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Individualized service</td>
<td>4 (0.5)</td>
<td>4 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>House visits</td>
<td>3 (0.4)</td>
<td>3 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Available outside normal hours</td>
<td>2 (0.2)</td>
<td>2 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Privacy</td>
<td>2 (0.2)</td>
<td>2 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Health insurance differentiation</td>
<td>1 (0.1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (100)</td>
</tr>
<tr>
<td><strong>Staff</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Friendliness</td>
<td>92 (10.8)</td>
<td>78 (84)</td>
<td>6 (6)</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Service/assistance</td>
<td>19 (2.2)</td>
<td>17 (89)</td>
<td>0 (0)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Overall assessment</td>
<td>18 (2.1)</td>
<td>16 (88)</td>
<td>1 (5)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Professionalism</td>
<td>15 (1.8)</td>
<td>10 (66)</td>
<td>1 (6)</td>
<td>4 (26)</td>
</tr>
<tr>
<td>Communication</td>
<td>13 (1.5)</td>
<td>5 (38)</td>
<td>1 (7)</td>
<td>7 (53)</td>
</tr>
<tr>
<td>Availability by telephone</td>
<td>3 (0.4)</td>
<td>3 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Recommendation</td>
<td>1 (0.1)</td>
<td>1 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Time spent with patient</td>
<td>1 (0.1)</td>
<td>1 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Practice</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atmosphere</td>
<td>59 (6.9)</td>
<td>54 (91)</td>
<td>3 (5)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Waiting time within practice</td>
<td>58 (6.8)</td>
<td>42 (72)</td>
<td>4 (6)</td>
<td>12 (20)</td>
</tr>
<tr>
<td>Ability to get appointment</td>
<td>39 (4.6)</td>
<td>31 (79)</td>
<td>0 (0)</td>
<td>8 (20)</td>
</tr>
<tr>
<td>Overall assessment</td>
<td>22 (2.6)</td>
<td>20 (90)</td>
<td>1 (4)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Location</td>
<td>15 (1.8)</td>
<td>13 (86)</td>
<td>0 (0)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Organization</td>
<td>13 (1.5)</td>
<td>10 (76)</td>
<td>1 (7)</td>
<td>2 (15)</td>
</tr>
<tr>
<td>Equipment</td>
<td>9 (1.1)</td>
<td>8 (88)</td>
<td>0 (0)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Online appointment</td>
<td>5 (0.6)</td>
<td>5 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Recommendation</td>
<td>5 (0.6)</td>
<td>5 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
Table 5. Evaluation results.

<table>
<thead>
<tr>
<th>Region</th>
<th>OkDoc, n/N (%)</th>
<th>DocApp, n/N (%)</th>
<th>Medicosearch, n/N (%)</th>
<th>Google, n/N (%)</th>
<th>Total, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zurich</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>19/20 (95)</td>
<td>54/56 (96)</td>
<td>192/206 (93.2)</td>
<td>293/386 (74.9)</td>
<td>558/668 (83.5)</td>
</tr>
<tr>
<td>Neutral</td>
<td>1/20 (5)</td>
<td>0/56 (0)</td>
<td>5/206 (2.4)</td>
<td>12/386 (3.1)</td>
<td>18/668 (2.7)</td>
</tr>
<tr>
<td>Negative</td>
<td>0/20 (0)</td>
<td>2/56 (3)</td>
<td>9/206 (4.4)</td>
<td>81/386 (21)</td>
<td>92/668 (13.8)</td>
</tr>
<tr>
<td>Geneva</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>18/18 (100)</td>
<td>1/1 (100)</td>
<td>27/28 (96)</td>
<td>101/134 (75.4)</td>
<td>147/181 (81.2)</td>
</tr>
<tr>
<td>Neutral</td>
<td>0/18 (0)</td>
<td>0/1 (0)</td>
<td>0/28 (0)</td>
<td>3/134 (2.2)</td>
<td>3/181 (1.7)</td>
</tr>
<tr>
<td>Negative</td>
<td>0/18 (0)</td>
<td>0/1 (0)</td>
<td>1/28 (3)</td>
<td>30/134 (22.4)</td>
<td>31/181 (17.1)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>37/38 (97)</td>
<td>55/57 (96)</td>
<td>219/234 (93.6)</td>
<td>394/520 (75.8)</td>
<td>705/849 (83)</td>
</tr>
<tr>
<td>Neutral</td>
<td>1/38 (2)</td>
<td>0/57 (0)</td>
<td>5/234 (2.1)</td>
<td>15/520 (2.9)</td>
<td>21/849 (2.5)</td>
</tr>
<tr>
<td>Negative</td>
<td>0/38 (0)</td>
<td>2/57 (3)</td>
<td>10/234 (4.3)</td>
<td>111/520 (21.3)</td>
<td>123/849 (14.5)</td>
</tr>
</tbody>
</table>

Discussion

As far as this author is aware, this is the first study to examine the content and nature of narrative comments on Swiss PRWs and has resulted in a number of key findings: (1) the vast majority of issues mentioned were concerning aspects of performance (interpersonal skills of physician and staff, infrastructure, and organization and management of practice) that are considered assessable by patients; (2) overall, the vast majority of comments were positive; and (3) there were significant differences between comments on Google and comments on the 3 dedicated PRWs.

Content of Comments

The 5 most frequently mentioned issues identified from the narratives comments were (1) the overall assessment of the physician (300/849, 35.3%) and the physician’s competence (300/849, 35.3%); (2) the physician’s communication (232/849, 27.3%); (3) recommending the physician (225/849, 26.5%); (4) the physician’s friendliness (215/849, 25.3%); and 5) the physician’s caring attitude (192/849, 22.6%). In contrast, the top 5 mentioned issues identified by Emmert et al’s analysis of 3000 narrative comments from the German PRW, jameda, from 2012 were as follows: (1) the physician’s competence (1874/3000, 62.46%); (2) the physician’s friendliness and caring attitude (1148/3000, 38.26%); (3) the time the physician spent with the patient (987/3000, 32.90%); (4) the friendliness of the staff (667/3000, 22.23%); and (5) the information and advice from the physician (630/3000, 21.00%) [4].

Although both studies found that narrative comments most frequently mentioned the physician’s competence, it should be noted that while this study kept the issues of the physician’s friendliness and the physician’s caring attitude separate, Emmert et al combined the 2 issues [4]. If this study also combined these 2 issues, the physician’s friendliness and caring attitude would become the most frequently mentioned issue (407/849, 47.9%). Indeed, it is important to recognize that 95% (41/43) of the subcategories of the categorization framework and 81.60% (1992/2441) of the distinct issues identified were concerning aspects of performance (interpersonal skills of physician and staff, infrastructure, and organization and management of practice) that are considered to be assessable by patients [21]. Although a number of narrative comments also mentioned the physician’s competency (300/849, 35.3%), the proportion of comments that mentioned this issue were substantially lower than that reported by Emmert et al (62.5%) [4].

Unsolicited critical comments on PRWs can be seen as a type of complaint, which can offer a window of opportunity to improve health services [27]. Indeed, one of the aims of PRWs is to drive quality improvement by identifying aspects of care needing improvement so that changes can be made in practice [10]. Overall, 123 comments were classified as negative. Within these negative comments, 293 distinct issues were identified. Nearly half of all negative issues (132/293, 45.1%) concerned
interpersonal issues: the physician’s communication (n=33), the physician’s friendliness (n=19), the physician’s caring attitude (n=21), the physician’s professionalism (n=26), the physician’s trustworthiness (n=9), being taken seriously by the physician (n=5), the friendliness of the staff (n=8), the professionalism of staff (n=4), and staff communication (n=7). Given these interpersonal issues make up nearly half of all negative issues, and that improving these issues will potentially also improve the patient’s overall assessment and recommendation of physicians (46/293, 15.7% of negative issues), it is recommended that physicians should focus on improving interpersonal interactions with patients. However, the healthcare setting can be a very stressful and emotionally draining environment because of external (including workload, exposure to patient suffering, time pressures, documentation requirement, and financial issues) and internal (including personality characteristics and poor emotional regulation) factors [28]. This can lead to stress, dissatisfaction, increased cynicism, burnout, and compassion fatigue among healthcare professionals and the staff [28,29]. In recent decades, the Swiss healthcare system has experienced a number of changes that have caused greater economic constraints, increased administrative workload, and decreased professional autonomy [30]. A study published in 2010 found that burnout levels among Swiss physicians had increased throughout the country over the last decade [30]. The increased burnout levels among Swiss physicians may be contributing to the suboptimal interpersonal issues reported in the narrative comments. Although there are strategies that individual physicians can use to improve their interpersonal skills [28], to really address this issue, whole-system approaches may be required to improve the well-being of physicians [29].

Nature of Comments
The analysis of the 849 narrative comments on Swiss PRWs reveals that 83% (705/849) of all comments were positive, 2.5% (21/849) were neutral, and 14.5% (123/849) were negative. This finding is very similar to the previous analysis of narrative comments on PRWs in other countries [4,8,12-15]. For example, Emmert et al.’s analysis of 3000 narrative comments from the German PRW, jameda, from 2012 found that 80% of all comments were positive, 4% were neutral, and 16% were negative [4]. Although this finding suggests that the users of Swiss PRWs are mostly satisfied with their physicians, the veracity of the level of satisfaction must be called into question given the explicit practice of the dedicated PRWs of not allowing negative comments or removing them if physicians do not want them published. On OkDoc, 0 of the 38 comments were negative; on DocApp, 2 of the 57 comments were negative; and on Medicosearch, 10 of the 234 comments were negative. Although Google had 90.2% (111/123) of negative comments, the author has become aware that some negative comments that were online during data collection have since been removed. It is, therefore, unclear how many negative comments are being suppressed on Swiss PRWs. However, the current suppression of negative comments by Swiss PRWs is concerning and goes against their overall aim of achieving more transparency. There are, no doubt, challenges in finding the correct balance between protecting physicians from harm and promoting the health literacy benefits for patients. However, a blanket ban on negative comments or removing comments simply because the physician in question does not like a particular comment seems inappropriate and is leading to a biased and inaccurate picture of patients’ experiences and satisfaction. There is a need for a consensus-based criterion that applies to all Swiss PRWs for determining which comments are to be and not to be published publicly and which are clearly publicized so users of PRWs are aware of it. Indeed, a recent qualitative study conducted with a random sample of residents of 4 North German cities reported that a lack of rating guidance in terms of allowable content was a disincentive for rating a physician on a PRW [31]. It is also likely that the removal of a comment on the whims of a PRW operator is a disincentive for users to give further physician ratings in the future. Such criteria should also address how comments that PRWs suspect to be fake reviews should be handled, as there is some indication that physicians or practice staff sometimes pose as patients on PRWs to post either positive comments about themselves or negative comments about competitors [32].

Google
As far as this author is aware, this is the first time Google has been included in a project examining physician ratings internationally. It has already been reported that Google had the highest average number of quantitative ratings (3.74 ratings) and narrative comment (3.03 comments) ratings per identifiable physician [22]. This analysis of the content and nature of the narrative comments on Swiss PRWs reveals that the comments on Google are also far richer than the comments on the other Swiss PRWs; comments on Google covered the most subcategories of the categorization framework (37/43, 86%) and also had the majority of negative comments (111/123, 90.2%). It, therefore, appears that Google has not only become the most used website in Switzerland for physician ratings in recent years but is also potentially the most useful. It would be helpful if Swiss patients are made aware of the current large differences between Swiss PRWs regarding the frequency and nature of ratings to help them determine which PRW will provide them with the most useful information. However, future updates would be helpful to assess whether Google, given its general market dominance, will take an even bigger share of the PRW ratings away from the dedicated PRW competitors, or whether the dedicated PRWs will be able to increase the quantity and quality of ratings. Indeed, Medicosearch has already started to shift its business strategy toward online appointments, something that Google does not currently offer, which may allow them to gain a bigger market share and increase the number of ratings. However, it may be necessary for OkDoc to reflect on whether their continued existence in the Swiss PRW market is providing value or is in fact causing harm. It has already been reported that OkDoc had the lowest average number of quantitative ratings (1.47 ratings) and narrative comment (1.23 comments) ratings per identifiable physician, and it only had one comment posted for all 966 physicians in the sample during the last five and a half years (2012-2018) [22]. This analysis of the content and nature of the narrative comments has also found that OkDoc covered the least
amount of subcategories of the categorization framework (24/43, 55%) and that it does not have any negative comments.

Limitations
This study has a number of limitations that should be taken into account when interpreting the results. First, although a systematic online search of Swiss PRWs was conducted, there may be other types of websites that allow Swiss physicians to be rated that were not included in this study. This is a fast-moving area, and it does appear that there are some websites that have started allowing ratings or making ratings publicly available after this project had commenced (eg, deindoktor and doctena), which should be added to any future studies examining PRWs in Switzerland. Second, only German search terms were used for the systematic online search of Swiss PRWs. Although the author is confident that no important Swiss PRWs were missed at the time of developing and conducting the project, it would be preferable if French and Italian search terms are also included in future research in Switzerland to ensure that no PRWs are being missed. Third, the sample was only taken from 2 regions in Switzerland, which may limit the generalizability of the results. Although the study used a representative random sample from a German-speaking and French-speaking region of Switzerland with a comparable number of physicians, given the significant differences found between the 2 regions, it would be helpful for further research to include other regions to examine whether these differences are found between other German- and French-speaking regions and in the Italian-speaking region of Ticino. Fourth, a distinction was only made between general practitioners and specialists, and there may be further differences between the different specialties. Finally, the sociodemographic information of the rating patients is unknown and may not be representative of Swiss patients in general.
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Abstract

Background: Stress-related disorders are associated with significant suffering, functional impairment, and high societal costs. Internet-based cognitive behavioral therapy (ICBT) is a promising treatment for stress-related disorders but has so far not been subjected to health economic evaluation.

Objective: The objective of this study was to evaluate the cost-effectiveness and cost-utility of ICBT for patients with stress-related disorders in the form of adjustment disorder (AD) or exhaustion disorder (ED). We hypothesized that ICBT, compared with a waitlist control (WLC) group, would generate improvements at low net costs, thereby making it cost-effective.

Methods: Health economic data were obtained in tandem with a randomized controlled trial of a 12-week ICBT in which patients (N=100) were randomized to an ICBT (n=50) or a WLC (n=50) group. Health outcomes and costs were surveyed pre- and posttreatment. We calculated incremental cost-effectiveness ratios (ICERs) based on remission rates and incremental cost-utility ratios (ICURs) based on health-related quality of life. Bootstrap sampling was used to assess the uncertainty of our results.

Results: The ICER indicated that the most likely scenario was that ICBT led to higher remission rates compared with the WLC and was associated with slightly larger reductions in costs from pre- to posttreatment. ICBT had a 60% probability of being cost-effective at a willingness to pay (WTP) of US $0 and a 96% probability of being cost-effective at a WTP of US $1000. The ICUR indicated that ICBT also led to improvements in quality of life at no net societal cost. Sensitivity analyses supported the robustness of our results.

Conclusions: The results suggest that ICBT is a cost-effective treatment for patients suffering from AD or ED. Compared with no treatment, ICBT for these patients yields large effects at no or minimal societal net costs.

Trial Registration: ClinicalTrials.gov NCT02540317; https://clinicaltrials.gov/ct2/show/NCT02540317

(J Med Internet Res 2019;21(9):e14675) doi:10.2196/14675
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**Introduction**

**Background**

Stress is considered to be one of the largest health challenges in the Western world [1]. Prolonged or repeated exposure to stress is associated with negative physical and mental health outcomes, decreased quality of life, and functional impairment [2,3]. The costs for employers and society are large because of high incidence of sickness absence, reduced productivity at work, and significant loss of potential labor supply [4]. For the afflicted individual, chronic stress can lead to high costs because of increased medical and insurance expenses and decreased income [1]. Taken together, the full scope of chronic stress can negatively impact a country’s gross domestic product, with conservative estimates of annual costs ranging from US $23 billion in the European Union [1] to US $42 billion in the United States [5].

When clinically significant symptoms and functional impairment result as a consequence of chronic or intermittent life stressors, diagnoses such as adjustment disorder (AD) or exhaustion disorder (ED) may be warranted [3,6]. AD is one of the most commonly used diagnoses by clinical psychologists and psychiatrists worldwide [7,8], cited by the Diagnostic and Statistical Manual of Mental Disorders, 5th edition (DSM-5) as being the principal diagnosis for 5% to 20% of mental health outpatients [9]. ED is a specification of the diagnostic category F43.8 (other reactions to severe stress) in the International Statistical Classification of Diseases and Related Health Problems, 10th edition [10] that has been accepted as a formal diagnosis by the Swedish National Board of Health and Welfare. Similar to the concepts of clinical burnout and allostatic overload [11,12], ED is characterized by severe mental and physical exhaustion, cognitive dysfunction, disturbed sleep, and somatoform complaints [3]. Compared with AD, ED is a more chronic and debilitating condition [13], but both are based on the longitudinal course of symptoms and behavioral changes in the context of stressful life events. Given the strain on health care systems to handle these stress-related disorders, health economic evaluations are important to provide decision makers with information about which treatments give maximum effect in relation to their cost [14]. Without knowledge of cost-effectiveness, there is a risk that health care resources are used inefficiently and that fewer can be offered treatment [15].

Cognitive behavioral therapy (CBT) is the most rigorously evaluated and effective psychological treatment for a range of mental health problems [16], including stress and stress-related symptoms [17,18]. To meet the high demand for CBT, delivering treatment via the internet has emerged as a viable option to increase treatment accessibility and reduce delivery costs. Therapist-guided internet-based CBT (ICBT) has been shown to be highly efficacious for many clinical conditions [19], often producing effect sizes in parity with face-to-face treatment while at the same time often requiring less than 10 min of therapist time weekly per patient [20]. A recent meta-analyses of Web- and computer-based interventions to reduce stress in diverse samples indicated that ICBT could be effective in reducing stress with small to moderate effect sizes [21]. Although these findings cannot be directly generalized to clinical populations suffering from stress-related disorders, we recently presented evidence that ICBT can also be effective in reducing symptoms in a clinical sample diagnosed with AD or ED [13].

Meta-analyses indicate that ICBT can be a cost-effective alternative for many clinical conditions [19,22]. Regarding interventions to reduce stress, however, health economic evaluations are scarce and generally suffer from low methodological quality [23]. A total of 2 recent studies have conducted health economic evaluations of internet-based stress-management interventions aimed at reducing stress in employees with elevated work-related stress [24,25]. Both the studies indicated that the interventions were cost-effective compared with waitlist control (WLC) conditions, from an employer’s [24] and a full societal perspective [25]. Although these results are promising, to the best of our knowledge, no study to date has investigated the cost-effectiveness of ICBT for patients actually diagnosed with stress-related disorders.

**Objectives**

The aim of this study was to evaluate the cost-effectiveness and cost-utility of ICBT for stress-related disorders within the context of a randomized controlled trial [13], using both societal and health care perspectives. We hypothesized that ICBT, compared with a WLC group, would generate improvements at low net costs, thereby making the treatment cost-effective.

**Methods**

**Design**

Health economic data were collected within a randomized controlled trial [13] in which adults suffering from stress-related disorders (N=100) were randomized to either an ICBT (n=50) or a WLC (n=50) group, each of 12 weeks duration. Stress-related disorders were defined as a clinical diagnosis of AD according to DSM-5 [9] or ED as defined by the Swedish National Board of Health and Welfare [3,10]. Randomization was stratified by diagnosis (AD vs ED) and took place after inclusion to prevent allocation bias. Health economic data were collected at pre- and posttreatment assessment (after 12 weeks) as well as at a 6-month follow-up (6MFU). As participants in the WLC were crossed over to treatment after 12 weeks, cost-effectiveness and cost-utility were assessed from the pretreatment to the posttreatment assessment only. However, data from the 6MFU are presented to allow for crude and uncontrolled estimates of stability in clinical outcomes and costs over time. The trial was conducted at Karolinska Institutet, Stockholm, Sweden, between September 2015 and August 2016. It was approved by the Regional Ethics Review Board in Stockholm, Sweden (2015/415-31/5) and preregistered at ClinicalTrials.gov (ID: NCT02540317). All participants provided verbal and written informed consent for study participation. Figure 1 illustrates the trial design and study flow.
Figure 1. Flowchart illustrating trial design, adherence, and attrition. Note: The WLC was crossed over to treatment after the 12-week main phase of the trial and did not take part in the 6-month follow-up assessment. All health economic analyses are, therefore, based on the main phase of the trial. ICBT: internet-based cognitive behavioral therapy; WLC: waitlist control.

Study Sample
Detailed information about the recruitment procedure can be found in the study by Lindsätter et al [13]. The study was advertised through an ad in a national newspaper and through social media. Applicants were self-referred via a study Web portal, and primary inclusion criteria were (1) aged 18 to 65 years; (2) a primary diagnosis of AD or ED; (3) no substance abuse or dependence in the past 6 months; (4) no current or past psychosis or bipolar disorder; (5) no suicidal ideation; (6) if on medication with a monoamine agonist, this had been stable in the past month; and (7) no ongoing psychological treatment. Inclusion criteria were assessed by a licensed psychologist using information collected in a telephone-conducted clinical interview comprising the Mini-International Neuropsychiatric Interview [26] and data obtained from a Web-based screening. AD and ED were assessed with a clinical interview developed specifically for the trial that followed diagnostic criteria for respective diagnosis. The included sample consisted of 85% (85/100) women with a mean age of 47 (SD 8.8) years. A majority of patients (73%, 73/100) had a university education of 3 or more years, and 71% (71/100) of patients had a full-time employment at inclusion. Participants had, on average, suffered from their stress-related symptoms for 1.6 (SD 1.3) years. Patients with AD and ED were equally represented in the sample (53% [53/100] and 47% [47/100], respectively).

Interventions
The CBT protocol used in the trial, on which this health economic study is based [13], has previously been tested in 2 randomized trials in the form of face-to-face therapy [27] and guided self-help [28] with promising results. A central component of the treatment was recovery training, which has previously been found to be important both in prevention and rehabilitation of chronic stress [29]. The treatment targeted increased recovery through scheduled recuperating activities and psychoeducation about sleep hygiene and stimulus control for improved sleep. Other central aspects of the treatment were behavioral activation [30] and exposure [31] to help patients break fear-avoidance patterns related to, for example, perfectionism, excessive worry, and assertiveness. Patients were encouraged to plan their days to create a balance between effortful expenditure and recovery.

The 12-week ICBT was delivered via a secure (encrypted traffic and 2-factor authentication) Web platform where psychoeducation, worksheets, and exercises were presented primarily through text. Patients received weekly written feedback on their work and progress by a licensed clinical psychologist who gave gradual access to the 12 treatment modules, similar to chapters of a book. Patients could contact their psychologist at any time and expect a reply within 48 business hours. Weekly automated text message reminders were sent to all patients in the ICBT group to log on to the treatment platform and work with the treatment. The average number of completed modules in ICBT was 9.2 (SD 3.2) out of 12, which is typically considered adequate and on par with many other ICBT protocols for common mental health conditions [32]. The mean therapist time per patient was 87 (SD 36) min, that is, on average, a little over 7 min weekly per patient.

Patients in the WLC group did not receive any treatment during the 12-week experimental phase and were encouraged not to make any changes in psychotropic medication or seek other psychological treatment for their stress-related disorder during...
that time. After 12 weeks, they were immediately crossed over to treatment.

Clinical Assessment
For the cost-effectiveness analyses, effectiveness was defined as remission rate, estimated based on the 14-item Perceived Stress Scale (PSS) [33]. The PSS (which was administered online) measures how often one has perceived life as unpredictable, uncontrollable, and overloading in the past month. Patients respond on a 5-point response scale from 0 (never) to 4 (very often), with a total scale range of 0 to 56 (a higher score indicating higher level of perceived stress). The PSS has good construct validity and sensitivity to change in samples with stress-related disorders [34].

For the cost-utility analyses, the EuroQol 3L Questionnaire (EQ-5D) was used to assess health-related quality of life [35]. The EQ-5D is a nondisease-specific self-assessment questionnaire that measures 5 health domains: mobility, self-care, usual activities, pain and/or discomfort, and anxiety and/or depression [36]. An advantage of the EQ-5D is that an overall utility score of quality of life can be obtained, which can facilitate comparisons with trials using other health state and other disease conditions [37].

Economic Evaluation
The economic evaluation framework of this study was a within-trial (12-weeks) cost-effectiveness and cost-utility analyses. Cost-effectiveness concerns the association between costs and efficacy (ie, remission rates on PSS), and cost-utility concerns the association between costs and health-related quality of life. Analyses were conducted from a societal perspective, based on direct medical costs only.

Measurement of Resource Utilization
To enable the estimation of costs, resource utilization data were obtained using the self-rated Trimbos and Institute Medical Technology Assessment of Costs Questionnaire for Psychiatry (TIC-P) [38]. This instrument measures resource use over the past month (except for medication use, which concerns the past 2 weeks). The TIC-P is used to estimate (1) direct medical costs (ie, health care utilization and medication costs), (2) direct nonmedical costs (eg, use of alternative medicine and medications), and (3) indirect nonmedical costs (costs associated with production loss generated by, for example, sick leave or work cutback due to presenteeism). The TIC-P has previously been shown to be a feasible and reliable instrument for collecting data on medical consumption and productivity losses [39]. All costs were initially assessed in the local currency (Swedish Krona or SEK) and converted into US Dollars ($) using 2016 as the reference year (yielding 1 SEK equivalent to US$0.1148). Scoring of the TIC-P and transformation of TIC-P scores to costs was done by the first author who, during this process, was blind to patient condition (ICBT vs WLC).

Estimation of Costs
We used public health care tariffs to estimate medical cost (see Multimedia Appendix 1). For each patient, tariffs were multiplied by the corresponding number of health service units (eg, consultations and sessions) from the TIC-P. Costs for medications (prescription and otherwise) were estimated using market prices in Sweden. As the TIC-P only asks for medication use in the past 2 weeks, these costs were multiplied by 2 to represent a time frame of 1 month. The human capital approach was used to estimate indirect costs of sick leave, unemployment, and work cutback, meaning that lost gross earnings were taken as a measure of production loss [37]. Salaries were estimated based on the average monthly earnings in Sweden, stratified by the level of education and gender, as listed by Statistics Sweden for the year 2015. To estimate costs for work cutback, participants reported the number of days worked when ill in the past month and an inefficiency score of how much productivity was reduced as compared with productivity when in good health. Reduced monthly productivity (based on days worked when ill) was multiplied with the percentage of production loss (inefficiency score) and with the estimated daily earning [40]. Costs of domestic work cutback and informal care from family and friends was estimated to US $10 per hour based on data from the study by Smit et al [41], an estimate that has been used in several recently published health economic trials [42,43].

Owing to the short period under study (12 weeks), we did not discount costs.

Direct medical costs associated with the intervention mainly comprised the clinician’s time for the 12 weeks of ICBT. Clinician time spent was logged for every contact with a patient and included reviewing the patient’s work and giving written feedback. As clinicians in this study were exclusively licensed psychologists working at a primary health care clinic, we used the cost tariff for a 45-min session with a psychologist within primary health care (US $103) multiplied by the clinician time for each individual patient.

Statistical Analysis
All analyses adhered to the intention-to-treat principle, meaning that all randomized participants were eligible for analysis. Owing to the low degree of data loss (1 out of 50 in ICBT and 2 out of 50 in the WLC post treatment), no imputation of missing data was deemed necessary (we employed listwise deletion). Analyses were conducted in SPSS 20.0 (IBM) and Stata/IC 14.2 (Stata Corporation).

Analysis of Remission Rates
Remission was operationalized as clinically significant improvement on the primary outcome PSS. This meant that patients were required to (1) make a reliable change in accordance with the Jacobson and Truax [44] criteria (ie, a reduction of 7 units on the PSS) and (2) have a posttreatment rating on PSS that was closer to a normal population than to a clinical population. On the basis of the data from the study by Lavoie and Douglas [45], the postrating cutoff was defined as a PSS score <3. We analyzed differences in remission rates pre- to posttreatment using chi-square tests.
Analysis of Health-Related Quality of Life

The answers given in EQ-5D were combined to generate a utility score of health states ranging from 0 to 1, with 0 representing death and 1 representing full health [36], based on the Swedish experience-based time trade-off value set [46]. Owing to the relatively short time perspective (12 weeks), we used the difference in utility scores between the pre- and posttreatment assessment to measure the effect in terms of health-related quality of life in the different cost-utility analyses. To generate a frame of reference, we also conducted a separate cost-utility analysis from a societal perspective in which the utility scores were converted to quality-adjusted life years (QALYs) gained over the 12-week treatment phase. As utility scores demonstrated skewness and kurtosis of residuals, differences between the ICBT and the WLC were analyzed using bootstrapped linear mixed models (5000 replications) where time (pre-to posttreatment), group (ICBT vs WLC), and the time × group interaction were independent variables.

Analysis of Cost Changes

As in the case of utility scores, cost residuals were skewed and showed evidence of high kurtosis. We, therefore, analyzed between-group changes in costs (gross and net total costs as well as changes in specific cost-domains) from pre- to posttreatment using bootstrapped linear mixed-models (5000 replications).

Analysis of Cost-Effectiveness and Cost-Utility

To estimate cost-effectiveness and cost-utility, we used the incremental cost-effectiveness ratio (ICER) and the incremental cost-utility ratio (ICUR), respectively. These were calculated by taking the net cost difference between conditions (ICBT vs WLC) at posttreatment compared with baseline, divided by the difference in remission rate (ICER) or utility improvement (ICUR) between the groups over the 12-week treatment period [14]. In the analysis based on QALYs, the denominator of the ICUR was the ICBT versus WLC difference in per capita QALYs over the 12-week treatment period.

Assessment of Uncertainty

As ICER and ICUR point estimates are difficult to interpret [14], we modeled the uncertainty of these based on bootstrapping (5000 samples) of the treatment group’s incremental costs and effects (remission rate and utility) as compared with the WLC. The bootstrapped values then formed the basis for cost-effectiveness and cost-utility planes, with effects on the x-axis and costs on the y-axis. Cost-effectiveness and cost-utility planes allow a probabilistic decision-making approach [47], where a majority of ICERs or ICURs in the southeast quadrant of these planes indicate a larger effect of ICBT at a lower cost compared with the WLC, and a majority of ICERs or ICURs in the northeast quadrant suggest a larger effect of ICBT at a higher cost compared with the WLC. In the latter case, the amount of money a decision maker is willing to pay for, for example, 1 additional patient in remission, is crucial in determining whether a new treatment is to be adopted or not. Hence, we investigated the probability of the treatment being cost-effective compared with the WLC at a range of different willingness to pay (WTP) scenarios. WTP for an additional responder can be illustrated by the means of cost-effectiveness and cost-utility acceptability curves [48].

Additional sensitivity analyses were conducted to further confirm the robustness of results. First, we replaced the intervention cost for each patient in the ICBT group with US $663 (ie, more than thrice the mean intervention cost), based on an estimate of the cost of running ICBT in a psychiatric clinic [49]. The new intervention cost included an average therapist time for psychiatric patients in ICBT and costs for assessment procedures, referral and follow-up visits, other health care staff, hospital space, and platform administration [49]. Second, as previous investigations have shown that patients with AD and ED differ in symptom severity and functional disability [13], we calculated ICERs separately for the diagnostic groups and also constructed cost-effectiveness planes and acceptability curves from a societal perspective. Third, as costs for domestic work and informal care from family and friends are difficult to estimate [49], we calculated ICERs and modeled cost-effectiveness planes using 2 different scenarios: (1) a scenario in which we used an updated cost-estimate of US $19 (ie, almost doubling the cost-estimate used in the main analyses), representing the average gross hourly wage earned by a domestic worker as suggested by Bock et al [49], and (2) another scenario in which we removed the costs for domestic work and informal care altogether. Finally, although there are indications that production loss because of presenteeism is a major cost driver for a range of disease conditions, comprising on average 52% of total costs [50], there is to date no consensus regarding methods to accurately measure and value it. We, therefore, conducted a sensitivity analysis with the purpose of illuminating to what extent cost related to work cutback may impact the total cost-effectiveness of ICBT in our trial. We calculated ICERs and modeled cost-effectiveness planes from a societal perspective, both when excluding work cutback as a cost-domain and when doubling these costs.

Results

Data Completion and Receiving Treatment Outside of the Study

There was a 100% (100/100) data completion at pretreatment. At posttreatment assessment, data completion was 98% (49/50) in the ICBT group and 96% (48/50) in the WLC. At the 6MFU, 94% (47/50) of patients in the ICBT group completed assessments. A total of 3 patients (6%) in ICBT and 4 (8%) in the WLC reported having received other treatment for stress-related problems during the intervention period. Fisher exact test revealed no significant difference between the groups in this regard (P=.47). In the ICBT group, 2 patients received psychological treatment and 1 initiated psychotropic medication. In the WLC, 2 patients received psychological treatment and 2 initiated psychotropic medication.

Clinical Efficacy: Remission Rates and Utility

Table 1 shows means and SDs at pretreatment, posttreatment, and 6MFU for PSS and utility scores. In this study, remission rate on PSS was the main clinical outcome. As previously reported in the main outcome study [13], 31 of 50 patients (62%)
in the ICBT group were in remission (ie, met criteria for clinically significant improvement) post treatment, as compared with 5 of 50 patients (10%) in the WLC group, which was a statistically significant difference ($X^2 = 29.3; P < .001$). At the 6MFU, 34 of 50 patients (68%) in the ICBT group were in remission. Regarding utility, patients in the ICBT group significantly increased their health-related quality of life from pre- to posttreatment (beta=.05; 95% CI 0.03 to 0.08; $Z=3.91; P < .001$), whereas patients in the WLC group did not (beta=.02; 95% CI –0.01 to 0.05; $Z=1.41; P = .16$). However, there was no significant group × time interaction effect on utility from pre- to posttreatment (beta=.03; 95% CI –0.01 to 0.07; $Z=1.68; P = .09$). There was no significant change from posttreatment to 6MFU in utility in the ICBT group, indicating stability of improvements (beta=.01; 95% CI –0.02 to 0.04; Z=.51; $P = .61$).

**Table 1.** Statistical values for primary outcome measure and health-related quality of life.

<table>
<thead>
<tr>
<th>Measure and group</th>
<th>Pretreatment, mean (SD)</th>
<th>Posttreatment, mean (SD)</th>
<th>6-month follow-up, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived Stress Scale</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT$^a$</td>
<td>37.2 (7.1)</td>
<td>24.2 (8.6)</td>
<td>21.9 (7.7)</td>
</tr>
<tr>
<td>WLC$^b$</td>
<td>36.4 (7.3)</td>
<td>33.2 (7.9)</td>
<td>—$^c$</td>
</tr>
<tr>
<td><strong>Utility$^d$</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>0.82 (0.12)</td>
<td>0.87 (0.09)</td>
<td>0.89 (0.09)</td>
</tr>
<tr>
<td>WLC</td>
<td>0.82 (0.11)</td>
<td>0.84 (0.11)</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$ICBT: internet-based cognitive behavioral therapy.

$^b$WLC: waitlist control.

$^c$Not applicable. Patients in the WLC group were crossed over to treatment after the posttreatment assessment.

$^d$Utility scores are based on EuroQol 3L Questionnaire health states.

**Cost Changes**

Table 2 presents the per capita costs at the pre- and posttreatment assessment (for spatial reasons, costs at the 6MFU are presented in the Multimedia Appendix 1). There was no significant difference between groups from pre- to posttreatment regarding gross total costs (ie, societal costs excluding the intervention costs; beta= –260.22; 95% CI –877.91 to 357.47; Z= –0.83; $P = .41$) or net total costs (ie, societal costs including the intervention costs; beta= –57.61; 95% CI –685.67 to 570.45; Z= –0.18; $P = .86$). Analyses of specific cost-domains revealed a significant interaction effect between time (from pre- to posttreatment) and group (ICBT vs WLC) regarding costs related to work cutback, where patients in the ICBT group significantly reduced their costs compared with those in the WLC group (beta= –292.24; 95% CI –525.98 to –58.50; Z= –2.45; $P = .014$). No other between-group interaction effects were found in specific cost-domains based on the TIC-P. Gross total costs in the ICBT group remained stable between posttreatment and the 6MFU (beta= 173.76; 95% CI –383.98 to –731.46; Z= 0.62; $P = .54$).
Table 2. Per capita costs at pre- and posttreatment assessment (all costs are in US dollar, converted from the Swedish Krona).

<table>
<thead>
<tr>
<th>Cost-domains</th>
<th>Pretreatment(^a)</th>
<th>Posttreatment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ICBT(^b), (n=50)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median</td>
</tr>
<tr>
<td>Direct medical</td>
<td>187 (320)</td>
<td>6</td>
</tr>
<tr>
<td>Health care visits</td>
<td>169 (288)</td>
<td>0</td>
</tr>
<tr>
<td>Medication</td>
<td>18 (83)</td>
<td>2</td>
</tr>
<tr>
<td>Direct nonmedical</td>
<td>80 (120)</td>
<td>20</td>
</tr>
<tr>
<td>Indirect nonmedical</td>
<td>1115 (1436)</td>
<td>579</td>
</tr>
<tr>
<td>Unemployment</td>
<td>150 (746)</td>
<td>0</td>
</tr>
<tr>
<td>Sick leave</td>
<td>389 (980)</td>
<td>0</td>
</tr>
<tr>
<td>Work cutback(^d)</td>
<td>408 (636)</td>
<td>149</td>
</tr>
<tr>
<td>Domestic</td>
<td>168 (397)</td>
<td>56</td>
</tr>
</tbody>
</table>

|                       | WLC\(^c\), (n=50) |               |
|                       | Mean (SD)          | Median        |
| Direct medical        | 316 (547)          | 10            |
| Health care visits    | 312 (546)          | 0             |
| Medication            | 4 (5)              | 1             |
| Direct nonmedical     | 160 (445)          | 35            |
| Indirect nonmedical   | 1043 (1629)        | 132           |
| Unemployment          | 80 (568)           | 0             |
| Sick leave            | 639 (1406)         | 0             |
| Work cutback\(^d\)   | 221 (507)          | 0             |
| Domestic              | 103 (189)          | 26            |
| Gross total costs     | 1518 (2080)        | 466           |
| Intervention costs    | —                  | —             |

|                       | WLC (n=48) | Median |
| Direct medical        | 172 (255) | 41     |
| Health care visits    | 166 (254) | 0      |
| Medication            | 6 (9)     | 2      |
| Direct nonmedical     | 78 (130)  | 0      |
| Indirect nonmedical   | 884 (1348) | 313    |
| Unemployment          | 182 (910) | 0      |
| Sick leave            | 438 (929) | 0      |
| Work cutback\(^d\)   | 212 (421) | 0      |
| Domestic              | 53 (78)   | 13     |
| Gross total costs     | 1134 (1528) | 492    |
| Intervention costs    | —         | —      |
| Net total costs       | 1518 (2080) | 466    |

\(^a\)There were no significant differences between groups (ICBT vs WLC) in any cost-domain at the pretreatment assessment (\(P=0.06-.57\)).
\(^b\)ICBT: internet-based cognitive behavioral therapy.
\(^c\)WLC: waitlist control.
\(^d\)Significant interaction effect between groups (ICBT vs WLC) from pre- to posttreatment (\(P=0.014\)).
\(^e\)Not applicable.

Societal Perspective: Cost-Effectiveness and Cost-Utility

Taking all costs into account (ie, conducting the analysis from a societal perspective), the ICER was \(-77.24/0.09=-157.63\), favoring ICBT over the WLC. This indicates that the most likely scenario was that ICBT led to higher remission rates compared with the WLC and was associated with slightly larger reductions in costs from pre- to posttreatment. Figure 2 (top left) presents the scatter plot of simulated ICERs across the 4 quadrants of the cost-effectiveness plane, illustrating the degree of uncertainty associated with the estimated parameter. A majority of the simulated ICERs (60.86%, 3043/5000) are located within the southeast quadrant (larger effect of ICBT at a lower cost), whereas 39.14% (1957/5000) are located in the northeast quadrant (larger effect of ICBT at a higher cost). This suggests that ICBT is a cost-effective treatment from a societal perspective.

To estimate the cost-utility of ICBT relative to the WLC, we repeated the analysis using health-related quality of life (change in utility) as outcome. The ICUR was \(-77.24/0.0043=-17962.79\). Of the simulated ICURs, 48.14% (2407/5000) fell in the southeast quadrant of the cost-utility plane, 34.52% (1726/5000) fell in the northeast quadrant, 11.90% (595/5000) fell in the northwest quadrant, and 5.44% (272/5000) in the southwest quadrant (see Multimedia Appendix 1 for cost-utility plane). This suggests that the most likely scenario is that the treatment generates more QALYs at lower net costs compared with no treatment.
Figure 2. Cost-effectiveness (top) and cost-utility (bottom) planes comprising 5000 bootstrapped incremental cost-effectiveness ratios and incremental cost-utility ratios, respectively, comparing internet-based cognitive behavioral therapy with waitlist control over the 12-week treatment period. Remission was operationalized as the proportion of patients who made a clinically significant improvement on the 14-item Perceived Stress Scale (PSS). Utility was based on EuroQol Questionnaire, 3L version (EQ-5D 3L) health states. In the 2 left-hand planes, all costs from a societal perspective are included. The 2 right-hand planes include costs from a health care perspective (ie, using only direct medical costs). Please note that the y-scale of the health care perspective graphs differs from that of the societal perspective graphs.

Figure 3. Cost-effectiveness (above) and cost-utility (below) acceptability curves from a societal perspective comparing internet-based cognitive behavioral therapy (ICBT) with waitlist control (WLC) over the 12-week treatment period. Note: Solid lines represent the probability of ICBT being more cost-effective in the standard scenario. Dotted lines represent the probability of ICBT being more cost-effective based on a sensitivity analysis in which a 3-fold higher intervention cost was used (US $663).
Health Care Perspective: Cost-Effectiveness and Cost-Utility

Taking only the direct medical costs into account, that is, a health care perspective, analysis using remission rate as efficacy measure generated an estimated ICER of 171.12/0.49=349.00. This means that each additional case of remission in ICBT relative to the WLC was associated with a slight increase in health care costs in the ICBT compared with the WLC. When conducting the same analysis using change in utility as outcome, the corresponding ICUR was 171.12/0.03=5704. Figure 2 shows the scatter plots of the simulated ICERs (top right) and ICURs (bottom right) from a health care perspective. Although treatment benefits of ICBT are associated with a cost for the health care provider, the cost-effectiveness acceptability curve (Figure 4, top) shows that, at a relatively low WTP of US $1000, the probability of ICBT being cost-effective from a health care perspective is 97%. Regarding cost-utility from a health care perspective, the ICBT has a higher probability of cost-utility compared with the WLC at a WTP of approximately US $6000 (Figure 4, bottom).

Figure 4. Cost-effectiveness (above) and cost-utility (below) acceptability curves from a health care perspective comparing internet-based cognitive behavioral therapy (ICBT) with waitlist control (WLC) over the 12-week treatment period. Note: Solid lines represent the probability of ICBT being more cost-effective in the standard scenario. Dotted lines represent the probability of ICBT being more cost-effective based on a sensitivity analysis in which a 3-fold higher intervention cost was used (US $663).

Sensitivity Analyses

In the sensitivity analysis in which an intervention cost of US $663 (including, eg, assessment procedure, platform administration, and other health care staff and overhead costs) replaced the intervention cost of ICBT in this study, ICBT remained more likely to be cost-effective from a societal perspective compared with the WLC even at a WTP of US $0 (see Figure 3, top, dotted line). The cost-utility acceptability curve (Figure 3, bottom, dotted line) indicates that a WTP of approximately US $17,000 would be required for the ICBT to be preferable to the WLC in terms of cost-utility. From a health care perspective (see Figure 4, dotted lines), the new intervention cost estimate would require a WTP of approximately US $1500 for ICBT to be more likely than the WLC to be cost-effective from pre- to posttreatment. To render cost-utility of ICBT, compared with the WLC, from a health care perspective, a WTP of US $20,000 would be needed.

Figure 5 illustrates the cost-effectiveness acceptability curves for the respective diagnostic groups (AD and ED), using remission rate on PSS as efficacy measure. For patients diagnosed with AD, there was a 92% probability that ICBT was more cost-effective than the WLC at a WTP of US $0. For patients diagnosed with ED, there was an 80% probability that ICBT was more cost-effective compared with the WLC at a WTP of US $1000. More information can be found in Multimedia Appendix 1 about outcomes, costs, and cost-effectiveness planes for AD and ED respectively (Multimedia Appendix 1).
The sensitivity analyses investigating different cost scenarios for informal care and domestic work indicated that the overall cost-effectiveness of ICBT remained unchanged when a higher cost-estimate was used and when costs for informal care and domestic work were removed from the total net costs. In the first scenario (where US $19 was used as a cost estimate of the average gross hourly wage earned by a domestic worker), the ICER was $126.69/0.49 = 258.55, favoring the ICBT, with 64.96% (3248/5000) of simulated ICERS falling in the southeast quadrant of the cost-effectiveness plane and 35.04% (1752/5000) falling in the northeast quadrant. In the second scenario (where costs for informal care and domestic work were removed), the ICER was $37.91/0.49 = 1.99, supporting the superiority of ICBT with 55.10% (2755/5000) of simulated ICERS in the southeast quadrant and 44.90% (2245/5000) in the northeast quadrant (see Multimedia Appendix 1 for cost-effectiveness planes). Regarding presenteeism costs, the ICER in which costs for work cutback were removed indicated that each patient in remission was associated with a higher cost in the ICBT compared with the WLC (ICER: 214.43/0.49 = 437.61), with only 27.02% (1351/5000) of simulated ICERS in the southeast quadrant and 72.98% (3649/5000) in the northeast quadrant. At a WTP of US $2000, however, the probability of ICBT being cost-effective increased to 98% (see Multimedia Appendix 1). When costs for presenteeism were doubled, the resulting ICER was $368.91/0.49 = 752.8 in favor of the ICBT, with 86.92% (4346/5000) of simulated ICERS in the southeast quadrant and 13.01% (654/5000) in the northeast quadrant, indicating that this scenario would render the treatment highly cost-effective as compared with the WLC. This sensitivity analysis supports that the net difference in these costs is largely in favor of the ICBT and that productivity loss because of presenteeism to a large extent contributes to the high cost-effectiveness of the treatment.

Discussion

Principal Findings

To our knowledge, this is the first health economic evaluation conducted of an ICBT specifically targeting stress-related disorders in the form of AD and ED. The results showed that ICBT generated higher remission rates compared with the WLC at no additional societal costs. The cost-utility analysis also showed that the ICBT was more likely to be preferable to the WLC from a societal perspective, both when change in utilities and QALYs were used as outcome. Taking a health care perspective (ie, including only direct medical costs in the ICER), there was a 97% probability that ICBT would generate an additional patient in remission compared with the WLC at a WTP of US $1000. A WTP of approximately US $6000 would, however, be required for the ICBT to be preferable to the WLC in terms of cost-utility. The overall indication of treatment cost-effectiveness was supported by sensitivity analyses. In sum, using data from a randomized controlled trial, this study showed that ICBT for stress-related disorders is likely to be a cost-effective treatment compared with no treatment.

The results of our study are in line with other health economic evaluations of ICBT for a range of clinical conditions, where ICBT in general has more than 50% probability of being cost-effective compared with no treatment or conventional CBT at a WTP of US $0 for an additional improvement [19]. As no previous health economic evaluations of ICBT for patients diagnosed with stress-related disorders have been conducted, to our knowledge, there are no available cost-effectiveness estimates of the target population with which we can directly compare our results. Nevertheless, 2 recently published studies evaluated cost-effectiveness of ICBT for employees with elevated levels of stress, 1 from an employer’s perspective (including only costs relevant for the employer, ie, presenteeism, absenteeism, and treatment costs) [24] and 1 adopting a full societal perspective [25]. Results of these studies were similar to those found in this study, with probabilities of treatment cost-effectiveness of 70% compared with WLC at a WTP of US $0 [24,25]. In these studies, as in ours, costs because of presenteeism were large and constituted central cost drivers in the cost-effectiveness analyses. These clinical findings support previous reports stating that presenteeism constitutes a large cost in stress-related mental illness and many other clinical conditions [1,50], in fact reducing output by at least as much as absenteeism [50,51]. The indication that ICBT may significantly reduce costs within this domain is encouraging and needs to be further investigated. Although the potential cost savings related to reduced work cutback after ICBT may not
directly benefit the health care provider (the payer of the intervention in this study), the low intervention cost and high scalability of ICBT makes the treatment cost-effective also from a health care perspective.

Although this study showed that ICBT for stress-related disorders is likely to be cost-effective, the degree of cost-effectiveness and cost-utility versus the WLC was, to some extent, moderated by 3 factors. First, the ICER was slightly more favorable when using a societal perspective compared with a narrower health care perspective. This is reflective of the absence of effect of ICBT on direct medical costs (health care visits and medication), which may be explained by the fact that patients suffering from chronic stress often have comorbid health conditions [52] that ICBT would be unlikely to affect in the short term. Second, the ICER (based on remission rates) was somewhat more favorable than the ICUR (based on utility change or QALYs). This was because the controlled effect on the primary outcome PSS was substantially larger than that on EQ-5D. This is expected given the generic nature of EQ-5D, which includes items such as “I am unable to wash and dress myself.” Third, even if ICBT was cost-effective for both diagnostic groups, it was more so for patients with AD compared with those with ED. These results can be understood by the fact that, relative to their respective controls, both diagnostic groups made large symptomatic improvements, but cost changes were smaller for patients with ED compared with patients with AD. A possible conclusion that can be drawn is that it is likely beneficial to offer treatment early on in the development of chronic stress (ie, for patients suffering from AD as opposed to ED), as a means of optimizing treatment cost-effectiveness and preventing increased societal costs. Nonetheless, it is encouraging that ICBT is cost-effective even in the very short term also for patients suffering from severe symptoms of chronic stress.

Limitations and Strengths

There are some limitations to this study. First, the use of a WLC that (for ethical reasons) received treatment immediately after the 12-week experimental phase did not allow for between-group comparisons of costs and effects at the 6MFU. Although costs seem to remain stable between posttreatment and 6MFU in the ICBT condition, we do not know whether this is because of treatment or other factors. The reason for using a WLC in the randomized controlled trial was that we judged the intervention research on stress-related disorders to still be in its early stages. In this context, the use of WLC has been suggested to be a viable option because it gives protection against basic threats to internal validity (eg, regression toward the mean and spontaneous remission) and reduces the risk of type-II error, which are central factors in the early phase of treatment development [53]. Furthermore, the WLC represents a realistic scenario, given that no established treatment guidelines exist for AD or ED and many suffering individuals never get access to psychological treatment [54].

A second limitation was that we relied on self-report data to obtain information about costs, which are prone to certain biases (eg, memory bias). Using self-report data to estimate costs in economic evaluations conducted together with randomized trials is, however, the most common procedure [55], and the TIC-P has demonstrated reasonable validity and reliability [39]. Moreover, there are indications of high convergence between self-report of health care visits and registry data [56].

A third issue is that of generalizability. In this study, the fact that the treatment was delivered via the internet likely improves generalizability, as it makes the results less dependent on factors such as regional differences in clinical practice and resource use (ie, patients were not tied to any specific setting). However, the high percentage of educated women in our sample limits generalizability to the full spectrum of individuals suffering from stress-related disorders. Even though the effect of gender on outcome in CBT has been found to be limited [57], and women with a moderate to high level of education tend to be overrepresented among people who seek health care for stress-related disorders (refer to, eg, the studies by Salomonsson et al [27], Heber et al [58], and Netterstrom et al [59]), more research on the cost-effectiveness of ICBT is needed using different types of patient samples and treatment settings.

Central strengths of this study were the randomized design, which enabled control over confounders; low attrition rates; and the use of both societal and health care perspectives in the health economic evaluation. Another central strength was that we used a clinical sample for which no past health economic evaluations have been conducted. We characterized heterogeneity through sensitivity analysis of the diagnostic subgroups AD and ED, which is often overlooked in health economic trials [60].

Conclusions

In conclusion, ICBT for the stress-related disorders AD and ED is likely to be a cost-effective treatment compared with WLC. Most probably, ICBT leads to substantial improvements at no net societal costs, meaning that the treatment costs associated with administrating ICBT are likely to be quickly returned to society. In this trial, nearly two-thirds of patients who received ICBT were in remission after 12 weeks. Considering the scalability of this treatment and the low net costs, we believe that if ICBT is implemented in routine health care, it could play an important role in making effective treatment accessible to patients suffering from chronic stress in the form of AD and ED.
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Abstract

Background: Although electronic health interventions are considered safe and efficient, evidence regarding the cost-effectiveness of telemonitoring in inflammatory bowel disease is lacking.

Objective: We aimed to evaluate the cost-effectiveness and cost-utility of the Telemonitorización de la Enfermedad de Crohn y Colitis Ucerosa (Telemonitoring of Crohn’s Disease and Ulcerative Colitis [TECCU]) Web platform (G_TECCU intervention group) for telemonitoring complex inflammatory bowel disease, compared with standard care (G_control) and nurse-assisted telephone care (G_NT intervention group).

Methods: We analyzed cost-effectiveness from a societal perspective by comparing the 3 follow-up methods used in a previous 24-week randomized controlled trial, conducted at a tertiary university hospital in Spain. Patients with inflammatory bowel disease who initiated immunosuppressants or biologic agents, or both, to control inflammatory activity were recruited consecutively. Data on the effects on disease activity (using clinical indexes) and quality-adjusted life-years (using the EuroQol 5 dimensions questionnaire) were collected. We calculated the costs of health care, equipment, and patients’ productivity and social activity impairment. We compared the mean costs per patient, utilities, and bootstrapped differences.

Results: We included 63 patients (21 patients per group). TECCU saved €1005 (US $1100) per additional patient in remission compared with G_control (95% CI €–13,518 to 3137; US $–14,798 to 3434), with a 79.96% probability of being more effective at lower costs. Compared with G_NT, TECCU saved €2250 (US $2463) per additional patient in remission (95% CI €–15,363 to 11,086; US $–16,817 to 12,135), and G_NT saved €538 (US $589) compared with G_control (95% CI €–6475 to 5303; US $–7088 to 5805). G_TECCU and G_NT showed an 84% and 67% probability, respectively, of producing a cost saving per additional quality-adjusted life-year (QALY) compared with G_control, considering those simulations that involved negative incremental QALYs as well.

Conclusions: There is a high probability that the TECCU Web platform is more cost-effective than standard and telephone care in the short term. Further research considering larger cohorts and longer time horizons is required.

Trial Registration: ClinicalTrials.gov NCT02943538; https://clinicaltrials.gov/ct2/show/NCT02943538 (http://www.webcitation.org/746CRRtDN)
Introduction

Background

Health systems are facing problems of financial sustainability, and the burden and health care costs associated with the management of inflammatory bowel disease (IBD) continue to rise [1,2]. IBD is one of the most expensive gastrointestinal conditions [3]. In this context, interest in electronic health (eHealth) interventions as a potential means to improve health care services at a lower cost has grown in recent years, especially for the management of chronic diseases such as IBD [4,5].

Unlike other chronic pathologies, IBD mainly affects young individuals in their optimal period of personal and professional development. As such, IBD is related to high levels of school absenteeism and work disability [6], interference in social activities, and impaired health-related quality of life [7]. Therefore, IBD has a significant medical, social, and financial impact, which accounts for direct and indirect costs to both health care systems and society. In fact, although the estimated indirect costs differ between countries depending on their health policies, they are an important percentage of the IBD-related economic burden. A recent report estimated them to account for 46.5% of the total IBD-related costs in Spain [8].

Web-based telemonitoring systems applied to IBD are safe and feasible not only for adults but also for adolescents [9-11], and empowerment through these systems reduces outpatient visits and hospital admissions, with potential cost savings [12-14]. However, even if eHealth is considered a promising option to improve the quality of care while reducing costs, its efficacy in terms of disease outcomes has not been consistent across studies [10-13,15,16], with high attrition rates despite the continued adaptation of Web platforms and the evolution of mobile health over the last decade.

These systems aim to shift the emphasis from hospital and personal visits toward remote encounters, although it is still necessary to determine whether such telemonitoring systems actually decrease direct and indirect costs [12,13,16]. While cost savings have been attributed to such systems in the IBD setting, these are almost exclusively related to direct costs [12,14]. Indeed, these studies did not consider either the costs associated with the implementation and maintenance of the remote monitoring systems or indirect costs. Thus, evidence regarding the cost-effectiveness and cost-utility of telemonitoring in IBD is lacking [17], without economic data available to evaluate its use in patients with complex IBD, hindering the long-term implementation of these systems by health care services [18].

Objective

Our research group developed a Web-based telemanagement program known as Telemonitorización de la Enfermedad de Crohn y Colitis Ulcerosa (Telemonitoring of Crohn’s Disease and Ulcerative Colitis [TECCU]) [19]. The results of a pilot clinical trial suggested that this remote monitoring system is a safe strategy to improve health outcomes in patients with complex IBD, while reducing the use of health care resources when compared with nurse-assisted telephone care and standard face-to-face visits [20]. Due to the limited knowledge about the efficiency of telemonitoring in IBD and given the absence of health economics data in a non–remission setting, we aimed to evaluate the cost-effectiveness and cost-utility of the Web-based TECCU system for remote management of patients with complex IBD from a societal perspective, comparing telemonitoring versus standard care and telephone care.

Methods

Study Design

We performed a cost-effectiveness analysis alongside a previously published 3-arm parallel-group randomized controlled trial, which had been carried out at a referral university hospital in Spain [20]. We evaluated the impact of the TECCU Web-based telemangement system (G_TECCU intervention group), nurse-assisted telephone care (G_NT intervention group), and standard face-to-face visits (G_control) on the health outcomes and the direct and indirect costs associated with patients with complex IBD, after a 24-week follow-up. This follow-up period allowed us to evaluate the impact of these 3 interventions and the events that occurred during the initiation of therapy with immunosuppressants and biologic agents.

With the aim of analyzing cost-effectiveness and cost-utility from a societal perspective, we used a standard economic evaluation methodology to measure the costs and effects on disease activity and quality of life associated with each of the 3 interventions [21]. First, we determined the categories to be included in both the costs and effects analyses. We included health care, equipment, and productivity and social activities in the costs study, while the effects measured were disease activity and quality of life. Subsequently, to analyze the costs in each category, we measured the number of units of health care and non–health care resources consumed, thereafter calculating the cost in euros (and including the exchange in US $) by multiplying the number of units used by their price weight. Finally, we correlated the cost and effect data to obtain a cost-effectiveness and cost-utility comparison between the 3 follow-up strategies.

Patient Selection and Setting

Patients were recruited consecutively at the Outpatient Clinic of the IBD Unit at La Fe University and Polytechnic Hospital, Valencia, Spain, or at the Gastroenterology Department if they were admitted for a flare-up. This is a tertiary hospital that serves more than 1500 patients with IBD, and it has 2 specialist IBD nurses, also providing its patients with an email and...
telephone consultation service. All participants had IBD diagnosed according to internationally accepted criteria at least 6 months prior to their recruitment [22,23]. The inclusion criteria were age 18 years or older; and having initiated therapy with corticosteroids, immunosuppressants, or biologic agents, or a combination of these, due to disease activity. The exclusion criteria were inability to speak and read Spanish; inability to manage a mobile phone or tablet, or the internet, or not having a telephone line; participation in other clinical trials during the inclusion period; having other uncontrolled medical or psychiatric disease; the presence of ileorectal or ileal pouch-anal anastomosis; having received a definitive ileostomy; having associated perianal disease; and being pregnant. All participants provided their written informed consent to participate in the study. Enrollment began in October 2014 and ended in June 2016. The follow-up ended in December 2016. Eligible patients were randomly assigned to 1 of the 3 groups to G_TECCU, G_NT, or G_control in a 1:1:1 ratio. A block randomization method was used via a Web-based tool [19] to generate a random allocation sequence and ensure allocation concealment.

**Interventions**

Regardless of the assigned arm, all patients completed 3 face-to-face visits, at baseline, 12 weeks, and 24 weeks, in addition to their routine visits to the IBD clinic, telephone consultations, or Web telemonitoring in accordance with their group assignment. Patients treated with immunosuppressants alone or in combination with biologic agents were monitored every 1 to 2 weeks during the first month, every 2 to 4 weeks between month 1 and month 3, and every 4 weeks from month 3 until the end of the follow-up. Patients treated with biologic agents alone were monitored every 2 to 4 weeks during the entire follow-up period. Patients from all 3 arms who initiated the same drug complied with these follow-up schedules, which differed only in the monitoring method used for the study group they were assigned to. In any of the 3 arms, additional clinical visits were made when necessary if the patient’s evolution so required. The 3 interventions evaluated in this clinical trial have been described previously [19] but we present a summary below.

**TECCU Web Platform**

In the G_TECCU follow-up and monitoring was performed telematically using the TECCU app. The patients used a computer, or an app on a mobile phone or tablet, to connect via the internet and self-complete questionnaires related to their IBD symptoms. Through these questionnaires, they also provided information regarding any possible adverse effects. The health care providers used the information obtained from questionnaires and biological markers to adapt medication and follow-up schedules through an intelligent prioritization system. These changes were communicated through the platform’s messaging system, in combination with telephone calls or in-person visits when necessary.

**Usual Care Provided at the Inflammatory Bowel Disease Unit**

Patients from the G_control received usual care provided by the IBD unit (Outpatient Clinic) based on national and European clinical guidelines [22-24]. Treatment was adjusted at face-to-face visits or via information provided through telephone calls based on the evolution of disease activity. Disease activity was measured using specific indexes and through biological markers.

**Nursing Care by Telephone**

In the G_NT, patients were asked about their health during telephone calls with the nursing staff at the IBD Unit. Periodic telephone assessment was carried out using structured interviews to evaluate the patient’s health status based on the same clinical indexes and biological markers used for the other 2 groups. The interventions depended on the results of the interview, and any changes to medication or the follow-up schedule were established by the nurses with the aid of a physician through alerts and action plans incorporated into the intervention protocol [19].

**Cost Measures**

We established 3 major cost categories to perform an economic evaluation from a societal perspective: health care costs, equipment costs, and costs related to patients’ work productivity and impaired social activity. We expressed all costs in euros (including the exchange in US $) and corrected for price inflation in 2016 according to the Spanish consumer price index [25].

**Health Care Costs**

We measured health care resource use on the basis of the number of outpatient visits, telephone calls, emergency visits, hospitalizations, and IBD-related surgeries detected in the hospital registry over the study period. We calculated their associated costs by multiplying the number of services registered by the official regional rates [26]. We also considered telemonitoring contacts through the Web platform in G_TECCU. As there is as yet no rate for telemonitoring contacts in Spain, we calculated this rate by multiplying the mean time spent by health care providers in each telemonitoring contact (8 minutes, based on consultation with nurses and physicians) by the mean cost of their salary per minute (€0.21 [US $0.23]/minute for a nurse and €0.38 [US $0.42]/minute for a physician), using data published by the Spanish National Statistical Institute [27].

**Equipment Costs**

Equipment costs included those related to software development, Web security, and technical support. These equipment costs were incorporated into the health care cost of Web telemonitoring, as the software is a necessary expenditure for this health care initiative.

**Productivity and Social Activity Costs**

To assess the number of hours that patients lost from work and social activities, we used the Work Productivity and Activity Impairment questionnaire [28]. The Spanish version of this questionnaire has been validated in patients with Crohn disease. We measured the number of working hours lost due to absenteeism and presenteeism associated with disease activity at baseline and at 12 and 24 weeks, and we also registered the number of hours lost from the patients’ leisure time in the same periods.
We calculated the cost of absenteeism by multiplying the hours lost (question 2 of the Work Productivity and Activity Impairment questionnaire) by the average hourly wage for age and sex according to the Spanish National Statistical Institute [29]. We estimated lost work hours due to presenteeism by multiplying the percentage impairment while working (question 5) by the hours worked over the past 7 days (question 4), and then calculated the cost similarly to the cost of absenteeism hours. To calculate the cost of leisure time lost, we used the percentage of impairment of social activities (question 6) and data regarding the costs of leisure time based on manuals for economic evaluations previously published in Europe [30]. Due to the limited time horizon, we did not discount costs and we considered the human capital approach to evaluate costs associated with the loss of productivity [31].

In addition, we calculated the cost of absenteeism associated with medical visits, assuming a loss of 3.3 hours per visit, as previously reported for patients with Crohn disease in Spain [32]. We calculated the cost of the time that patients spent on telephone contacts assuming that they were conducted during working hours, because they were made between 8 AM and 3 PM. We considered the cost of leisure time for contacts through the Web telemonitoring platform, assuming that patients accessed this tool out of office hours.

**Effect Measures**

The primary outcome used for the cost-effectiveness analysis was the effect of each intervention (G_TECCU, G_NT, and G_control) on the percentage of patients in remission throughout the study. The clinical indexes used for the follow-up in the 3 arms were the Harvey-Bradshaw index for patients with Crohn disease [33], and the Simple Clinical Colitis Activity Index and the partial Mayo score for patients with ulcerative colitis [34,35]. As described in the study protocol [19], we considered remission to be indicated by a Harvey-Bradshaw index score of 4 or less in patients with Crohn disease, and a Simple Clinical Colitis Activity Index and partial Mayo score of 2 or less in patients with UC. We compared the proportion of patients in remission at baseline versus that after 24 weeks.

We also measured the number of quality-adjusted life-years (QALYs) for the cost-utility analysis. To measure quality of life, patients answered the EuroQol 5 dimensions questionnaire (EQ-5D) [36] at baseline and at 24 weeks, from which we calculated QALYs using specific coefficients established for the Spanish population [37]. We also briefly described patients’ perceptions and satisfaction with the care received at baseline (previous standard care) and at 24 weeks (assigned follow-up intervention) by using a previously adapted version of the Client Satisfaction Questionnaire [38] for the study purpose, which we described in more detail elsewhere [20].

**Cost-Effectiveness and Cost-Utility Analyses**

We divided the calculated costs by the effects of the 3 interventions over 24 weeks to assess cost-effectiveness (considering the improvement in disease activity) and cost-utility (considering the impact on QALYs). The differences in costs between the 3 interventions divided by the differences in their effects allowed us to obtain the incremental cost-effectiveness ratio (ICER). In decision making, ICERs are more useful when the new intervention is more costly but generates an improved health effect [39].

To evaluate the strength of the economic evaluation and the influence of the cost values on the median ICERs calculated, we carried out sensitivity analyses in which we increased and reduced the main cost drivers independently. We also evaluated the uncertainty in the cost-effectiveness and cost-utility analyses. We visually represented the distribution of possible values that the ICERs could acquire as dots plotted on a cost-effectiveness plane (see Figure 1). In this plane, the horizontal axis represents the differences in health outcomes and the vertical axis represents the differences in costs between the 3 interventions compared (G_TECCU vs G_control, G_TECCU vs G_NT, and G_NT vs G_control).

We drew cost-effectiveness acceptability curves to map (on the vertical axis) the evolution of the probability that one intervention is cost-effective compared with another, as a function of the willingness to pay (WTP) for 1 additional unit of effect in a range of €0 to €20,000 (US $0 to 21,893, represented in the horizontal axis; see Figure 2). As part of the sensitivity analysis, we also assessed the influence of alternative costing scenarios on the cost-effectiveness acceptability curve.
**Figure 1.** Generic cost-effectiveness plane (left) and an example illustrating the bootstrapped incremental cost-effectiveness ratios plotted (right).

**Figure 2.** Cost-effectiveness acceptability curve representing the probability that one intervention is cost-effective relative to another, depending on the willingness-to-pay value.

**Statistical Analysis**

We handled missing observations in costs and effects data using multiple imputation with the Amelia II for R software package version 1 [40]. We imputed the original dataset 5 times and then analyzed each of these 5 datasets separately, subsequently combining the outcomes using Rubin rules. We calculated the differences and statistical uncertainty in the disease activity, QALYs, and costs using nonparametric bootstrap estimations, which consisted of extracting 1000 random samples (n=21 per trial arm) from each of the 5 imputations. For each of these samples, we calculated the incremental costs, incremental effects, and ICERs. We performed these analyses using R version 3.5.1 (R Foundation).

**Ethical Considerations**

The study protocol was reviewed and approved by the local independent ethics committee at La Fe University and Polytechnic Hospital, Valencia, Spain; by the regional independent ethics committee (Comité Ético Autonómico de Estudios Clínicos de Medicamentos y Productos Sanitarios de la Comunitat Valenciana); and by the Spanish Agency of Medicines and Medical Devices (Agencia Española de Medicamentos y Productos Sanitarios). According to the physicians involved in the study, the risks did not outweigh the potential benefits, and each participant provided their informed consent without coercion before inclusion in the study. The randomized controlled trial is registered at ClinicalTrials.gov (NCT02943538; Multimedia Appendix 1 [41]).
Results

Patient Characteristics

We invited a total of 68 patients with complex IBD to participate in this study, of whom 3 (4%) declined to participate, as they did not have internet access at their home, and 2 (3%) did not meet the inclusion criteria. The remaining 63 eligible patients were randomly assigned to the 3 groups (21 patients in each group). During the study period, 3 patients in G_TECCU did not adhere to the study protocol, while the remaining 18 patients (86%) showed good adherence, as compared with 19 patients (90%) in G_control and 20 patients (95%) in G_NT. The mean age of the patients was 39.50 (SD 12.06) years, and 52% (33/63) of the patients were women. At baseline, the patients in G_TECCU and G_NT had higher fecal calprotectin levels and satisfaction scores with previous in-person care, with a lower adherence to medication in G_NT according to the validated 4-item Morisky-Green questionnaire [42], which is easy to answer and has been previously used to evaluate adherence to telemonitoring in IBD patients [15]. The other baseline characteristics did not differ markedly between the groups, although quality-of-life scores were slightly higher in G_TECCU and G_NT (Table 1).
Table 1. Patients’ baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control group (n=21)</th>
<th>Telephone care group (n=21)</th>
<th>TECCU&lt;sup&gt;a&lt;/sup&gt; care group (n=21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (range)</td>
<td>39.31 (22-61)</td>
<td>40.91 (24-60)</td>
<td>41.32 (19-66)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>12 (57)</td>
<td>12 (57)</td>
<td>9 (43)</td>
</tr>
<tr>
<td>Female</td>
<td>9 (43)</td>
<td>9 (43)</td>
<td>12 (57)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>4 (19)</td>
<td>4 (19)</td>
<td>5 (23)</td>
</tr>
<tr>
<td>Secondary</td>
<td>9 (43)</td>
<td>6 (29)</td>
<td>6 (29)</td>
</tr>
<tr>
<td>University</td>
<td>8 (38)</td>
<td>11 (52)</td>
<td>10 (48)</td>
</tr>
<tr>
<td>Disease profile, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crohn disease</td>
<td>14 (67)</td>
<td>13 (62)</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Ulcerative colitis</td>
<td>7 (33)</td>
<td>8 (38)</td>
<td>8 (38)</td>
</tr>
<tr>
<td>Median time since diagnosis, months (range)</td>
<td>123.32 (6-427)</td>
<td>108.27 (7-452)</td>
<td>146.72 (7-424)</td>
</tr>
<tr>
<td>Treatment, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immunomodulators</td>
<td>10 (48)</td>
<td>10 (48)</td>
<td>9 (43)</td>
</tr>
<tr>
<td>Biologic monotherapy</td>
<td>4 (19)</td>
<td>4 (19)</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Combination therapy</td>
<td>6 (29)</td>
<td>5 (24)</td>
<td>6 (29)</td>
</tr>
<tr>
<td>Corticosteroids</td>
<td>1 (5)</td>
<td>2 (10)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Calprotectin (μg/g), median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>330 (103-617)</td>
<td>526 (115-1724)</td>
<td>490 (23-2016)</td>
</tr>
<tr>
<td>Quality-of-life scores, median (IQR)&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IBDQ-9&lt;sup&gt;c&lt;/sup&gt;</td>
<td>38.50 (33.25-46.75)</td>
<td>37.50 (28.75-46.25)</td>
<td>42.00 (33.75-47.50)</td>
</tr>
<tr>
<td>EQ-5D&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.82 (0.75-0.91)</td>
<td>0.83 (0.71-0.92)</td>
<td>0.83 (0.58-0.91)</td>
</tr>
<tr>
<td>Visual analog scale (%)</td>
<td>60.50 (50-85)</td>
<td>62.50 (50-80)</td>
<td>60 (40-90)</td>
</tr>
<tr>
<td>Medication adherence, n (%)</td>
<td>14 (67)</td>
<td>7 (33)</td>
<td>12 (57)</td>
</tr>
<tr>
<td>Work Productivity and Activity Impairment questionnaire responses</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not working, n (%)</td>
<td>8 (38)</td>
<td>7 (33)</td>
<td>5 (24)</td>
</tr>
<tr>
<td>Work hours missed, % median (IQR)</td>
<td>27.50 (0-52)</td>
<td>40 (15-62.50)</td>
<td>32.50 (7.50-57.50)</td>
</tr>
<tr>
<td>Work impairment score, median (IQR)</td>
<td>7 (2.75-10)</td>
<td>7 (3-10)</td>
<td>10 (2.25-10)</td>
</tr>
<tr>
<td>Social impairment score, median (IQR)</td>
<td>3.50 (1-5.75)</td>
<td>3.50 (2-7)</td>
<td>6 (2.75-8)</td>
</tr>
<tr>
<td>Satisfaction score, median (IQR)</td>
<td>49.50 (42.50-53.75)</td>
<td>53 (50-59)</td>
<td>52 (47.50-55)</td>
</tr>
</tbody>
</table>

<sup>a</sup>TECCU: Telemonitoring of Crohn’s Disease and Ulcerative Colitis.

<sup>b</sup>IQR: interquartile range.

<sup>c</sup>IBDQ-9: Inflammatory Bowel Disease Questionnaire 9.

<sup>d</sup>EQ-5D: EuroQol 5 dimensions questionnaire.

**Effects**

**Disease Activity**

In terms of the effect on disease activity, the proportion of patients in clinical remission at baseline was 48% (10/21) in G_TECCU, 38% (8/21) in G_NT, and 57% (12/21) among the controls. The proportion of patients in remission improved after 24 weeks in all 3 groups, although this improvement was stronger among the G_TECCU participants, even after considering in the likelihood-based analysis the 3 patients who did not complete the follow-up schedule in G_TECCU: 81% (17/21) of G_TECCU patients were in remission as opposed to 67% (14/21) in the G_NT and 71% (15/21) in the G_control. The proportion of patients in remission increased by 0.33 in G_TECCU, 0.29 in G_NT, and 0.14 in G_control. Thus, the incremental efficacy of G_TECCU was 0.33–0.14=0.19 relative to G_control (median incremental efficacy calculated with the bootstrapping procedure was 0.21, 95% CI –0.07 to 0.66), and the incremental efficacy of TECCU was 0.33–0.29=0.04 relative to the G_NT (median incremental efficacy calculated with the bootstrapping procedure was 0.06, 95% CI –0.16 to 0.43).
Quality of Life

The median EQ-5D score improved after 24 weeks in all 3 arms, from 0.816 to 1.00 in G_control and from 0.825 to 1.00 in G_NT and G_TECCU (overall intervention effect on the EQ-5D score: odds ratio 1.99, 95% CI 1.09-3.63; \( P < .001 \)). Consequently, the improvement in the median EQ-5D score in the control group was 0.184 (ie, 1.00-0.816), and that in the G_NT and G_TECCU was 0.175 (ie, 1.00-0.825). Considering that participant mortality was zero and given the 24-week (6-month) time frame of this study, the number of QALYs gained by each patient treated with the standard intervention (controls) was \( 0.184 \times (6/12) = 0.092 \) QALYs, and for each patient treated in G_NT and G_TECCU it was \( 0.175 \times (6/12) = 0.088 \) QALYs.

All patients considered the care received through the telemonitoring platform to be useful. The 89% (16/18) surveyed patients in G_TECCU indicated that the distance follow-up took little time. The 94% (17/18) surveyed patients rated the quality of the services received remotely as high (8 or more out of 10 points), which helped them to more effectively face their disease-related problems. In all 3 groups, satisfaction scores were high at baseline and at 24 weeks. According to the adapted version of the Client Satisfaction Questionnaire, with a maximum score of 60 points, patient satisfaction improved from a median score of 52 to 57 in G_TECCU and from 49.50 to 55 in G_control (overall intervention effect: odds ratio 8.93, 95% CI 2.97-26.84; \( P < .001 \)) at 24 weeks. However, the satisfaction score remained unchanged at 53 points in G_NT.

Costs

We calculated the costs per unit of health care resources, equipment, and work productivity and social activities (Table 2). The mean costs and utilities per patient, as well as the bootstrapped differences, were compared between G_TECCU vs G_control (Tables 3 and 4), G_TECCU vs G_NT (Tables 5 and 6), and G_NT vs G_control (Tables 7 and 8).

Table 2. Costs per unit of health care resources, equipment, and productivity and social activities.

<table>
<thead>
<tr>
<th>Costs</th>
<th>Unit</th>
<th>Cost per unit, € (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health care costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency room visits</td>
<td>Visit</td>
<td>189 (206.89)</td>
</tr>
<tr>
<td>Outpatient visits</td>
<td>Visit</td>
<td>40.02 (43.81)</td>
</tr>
<tr>
<td>Hospitalization</td>
<td>Day</td>
<td>310.17 (339.53)</td>
</tr>
<tr>
<td>Hospitalization due to surgical intervention</td>
<td>Day</td>
<td>378 (413.78)</td>
</tr>
<tr>
<td>Telephone calls</td>
<td>Contact</td>
<td>15 (16.42) nurse</td>
</tr>
<tr>
<td></td>
<td></td>
<td>21.47 (23.50) physician</td>
</tr>
<tr>
<td>Cost of TECCU*b controls</td>
<td>Contact</td>
<td>1.68 (1.84) nurse</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.04 (3.33) physician</td>
</tr>
<tr>
<td><strong>Equipment costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TECCU rental costs</td>
<td>Patient/month</td>
<td>3.99 (4.37)</td>
</tr>
<tr>
<td><strong>Productivity costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work absenteeism (sick leave)</td>
<td>Hour</td>
<td>12.04-25.23 (13.18-27.62)</td>
</tr>
<tr>
<td>Work presenteeism (due to disease activity)</td>
<td>Hour</td>
<td>12.04-25.23 (13.18-27.62)</td>
</tr>
<tr>
<td>Absenteeism for medical visit</td>
<td>Hour</td>
<td>12.04-25.23 (13.18-27.62)</td>
</tr>
<tr>
<td>Absenteeism for telephone call</td>
<td>_hour</td>
<td>12.04-25.23 (13.18-27.62)</td>
</tr>
<tr>
<td>Leisure time used in TECCU contacts</td>
<td>Hour</td>
<td>9.18 (10.05)</td>
</tr>
</tbody>
</table>

*aTECCU: Telemonitoring of Crohn’s Disease and Ulcerative Colitis.
### Table 3. Costs per patient in the group receiving remote monitoring (G_TECCU) vs standard care (G_control).

<table>
<thead>
<tr>
<th>Costs</th>
<th>TECCU&lt;sup&gt;a&lt;/sup&gt; (n=21), mean (SD)</th>
<th>Controls (n=21), mean (SD)</th>
<th>Bootstrapped difference in costs (rounded values), € (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of units</td>
<td>Cost per patient, €; US $</td>
<td>Number of units</td>
</tr>
<tr>
<td><strong>Health care costs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency room visits and nonsched-</td>
<td>0.27 (0.68)</td>
<td>51.03 (115.06); 55.86 (125.95); 0.19 (0.87)</td>
<td>36.18 (165.03); 39.60 (180.65)</td>
</tr>
<tr>
<td>uled outpatient visits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outpatient visits</td>
<td>3.79 (1.38)</td>
<td>151.67 (58.72); 166.03 (64.28); 6.30 (0.57)</td>
<td>252.13 (22.91); 276.00 (25.08)</td>
</tr>
<tr>
<td>Hospitalization</td>
<td>0.11 (0.32)</td>
<td>32.63 (97.70); 35.72 (106.95); 0.05 (0.22)</td>
<td>14.79 (67.65); 16.19 (74.05)</td>
</tr>
<tr>
<td>Hospitalization due to surgical</td>
<td>0.19 (0.89)</td>
<td>71.82 (312.89); 78.62 (342.51); 0.17 (0.87)</td>
<td>65.10 (297.74); 71.26 (325.93)</td>
</tr>
<tr>
<td>intervention</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone calls</td>
<td>0.51 (0.76)</td>
<td>9.18 (11.31); 10.05 (12.38); 2.04 (1.62)</td>
<td>32.05 (21.41); 35.08 (23.44)</td>
</tr>
<tr>
<td>Cost of TECCU controls</td>
<td>33.15 (5.78)</td>
<td>68.96 (12.07); 75.49 (13.21)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Equipment costs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TECCU rental costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>23.94 (0); 26.21 (0)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Productivity costs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work absenteeism (sick leave)</td>
<td>15.09 (21.19)</td>
<td>213.97 (300.51); 234.23 (328.96); 25.77 (27.25)</td>
<td>384.22 (418.00); 420.59 (457.57)</td>
</tr>
<tr>
<td>Work presenteeism (due to disease</td>
<td>11.88 (17.26)</td>
<td>168.42 (224.04); 184.36 (245.25); 24.35 (34.53)</td>
<td>363.06 (549.48); 397.43 (601.50)</td>
</tr>
<tr>
<td>activity)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absenteeism for medical visits</td>
<td>13.20 (4.93)</td>
<td>187.22 (62.30); 204.94 (68.20); 20.79 (4.79)</td>
<td>309.98 (113.41); 339.32 (124.15)</td>
</tr>
<tr>
<td>Absenteeism for telephone calls</td>
<td>0.12 (0.15)</td>
<td>1.71 (2.24); 1.87 (2.45); 0.36 (0.27)</td>
<td>5.39 (3.94); 5.90 (4.31)</td>
</tr>
<tr>
<td>Leisure time used in TECCU contacts</td>
<td>1.79 (0.31)</td>
<td>25.37 (4.42); 27.77 (8.44)</td>
<td>N/A</td>
</tr>
<tr>
<td>Total productivity costs per patient (rounded values)</td>
<td>N/A</td>
<td>407 (339); 445 (371)</td>
<td>N/A</td>
</tr>
<tr>
<td>Total costs per patient (rounded values)</td>
<td>N/A</td>
<td>807 (623); 883 (682)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>TECCU: Telemonitoring of Crohn’s Disease and Ulcerative Colitis.

<sup>b</sup>N/A: not applicable.
Table 4. Utilities per patient in the group receiving remote monitoring (G_TECCU) vs standard care (G_control).

<table>
<thead>
<tr>
<th>Utilities</th>
<th>TECCU(^a) (n=21)</th>
<th>Controls (n=21)</th>
<th>Bootstrapped difference in effects (rounded values)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>95% CI</td>
<td>Median</td>
</tr>
<tr>
<td>Effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EQ-5D(^b) score week 24, mean (SD)</td>
<td>0.90 (0.19)</td>
<td>0.93 (0.15)</td>
<td>-0.03</td>
</tr>
<tr>
<td>EQ-5D score improvement week 0-24, mean (SD)</td>
<td>0.09 (0.28)</td>
<td>0.10 (0.19)</td>
<td>-0.02</td>
</tr>
<tr>
<td>Weeks in remission, mean (SD)</td>
<td>17.89 (7.03)</td>
<td>14.27 (8.13)</td>
<td>3.67</td>
</tr>
<tr>
<td>Calprotectin at week 24 (μg/g), median (interquartile range)</td>
<td>126 (47.24)</td>
<td>230 (48.67)</td>
<td>-104</td>
</tr>
<tr>
<td>Remission at week 24, n (%)</td>
<td>17 (80.95)</td>
<td>15 (71.43)</td>
<td>0.19</td>
</tr>
<tr>
<td>Improvement in remission week 0-24, n (%)</td>
<td>7 (33.33)</td>
<td>3 (14.28)</td>
<td>0.21</td>
</tr>
<tr>
<td>ICER(^c) remission response (rounded values), € (US $)</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>-1005</td>
</tr>
<tr>
<td>ICER quality-adjusted life-years (rounded values), € (US $)</td>
<td>N/A</td>
<td>N/A</td>
<td>9078</td>
</tr>
</tbody>
</table>

\(^a\)TECCU: Telemonitoring of Crohn’s Disease and Ulcerative Colitis.
\(^b\)EQ-5D: EuroQol 5 dimensions questionnaire.
\(^c\)ICER: incremental cost-effectiveness ratio.
\(^d\)N/A: not applicable.
Table 5. Costs per patient in the group receiving remote monitoring (G_TECCU) vs nurse-assisted telephone care (G_NT).

<table>
<thead>
<tr>
<th>Costs</th>
<th>TECCU(^a) (n=21), mean (SD)</th>
<th>Telephone care (n=21), mean (SD)</th>
<th>Bootstrapped difference in costs (rounded values), € (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of units</td>
<td>Cost per patient, € / US $</td>
<td>Number of units</td>
</tr>
<tr>
<td>Health care costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency room visits and nonscheduled outpatient visits</td>
<td>0.27 (0.68)</td>
<td>51.03 (115.06); 55.86 (125.95)</td>
<td>0.57 (1.17)</td>
</tr>
<tr>
<td>Outpatient visits</td>
<td>3.79 (1.38)</td>
<td>151.67 (58.72); 166.03 (64.28)</td>
<td>4.25 (1.92)</td>
</tr>
<tr>
<td>Hospitalization</td>
<td>0.11 (0.32)</td>
<td>32.63 (97.70); 35.72 (106.95)</td>
<td>0.24 (0.77)</td>
</tr>
<tr>
<td>Hospitalization due to surgical intervention</td>
<td>0.19 (0.89)</td>
<td>71.82 (312.89); 78.62 (342.51)</td>
<td>0.26 (1.31)</td>
</tr>
<tr>
<td>Telephone calls</td>
<td>0.51 (0.76)</td>
<td>9.18 (11.31); 10.05 (12.38)</td>
<td>5.27 (1.35)</td>
</tr>
<tr>
<td>Cost of TECCU controls</td>
<td>33.15 (5.78)</td>
<td>68.96 (12.07); 75.49 (13.21)</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equipment costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TECCU rental costs</td>
<td>6 months</td>
<td>23.94 (0); 26.21 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Productivity costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work absenteeism (sick leave)</td>
<td>15.09 (21.19)</td>
<td>213.97 (300.51); 234.23 (328.96)</td>
<td>13.52 (12.51)</td>
</tr>
<tr>
<td>Work presenteeism (due to disease activity)</td>
<td>11.88 (17.26)</td>
<td>168.42 (224.04); 184.36 (245.25)</td>
<td>11.58 (20.53)</td>
</tr>
<tr>
<td>Absenteeism for medical visits</td>
<td>13.20 (4.93)</td>
<td>187.22 (62.30); 204.94 (68.20)</td>
<td>14.03 (6.32)</td>
</tr>
<tr>
<td>Absenteeism for telephone calls</td>
<td>0.12 (0.15)</td>
<td>1.71 (2.24); 1.87 (2.45)</td>
<td>1.06 (0.31)</td>
</tr>
<tr>
<td>Leisure time used in TECCU contacts</td>
<td>1.79 (0.31)</td>
<td>25.37 (4.42); 27.77 (4.84)</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total productivity costs per patient (rounded values)</td>
<td>N/A</td>
<td>407 (339); 445 (371)</td>
<td>N/A</td>
</tr>
<tr>
<td>Total costs per patient (rounded values)</td>
<td>N/A</td>
<td>807 (623); 883 (682)</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)TECCU: Telemonitoring of Crohn’s Disease and Ulcerative Colitis.

\(^b\)N/A: not applicable.
Table 6. Utilities per patient in the group receiving remote monitoring (G_TECCU) vs nurse-assisted telephone care (G_NT).

<table>
<thead>
<tr>
<th>Utilities</th>
<th>TECCU(^a) (n=21)</th>
<th>Telephone care (n=21)</th>
<th>Bootstrapped difference in effects (rounded values)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>95% CI</td>
<td>Median</td>
</tr>
<tr>
<td>Effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EQ-5D(^b) score week 24, mean (SD)</td>
<td>0.90 (0.19)</td>
<td>0.89 (0.16)</td>
<td>0.01</td>
</tr>
<tr>
<td>EQ-5D score improvement week 0-24, mean (SD)</td>
<td>0.09 (0.28)</td>
<td>0.08 (0.18)</td>
<td>-0.01</td>
</tr>
<tr>
<td>Weeks in remission, mean (SD)</td>
<td>17.89 (7.03)</td>
<td>17.24 (8.38)</td>
<td>1.62</td>
</tr>
<tr>
<td>Calprotectin at week 24 (μg/g), median (interquartile range)</td>
<td>126 (47.24)</td>
<td>168 (49.38)</td>
<td>-12.31</td>
</tr>
<tr>
<td>Remission at week 24, n (%)</td>
<td>17 (80.95)</td>
<td>14 (66.67)</td>
<td>0.17</td>
</tr>
<tr>
<td>Improvement in remission week 0-24, n (%)</td>
<td>7 (33.33)</td>
<td>6 (28.57)</td>
<td>0.06</td>
</tr>
<tr>
<td>ICER(^c) remission response (rounded values), € (US $)</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>-2250</td>
</tr>
<tr>
<td>ICER quality-adjusted life-years (rounded values), € (US $)</td>
<td>N/A</td>
<td>N/A</td>
<td>5761</td>
</tr>
</tbody>
</table>

\(^a\)TECCU: Telemonitoring of Crohn’s Disease and Ulcerative Colitis.

\(^b\)EQ-5D: EuroQol 5 dimensions questionnaire.

\(^c\)ICER: incremental cost-effectiveness ratio.

\(^d\)N/A: not applicable.
Table 7. Costs per patient in the group receiving nurse-assisted telephone care (G_NT) vs standard care (G_control).

<table>
<thead>
<tr>
<th>Costs</th>
<th>Number of units</th>
<th>Cost per patient, €; US $</th>
<th>Number of units</th>
<th>Cost per patient, €; US $</th>
<th>Bootstrapped difference in costs (rounded values), € (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health care costs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency room visits and nonscheduled outpatient visits</td>
<td>0.57 (1.17)</td>
<td>108.15 (220.18); 118.39 (241.02)</td>
<td>0.19 (0.87)</td>
<td>36.18 (165.03); 39.60 (180.65)</td>
<td>72 (79); –45 to 180; (–49 to 197)</td>
</tr>
<tr>
<td>Outpatient visits</td>
<td>4.25 (1.92)</td>
<td>170.03 (76.68); 186.13 (83.94)</td>
<td>6.30 (0.57)</td>
<td>252.13 (22.91); 276.00 (25.08)</td>
<td>–84 (–92); –119 to –39; (–130 to –43)</td>
</tr>
<tr>
<td>Hospitalization</td>
<td>0.24 (0.77)</td>
<td>73.83 (238.20); 80.82 (260.75)</td>
<td>0.05 (0.22)</td>
<td>14.79 (67.65); 16.19 (74.05)</td>
<td>59 (65); –29 to 177; (–32 to 194)</td>
</tr>
<tr>
<td>Hospitalization due to surgical intervention</td>
<td>0.26 (1.31)</td>
<td>97.41 (446.49); 106.63 (488.76)</td>
<td>0.17 (0.87)</td>
<td>65.10 (297.74); 71.26 (325.93)</td>
<td>32 (35); –195 to 292; (–213 to 320)</td>
</tr>
<tr>
<td>Telephone calls</td>
<td>5.27 (1.35)</td>
<td>85.03 (20.31); 93.08 (22.23)</td>
<td>2.04 (1.62)</td>
<td>32.05 (21.41); 35.08 (23.44)</td>
<td>52 (57); 40 to 64; (44 to 70)</td>
</tr>
<tr>
<td>Cost of TECCU* controls</td>
<td>N/A^b</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Equipment costs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TECCU rental costs</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Productivity costs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work absenteeism (sick leave)</td>
<td>13.52 (12.51)</td>
<td>206.74 (194.61); 226.31 (213.03)</td>
<td>25.77 (27.25)</td>
<td>384.22 (418.00); 420.59 (457.57)</td>
<td>–72 (79); –247 to 79; (–270 to 86)</td>
</tr>
<tr>
<td>Work presenteeism (due to disease activity)</td>
<td>11.58 (20.53)</td>
<td>177.09 (317.12); 193.85 (347.14)</td>
<td>24.35 (34.53)</td>
<td>363.06 (549.48); 397.43 (601.50)</td>
<td>–49 (–54); –286 to 143; (–313 to 157)</td>
</tr>
<tr>
<td>Absenteeism for medical visits</td>
<td>14.03 (6.32)</td>
<td>214.52 (91.72); 234.83 (100.40)</td>
<td>20.79 (4.79)</td>
<td>309.98 (113.41); 339.32 (124.15)</td>
<td>–98 (–107); –173 to –18; (–189 to –20)</td>
</tr>
<tr>
<td>Absenteeism for telephone calls</td>
<td>1.06 (0.31)</td>
<td>15.69 (4.59); 17.18 (5.02)</td>
<td>0.36 (0.27)</td>
<td>5.39 (3.94); 5.90 (4.31)</td>
<td>10 (11); 8 to 13; (9 to 14)</td>
</tr>
<tr>
<td>Leisure time used in TECCU contacts</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Total productivity costs per patient (rounded values)</td>
<td>N/A</td>
<td>466 (397); 510 (435)</td>
<td>N/A</td>
<td>678 (686); 742 (751)</td>
<td>–209 (–229); –570 to 125; (–624 to 137)</td>
</tr>
<tr>
<td>Total costs per patient (rounded values)</td>
<td>N/A</td>
<td>992 (804); 1086 (880)</td>
<td>N/A</td>
<td>1066 (678); 1167 (742)</td>
<td>–77 (–84); –524 to 378; (–574 to 414)</td>
</tr>
</tbody>
</table>

^aTECCU: Telemonitoring of Crohn’s Disease and Ulcerative Colitis.

^bN/A: not applicable.
Table 8. Utilities per patient in the group receiving nurse-assisted telephone care (G_NT) vs standard care (G_control).

<table>
<thead>
<tr>
<th>Utilities</th>
<th>Telephone care (n=21)</th>
<th>Controls (n=21)</th>
<th>Bootstrapped difference in effects (rounded values)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EQ-5D² score week 24, mean (SD)</td>
<td>0.89 (0.16)</td>
<td>0.93 (0.15)</td>
<td>-0.04</td>
</tr>
<tr>
<td>EQ-5D² score improvement week 0-24, mean (SD)</td>
<td>0.08 (0.18)</td>
<td>0.10 (0.19)</td>
<td>-0.02</td>
</tr>
<tr>
<td>Weeks in remission, mean (SD)</td>
<td>17.24 (8.38)</td>
<td>14.27 (8.13)</td>
<td>2.28</td>
</tr>
<tr>
<td>Calprotectin at week 24 (µg/g), median (interquartile range)</td>
<td>168 (49.38)</td>
<td>230 (48.67)</td>
<td>-91</td>
</tr>
<tr>
<td>Remission at week 24, n (%)</td>
<td>14 (66.67)</td>
<td>15 (71.43)</td>
<td>-0.05</td>
</tr>
<tr>
<td>Improvement in remission week 0-24, n (%)</td>
<td>6 (28.57)</td>
<td>3 (14.28)</td>
<td>0.14</td>
</tr>
<tr>
<td>ICER² remission response (rounded values), € (US $)</td>
<td>N/A³</td>
<td>N/A</td>
<td>-538</td>
</tr>
<tr>
<td>ICER quality-adjusted life-years (rounded values), € (US $)</td>
<td>N/A</td>
<td>N/A</td>
<td>3316</td>
</tr>
</tbody>
</table>

⁻EQ-5D: EuroQol 5 dimensions questionnaire.
⁻ICER: incremental cost-effectiveness ratio.
⁻N/A: not applicable.

**G_TECCU Versus G_control**

After the 24-week follow-up, the total mean cost per G_TECCU patient was €807 (US $883) as opposed to €1066 (US $1167) for the control patients, representing a median cost reduction from a societal perspective of €211 (US $231) per patient (95% CI €–600 to 180 per patient; US $–657 to 197 per patient). The main drivers of health care costs were the reduction of €96 (US $105) per patient in outpatient visits (95% CI €–126 to –65; US $–138 to –71) and that of €24 (US $26) per patient in telephone consultations (95% CI €–33 to –14; US $–36 to –15). Productivity costs were reduced in the G_TECCU intervention group by €260 (US $285) per patient (95% CI €–600 to 71; US $–657 to 78). Reduced absenteeism due to outpatient visits (€–125 per patient, 95% CI €–189 to –58; US $–130 to –43) and telephone consultations (€–3.81 per patient, 95% CI €–5.82 to –2; US $–4.17 per patient, 95% CI US $–6.37 to –2.19) represented a significant cost saving (see Table 3).

**G_NT Versus G_control**

At 24 weeks, the total mean cost per patient in the G_NT was €992 (US $1086) as opposed to €807 (US $883) for G_TECCU patients. Thus, there was a median cost reduction of €135 (US $148) per patient in the G_TECCU after 24 weeks (95% CI €–579 to 290 per patient; US $–634 to 317 per patient), which was associated with several health care and work productivity factors. The reduction of costs was significant in terms of telephone consultations (€–76 per patient, 95% CI €–85 to –66; US $–83 per patient, 95% CI US $–93 to –72) and the associated absenteeism to attend to those telephone calls (€–14 per patient, 95% CI €–16 to –12; US $–15 per patient, 95% CI US $–18 to –13; see Table 5).

**Cost-Effectiveness Analysis**

**G_TECCU Versus G_control**

We obtained the mean ICER for TECCU care compared with standard care by dividing the incremental costs by the differences in the increment for the percentage of patients in remission. For TECCU, this was €–211/0.191=€–1,105 (US $1210) for 1 additional patient in remission in G_TECCU, 24 weeks after inclusion. The bootstrapping procedure gave an estimated median ICER of €–1,005 (95% CI €–13,518 to 3137; US $1100, 95% CI US $–14,798 to 3434).
In the cost-effectiveness plane (Figure 3), we represented all the estimated ICERs with dots, and there was a 79.96% probability that TECCU improved the proportion of patients in remission at a lower societal cost than for the control patients (dominant quadrant). In an additional 14.46% of simulations, TECCU produced stronger effects but with higher costs than for the standard care. The probability that TECCU was cost-effective in comparison with standard care at a WTP of €20,000 (US $21,893) per additional patient in remission was 95%, and the probability that TECCU was cost saving at a WTP of €0 was 84%. These percentages remained stable even after adjusting both the health care (including equipment costs) and indirect costs over a range of ±60%, and the different cost-effectiveness acceptability curves calculated were very similar (Figure 3).

**G_TECCU Versus G_NT**

Considering that TECCU saved €135 per patient relative to G_NT and the difference in the efficacy on disease activity between these 2 interventions was 0.048, the mean ICER of G_TECCU relative to G_NT was € – 2812 (€–135/0.048) after 24 weeks. This means that when TECCU achieved 1 additional patient in remission compared with G_NT, the cost savings was €2812 (US $3078). Using the bootstrapping procedure we estimated that the median ICER was €–2250 (95% CI €–15,363 to 11,086; US $–2463, 95% CI US $–16,817 to 12,135).

In the cost-effectiveness plane (Figure 4), we found that 55.48% of the dots fell in the dominant quadrant, indicating that this was the probability of TECCU being more effective than telephone care at a lower societal cost. In another 24.84% of the simulations, TECCU had a stronger effect but higher costs than telephone care. The probability that TECCU was cost-effective relative to G_NT at a WTP of €20,000 (US $21,893) per additional patient in remission was 81%, and the probability that TECCU was more cost saving at a WTP of €0 was 69%. In all sensitivity scenarios (±60%), the probability of TECCU being cost-effective at a WTP of €0 (cost saving) was 69%, and this probability increased to a stable 80% to 81% at a WTP of €20,000 or more (Figure 4).
**G_NT Versus G_control**

Comparing the mean ICER of telephone care with that of standard care, by dividing the incremental costs by the differences in the increase of the percentage of patients in remission, it showed a cost of €–77/0.143= €–538 (US $–589) for 1 additional patient in remission 24 weeks after inclusion. Using the bootstrapping procedure, we estimated that the median ICER was €–538 (95% CI €–6475 to 5303; US $–589, 95% CI US $–7088 to 5805).

In the cost-effectiveness plane (Figure 5), 52.70% fell into the dominant quadrant, indicating that there was a 52.70% probability that nurse-assisted telephone care was more effective than standard care at a lower societal cost. In 24.20% of the simulations, telephone care was more effective than standard care at a higher societal cost. The probability that telephone care was cost saving relative to standard care was 67% at a WTP of €0 per additional patient in remission, whereas at a WTP of €20,000 (US $21,893) the probability of telephone care being cost-effective was 81%. After modifying the costs over a range of ±60%, the probability of telephone care being more cost saving remained unchanged at 67% at a WTP of €0. The probability that telephone care was more cost-effective at a WTP of €20,000 or more was stable at 81% (Figure 5).
Cost-Utility Analysis

**G_TECCU Versus G_control**

The baseline EQ-5D scores were slightly higher in G_TECCU and G_NT, and thus the improvement over the 24-week follow-up was not greater than that in G_control. Using the bootstrapping procedure, the median ICER for 1 additional QALY was estimated to be €9078 (95% CI €–56,547 to 44,628; US $9937, 95% CI US $–61,900 to 48,853), which means that €9078 was saved in G_TECCU for each extra QALY gained in the G_control.

There was a 29.28% probability that the TECCU intervention was associated with a higher gain in QALYs at a lower cost (Figure 6). In another 55.00% of the simulations, TECCU was still less expensive than standard care, although with a weaker improvement in QALYs gained. Thus, considering the statistical uncertainty of the costs and QALYs calculated, about 84% of the bootstrapped ICERs were associated with cost savings, which is the probability of TECCU being cost-effective relative to standard care at a WTP of €0. However, the cost-effectiveness acceptability curve was a decreasing function of WTP because approximately 64% of simulations did not involve health gains [43]. Thus, the probability of TECCU being cost-effective at a WTP of €20,000 (US $21,893) fell to 42%, and this probability remained stable (40% to 45%) after modifying the costs in the sensitivity analysis (Figure 6).
Figure 6. Cost-effectiveness plane (top left) and cost-effectiveness acceptability curve (top right) comparing the effect on quality-adjusted life-years (QALYs) of Telemonitoring of Crohn’s Disease and Ulcerative Colitis (TECCU) versus standard care. Bottom: impact of different cost values on the cost-utility acceptability curves.

G_TECCU Versus G_NT

The median cost-utility ratio per QALY gained with TECCU relative to telephone care was €5761 (95% CI €–36,109 to 47,231; US $6306, 95% CI US $–39,527 to 51,702), meaning that €5761 was saved in G_TECCU for each extra QALY gained in the G_NT.

The probability that TECCU led to a higher QALY gain at lower costs was 29.48% (Figure 7), while in another 39.82% of the simulations TECCU was still associated with lower costs but with a weaker improvement in QALYs gained. Considering statistical uncertainty, the cost-effectiveness acceptability curve suggested a 69% probability that TECCU was more cost saving at a WTP of €0 than telephone care in terms of QALYs. However, as approximately 54% of the simulations did not involve health gains, the probability of TECCU being cost-effective at a WTP of €20,000 (US $21,893) fell to 50%. In the different cost scenarios calculated in the sensitivity analysis, the range of this probability was tight (48% to 51%; Figure 7).
**Figure 7.** Cost-effectiveness plane (top left) and cost-effectiveness acceptability curve (top right) comparing the effect on quality-adjusted life-years (QALYs) of Telemonitoring of Crohn’s Disease and Ulcerative Colitis (TECCU) versus telephone care. Bottom: impact of different cost values on the cost-utility acceptability curves.

**G_NT Versus G_control**

The median incremental societal costs per QALY gained in the G_NT relative to the controls was €3316 (95% CI €–58,652 to 35,482; US $3630, 95% CI US $–64,204 to 38,841), which means that telephone care saved €3316 for each additional QALY gained in the G_control.

There was a 24.10% probability that nurse-assisted telephone care was associated with a higher QALY gain at lower costs (Figure 8). In a further 42.54% of simulations, telephone care was less expensive than standard care but with a lower improvement in QALYs gained. With the combination of these percentages, approximately 67% of simulations estimated that telephone care was less costly than standard care (cost-effective at a WTP €0). However, as about 61% of simulations did not involve health gains, the probability that telephone care was cost-effective fell to 41% at a WTP of €20,000 (US $21,893). Considering scenarios in which health care and indirect costs decrease or increase over 60%, at a WTP of €20,000 the probability of telephone care being cost-effective fell to 40% and 42%, respectively (Figure 8).
**Discussion**

**Principal Findings**

To the best of our knowledge, this is the first study to evaluate the cost-effectiveness and cost-utility of a Web telemonitoring platform for IBD patients from a societal perspective. We used a standard methodology [21] that examined both health care and non–health care–related costs against the effect of the TECCU Web platform on health outcomes, and to compare this with telephone care and standard care, the main strategies currently used for the follow-up of IBD patients. This economic evaluation included topics and outcome measures recommended in the model for assessment of telemedicine [44]. Other approaches such as the monitoring and assessment framework for the European Innovation Partnership are available to estimate the health and economic outcomes of eHealth interventions [45]. In any case, as the 24-week period after initiation of immunosuppressants or biologic agents may be different from the maintenance therapy period, we avoided performing economic estimations with longer time horizons.

In this regard, TECCU had a stronger effect on disease activity, with associated savings of €1005 (US $1100) and €2250 (US $2463) for each additional patient in remission when compared with standard care and telephone care, respectively. Conversely, while quality-of-life scores improved in all 3 groups, neither TECCU nor telephone care produced a stronger improvement than standard care, possibly due to the higher baseline scores of G_TECCU and G_NT patients, and to the relatively small sample size, hindering the possibility of detecting statistical differences after 24 weeks. However, TECCU and telephone care were associated with an 84% and 67% probability, respectively, of reducing costs per additional QALY relative to the controls.

The WTP threshold that can be considered acceptable to consider an intervention cost-effective is not clear, and in Spain it was recently estimated to lie between €22,000 (US $24,082) and €25,000 (US $27,367) per QALY [46]. Far from these values, the probability of TECCU being more effective than standard care was 80%, even at a lower societal cost. Furthermore, the probability of being cost-effective was 95%
at a WTP of €20,000 (US $21,893) per additional patient in remission. The differences with respect to telephone care were lower, although comparing these interventions there was still an 81% likelihood that telemonitoring was cost-effective at a WTP of €20,000 per additional patient in remission. Moreover, all these probabilities were stable after considering alternative costing scenarios.

While we evaluated the cost-effectiveness and cost-utility of the TECCU Web platform, economics data regarding eHealth interventions in IBD have been scarce thus far. This represents a barrier to their implementation in real life because they are associated with a good cost-effectiveness profile in some chronic pathologies such as cardiovascular diseases [47], but not in others [48]. Considering IBD, 2 clinical trials previously assessed a Web-based approach to guide patient self-treatment, demonstrating a significant reduction in direct costs by replacing outpatient visits with distance care [12,49]. A remote management program developed in the United Kingdom for patients with stable IBD also estimated that virtual clinics could potentially save £119,000 (US $143,072) per year [14]. However, these savings analyses did not consider indirect costs, and a reduction in travel time was only described in an uncontrolled pilot trial of patients who used telehealth [50]. It is surprising that even if the use of telemonitoring for IBD is associated with a shift from in-person visits toward remote encounters [12,13,16], previous studies did not include costs associated with the purchase of the necessary equipment and with remote contacts.

The use of TECCU was associated with a median saving of €211 (US $231) per patient relative to standard care. Considering health care costs, TECCU saved €94 (US $103) per patient in outpatient visits and €24 (US $26) per patient in telephone calls, these savings in outpatient visits over 6 months being very similar to the €189 (US $207) per patient per year reported previously in a clinical trial with an eHealth program [12]. However, the median expense of €71 (US $78) per patient in telemonitoring contacts calculated here is comparable with these savings. Thus, the median of €211 (US $231) saved per patient from a societal perspective is mainly associated with the improvement in work productivity and not with the benefits in health care costs, as reported in previous studies where expenditure in telemonitoring was not considered. By contrast, when compared with another distance follow-up method such as telephone care, TECCU cost savings were related to both health care and non–health care costs.

Strengths and Limitations
The strengths of this study include the use of validated clinical indexes to assess the effects of the 3 follow-up methods on disease activity and quality of life. We considered national and regional official prices to calculate costs and we chose the societal perspective to perform the economic evaluation in this study, including costs associated with health care and investment in equipment, and costs related to patients’ productivity at work and social activity impairment in all 3 groups. Additionally, to characterize the uncertainty of the costs and utilities calculated, we used nonparametric bootstrap estimations, as well as a sensitivity analysis to examine whether the ICERs changed in alternative costing scenarios. Finally, to better reproduce the costs calculated in a real-world setting, the follow-up schedule for all 3 arms in our clinical trial was designed according to the standard clinical practice in our center and based on national and European guidelines, as published elsewhere [20].

This study had a series of limitations. First, quality of life was a secondary outcome, and we only measured it at baseline and at the end of the study to improve adherence to the follow-up schedule. This limitation, associated with the reduced sample size and the higher baseline scores in G_TECCU and G_NT, could hinder the possibility to detect significant differences after 24 weeks. Second, even though we recruited patients consecutively in a referral center, the sample size was relatively small, mainly because we only included patients with complex IBD during the initiation of immunosuppressants or biologic agents, but not those on maintenance therapy. Although we used validated questionnaires to measure the effects and the official rates for Spain, the study of this specific population may compromise the generalization of cost data to other settings. Third, the trial did not consider travel costs related to in-person medical visits, but in any case this would underestimate the cost savings associated with TECCU and telephone care. Fourth, the economic evaluation was limited to the 24 weeks of the study period, as we evaluated patients with complex IBD at the initiation of treatment with immunosuppressants or biologic agents, but not those on maintenance therapy. In this sense, it is possible that costs and effects would change after longer follow-up periods with maintenance therapy, and further studies considering longer time horizons will be necessary.

Conclusion
There is a high probability that the use of the TECCU Web platform for telemonitoring patients with complex IBD produces a greater improvement in disease activity at a lower societal cost, compared with both standard care and telephone care. Considering the increasing burden and costs of managing IBD worldwide, as well as the lack of economic data related to eHealth interventions, our results provide important information regarding the cost-effectiveness of Web telemonitoring for IBD. The use of systems such as TECCU could be a real option to help reorganize the structure of national health systems in the future. However, further studies are still necessary to evaluate the impact of eHealth on quality of life and its cost-effectiveness in larger sample sizes and over longer periods.
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Abstract

Background: Since 2004, we have collected patient-reported outcome (PRO) data from several Danish patient populations for use at the group and patient levels.

Objective: The aim of this paper is to highlight trends during the last 15 years with respect to patient inclusion, the methods for collection of PRO data, the processing of the data, and the actual applications and use of the PRO measurements.

Methods: All PRO data have been collected using the AmbuFlex/WestChronic PRO system, which was developed by the author in 2004 and has been continuously updated since. The analysis of trends was based on a generic model applicable for any kind of clinical health data, according to which any application of clinical data may be divided into four processes: patient identification, data collection, data aggregation, and the actual data use. Data for analysis were generated by a specific application in the system and transferred for analysis to the R package.

Results: During the 15-year period, 78,980 patients within 28 different groups of chronic and malignant illnesses have answered 260,433 questionnaires containing a total of 13,538,760 responses. Several marked changes have taken place: (1) the creation of cohorts for clinical epidemiological research purposes has shifted towards cohorts defined by clinical use of PRO data at the patient level; (2) the development of AmbuFlex, where PRO data are used as the entire basis for outpatient follow-up instead of fixed appointments, has undergone exponential growth and the system is currently in use in 47 International Statistical Classification of Diseases and Related Health Problems groups, covering 16,000 patients and 94 departments throughout Denmark; (3) response rates (up to 92%) and low attrition rates have been reached in group level projects, and there are even higher response rates in AmbuFlex where the patients are individually referred; (4) The answering method has shifted, as while in 2005 a total of 66.5% of questionnaires were paper based, this is the case for only 4.3% in 2019; and (5) the approach methods for questionnaires and reminders have changed dramatically from letter, emails, and short message service text messaging to a national, secure electronic mail system through which 93.2% of the communication to patients took place in 2019. The combination of secure email and web-based answering has resulted in a low turnaround time in which half of responses are now received within 5 days.

Conclusions: The demand for clinical use of PRO measurements has increased, driven by a wish among patients as well as clinicians to use PRO to promote better symptom assessment, more patient-centered care, and more efficient use of resources. Important technological changes have occurred, creating new opportunities, and making PRO collection and use cheaper and more feasible. Several legal changes may constitute a barrier for further development as well as a barrier for better utilization of patients’ questionnaire data. The current legal restrictions on the joint use of health data imposed by the European Union’s General Data Protection Regulation makes no distinction between use and misuse, and steps should be taken to alleviate these restrictions on the joint use of PRO data.

(J Med Internet Res 2019;21(9):e15856) doi:10.2196/15856
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patient-reported outcome; questionnaires; chronic disease; outpatient follow-up; patient involvement; resource reallocation

Introduction
From the time of Hippocrates, information originating from the patient has been considered indispensable. Today, few diagnoses can be established, and few treatments monitored sufficiently, solely by using paraclinical data without explicit information from the patient. However, until recently, such patient inputs were always shortened and interpreted by a clinician. With the introduction of the term health-related quality of life, systematic measurement was adopted for research in several clinical specialties [1]. The potential of its many applications was further boosted by the US Food and Drug Administration’s definition of a patient-reported outcome (PRO) as a measurement based on:

*Any report of the status of a patient’s health condition that comes directly from the patient, without interpretation of the patient’s response by a clinician or anyone else*[2].

The first draft of this term appeared in 2006 [3] and the final version in 2009 [2]. Since 2004, we have collected PRO data (although the term PRO data was not coined at that time) from several Danish patient populations. The aim of this paper is to highlight trends during the last 15 years with respect to patient inclusion, the collection of PRO data, the processing of the data, and the actual applications and use of the PRO measurements.

Methods
Overview
All PRO data have been collected using the AmbuFlex/WestChronic PRO system, which was developed by the author in 2004 and has been continuously updated since. The system has been described in detail elsewhere [4,5]. The first version of the generic PRO system, WestChronic, was developed for mixed-mode (Web and paper) collection of PRO data for research purposes in clinical epidemiological studies with repetitive measurements. Based on experienced feasibility and high response rates, it was decided in 2007 to develop this system into a flexible, multipurpose PRO system. The goal was to use clinical PRO data as the basis for outpatient follow-up in selected patient groups.

AmbuFlex: Telehealth Patient-Reported Outcomes as the Basis for Follow-Up in Chronic Diseases
In AmbuFlex, outpatients report their symptoms from home at regular intervals instead of attending fixed visits at the outpatient clinic. The PRO measures are used to decide whether a patient needs or wishes an outpatient visit, and were developed to promote better symptom monitoring, more patient-centered care, and more efficient use of resources [5]. Specific questionnaires have been developed for each diagnostic group. The AmbuFlex concept consists of three generic elements: PRO data collection, PRO-based automated decision algorithm, and PRO-based graphical overview for clinical decision support.

The AmbuFlex/WestChronic Patient-Reported Outcomes System
The AmbuFlex/WestChronic system supports dynamic mixed-mode data collection with the use of the internet or paper forms, as well as automated communication to the patient and the clinician via personalized letters, emails, text messages, and secure electronic communication. All information regarding implemented projects, items and questionnaires, communication, clinical users, and patients resides in tables in a Structured Query Language database residing in the server park of Region Central Denmark. All administration of projects, questionnaires, users, and patients is supported by the system’s software and managed in browser windows.

The system has several integrations (Table 1 and Figure 1). All Danish citizens are assigned a unique 10-digit number (Civil Personal Registration [CPR] number), and continuously updated information on their current postal address and vital status is available from the Danish Civil Registration System [6]. This information is automatically collected online prior to any approach to patients. On-demand printing of questionnaires and letters, as well as scanning of incoming questionnaires with subsequent optical character recognition, is controlled by the system software, and results about all variables end up in result tables for the individual implemented projects in the same database. This occurs irrespective of whether Web or paper forms are used, and all results are instantaneously accessible.

WestChronic may implement an arbitrary number of PRO projects with individual protocols, questionnaires, patients, and clinical users. For the patient and clinician, each implemented project appears as a unique PRO project with its own logo, domain, website, accompanying letters, contact information, etc. A new and rewritten version is underway.
Table 1. The AmbuFlex/WestChronic PRO system’s online integrations with other systems.

<table>
<thead>
<tr>
<th>System</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic Health Record system(^a)</td>
<td>Clinicians may access a graphical overview of the patient’s PRO(^b) measurements in AmbuFlex with a single click from the patient’s record in the EHR(^c) (Figure 1).</td>
</tr>
<tr>
<td>Danish Civil Registration System</td>
<td>Information on current address and vital status, including possible date of death.</td>
</tr>
<tr>
<td>The national health portal (sundhed.dk)</td>
<td>Patients may, after secure login at the portal, access the same PRO overview and data as the clinician (Figure 1).</td>
</tr>
<tr>
<td>Email</td>
<td>Automated emailing of reminders, etc (obsolete).</td>
</tr>
<tr>
<td>Text messaging</td>
<td>Reminders and secure login (two-factor authentication).</td>
</tr>
<tr>
<td>Secure electronic mail (e-boks)</td>
<td>Automated mailing of links to questionnaires and reminders.</td>
</tr>
<tr>
<td>Paper questionnaire printing and scanning</td>
<td>Automated printing of individualized letters and questionnaires. Automated optical character recognition of received questionnaires.</td>
</tr>
<tr>
<td>Health data network (SDN)</td>
<td>A national secure virtual private network connecting hospitals, health data providers, etc.</td>
</tr>
<tr>
<td>Single-sign-on</td>
<td>Enables clinicians in other regions to login using their usual credentials.</td>
</tr>
</tbody>
</table>

\(^a\) Available in three of the five Danish Regions. In the other two regions, AmbuFlex appears as a separate system.  
\(^b\) PRO: patient-reported outcome.  
\(^c\) EHR: electronic health record.

Figure 1. Example of the symptom overview in AmbuFlex/Epilepsy. The bar color and length both indicate the severity of the symptom (translated from Danish).

Data Analysis

The data for the present paper were generated by an \textit{ad hoc} application in the system and transferred for analysis in the R package (R Foundation for Statistical Computing, Vienna, Austria). Patients who had been referred but not yet answered at least one questionnaire were not included. The data collection in the first project started in September 2004, and during 2004 a total of 301 questionnaires were collected from 241 patients; this period was considered a pilot phase and not included in the analysis.

The analysis of trends was based on a generic model applicable for any clinical health data [7]. Each application of PRO data is divided into four processes: patient identification (e.g., registers, consecutive or individual referral), data collection (logistics and organization), data aggregation (at patient or at some specified group level) and the actual data use (Figure 2).

In the present paper, the last two processes will be described together. The patient identification process involves the identification of patient(s) from whom data are to be collected, the data collection process involves the actual collection of health data, including logistic procedures, the data aggregation process involves the management and organization of collected data and the data use process, and the data use process involves...
the use of the health data for the purpose of the specified activity. Each process may be repeated or may take place simultaneously with the previous process (from [7]).

Figure 2. The four processes in the lifespan of patient-related health data (from [7]).

Results

Primary Findings

An overview of selected projects is given in Table 2. In the first cohort studies, emphasis was on response rate, which was promoted by up to three reminders using email and letters and by giving the patient a free choice between Web and paper questionnaires. The maximum response rate was reached in patients with prostate cancer (Table 2), where the first questionnaire was answered by 95.9% of the patients. The PRO-based algorithm was first introduced in a screening program for patients with coronary heart diseases, and the AmbuFlex principle was fully unfolded in the implantation in epilepsy patients (Table 2, Figures 1 and 3).

Figure 4 and Table 3 show the development of the number of projects, patients, and received questionnaires. When considering that 2019 is only partly included, an exponential model of number of received questionnaires per calendar year explains 94% of the variation (Figure 4). At item level, a total of 13,538,760 responses have been received in the period. Until 5 years ago, web- and paper-based questionnaires were used with similar frequencies, but during the last 4 years web-based questionnaires have almost completely taken over. Projects where data was used at group level dominated until 2014, but PRO data used at the patient level is now by far the most frequent (Figure 5). Most projects and about one-third of the questionnaires now have an attached algorithm (AmbuFlex) by which the incoming answers are classified into two or three groups (Table 3 and Figure 3).

Patient Identification

In the first part of the 15-year period, all projects were register-based, epidemiologic cohort studies with defined inclusion criteria, while from 2015 onwards PRO data for clinical use at the patient level has dominated the scene (Table 3 and Figure 5). In the latter case, patients are individually referred by a clinician. Patient cohorts are still created at group level and are used in research for topics like outcome measures, validation, and studies of determinants of referral. In 2019, 16,062 new patients were included, of which 73.8% (11,854/16,062) were referred individually by a clinician while the rest were included as part of a group by means of batch processing.

Patient-Reported Outcome Data Collection

Fundamental changes have taken place with respect to PRO data collection over the course of very few years. Until 2014, paper-based communication was used in more than 90% of the approaches (Figure 6), while electronic communication was predominantly used in epidemiological studies with multiple measurements where about half of the communication was electronic (emailing and web-based answering) (Figures 4 and 6). A minor revolution took place November 1, 2014. From this date, all communication between the Danish authorities (including all public hospitals), and Danish citizens had to use a national, secure electronic mail system, called e-boks. All citizens are provided an e-boks, but while its use was previously voluntary, only people with disabilities can now be granted a dispensation and continue to receive paper letters from places like hospitals. After the AmbuFlex/WestChronic system gained access to e-boks (Table 1), this channel rapidly became the most important communication method to reach patients (Figure 6). These changes in communication methods to and from patients had consequences for turnaround time (ie, the time from asking the patient to answer until the questionnaire is received) (Figure 7). A total of 75% of the answers were received within 17 days in 2005 due to the homogeneous cohorts, but turnaround time increased slowly until 2014. At this time, the Danish Mail decreased their services due to economic problems caused by the steep fall in paper-based mail. The historic low turnaround time in 2019 is caused by a combination of e-boks communication and the web-answering method. Today, the first answers are received within minutes. Use of ordinary, unsecure email ended in 2018. Text messaging is still used for reminders in some projects but is mainly used as a 2-factor authentication tool, where the patient, after entering their credentials (CPR number), receives a 6-digit cipher code as a text message.
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Table 2. Characteristics of selected PRO-based projects implemented in the AmbuFlex/WestChronic system.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group-level projects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C50 Breast cancer</td>
<td>PRO(^a) data collection: 2004-14 107 items/questionnaire 1008 patients (100% females) 4731 questionnaires (43.1% web) Follow-up:(^b): 4.7 (9.1) years Papers: 3 [8-10]</td>
<td>The source population was women referred to mammography at two regional hospitals in Region Central Denmark on clinical suspicion of breast cancer. The women were mailed a baseline questionnaire which was filled in and returned before the date of mammography. All respondents were subsequently interviewed by telephone and invited to join the follow-up study, irrespective of diagnosis. Women diagnosed with breast cancer (n=256; 7.2% of respondents) as well as a sample of women without cancer (n=291) were followed every 3 months for up to 9 years with questionnaires including generic scales on fatigue (MFI-20(^c)) [11], depression and anxiety (HADS(^d)) [12], and selected items from SF-36(^e) [13]. Inclusion in the study ended when a national plan for fast-track diagnosing of cancer was implemented in 2008, with which the design was incompatible since baseline data could no longer be collected before diagnosis. The final cohort size was 60% of the planned size. Register information on treatment and survival were collected from national cancer databases.</td>
</tr>
<tr>
<td>I20 Ischemic heart diseases</td>
<td>PRO data collection: 2006-13 103 items/questionnaire (1,323 patients (20.4% females) 13,171 questionnaires (40.3% web) Follow-up: 3.4 (7.0) years Papers: 6 [14-19]</td>
<td>Patients treated with percutaneous coronary intervention at Aarhus University Hospital, which at that time performed this procedure on behalf of the entire Region Central Denmark (1.3 million inhabitants). Patients &lt;80 years old were included based on records in the hospital administration system. Patients were followed up with questionnaires every fourth month for up to 7 years, including HADS [12], MFI-20 [11], IPAQ(^f) [20], selected items from SF-36 [13], items related to the psychosocial job-strain model [21], the Seattle angina questionnaire [22], and questions on lifestyle and rehabilitation. Register information on treatment, survival, and sick leave was collected from national databases.</td>
</tr>
<tr>
<td>I64 Stroke</td>
<td>PRO data collection: 2009-14 21 items/questionnaire 2618 patients (39.1% females) 9622 questionnaires (25.3% web) Follow-up: 2.1 (5.1) years Papers: 2 [23,24]</td>
<td>Patients with first-time stroke in Region Central Denmark were included prospectively based on online access to a national, disease-specific register. Patients were followed up with questionnaires every fourth month for up to 5 years, including HADS [12], MFI-20 [11], WHODAS(^g) [25], and selected items from SF-36 [13]. Register information on treatment, survival, and sick leave was collected from national databases.</td>
</tr>
<tr>
<td>C61 Prostate cancer</td>
<td>PRO data collection: 2011-17 32 items/questionnaire 13,434 patients (0.0% females) 16,066 questionnaires (15.1% web) Follow-up: 1.7 (3) years</td>
<td>The Danish quality database DaProCa has recorded clinical information nationwide in patients with prostatic cancer since 2010 [26]. In 2011, it was decided that PRO information should also be included to better describe the treatment outcome. Patients were identified in the register and mailed questionnaires 1 year and 3 years after initial diagnosis. The project was the first where an initial response rate above 90% was obtained. The PRO data in the quality databases have, however, only been used sporadically.</td>
</tr>
<tr>
<td><strong>Patient-level projects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I20 Ischemic heart diseases</td>
<td>PRO data collection: 2011-17 14 items/questionnaire 5097 patients (40.5% females) 5121 questionnaires (19.4% web) Papers: 1 [27]</td>
<td>This project was the first to use automatic algorithm-based handling of questionnaires. Patients admitted to Hospital Unit West Jutland for treatment of ischemic heart disease were identified based on ICD-10(^h) diagnoses in the business intelligence register in Region Central Denmark. Patients were mailed a questionnaire containing the HADS [12]. An algorithm embedded in the AmbuFlex/WestChronic system processed the incoming answers and printed individualised letters with the results. Patients were advised to contact their GP(^i) if depression or anxiety scores were above the established thresholds, which was the case in 30.2% of the responses. An analysis based on register information on consultations with a GP or psychologist revealed that only a few additional cases of depression were detected.</td>
</tr>
<tr>
<td>Studies</td>
<td>Characteristics</td>
<td>Description</td>
</tr>
<tr>
<td>------------------------------------------------------------------------</td>
<td>------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>G40 Epilepsy</td>
<td>6 departments</td>
<td>This project was the first project where PRO data were used as the basis for outpatient follow-up (AmbuFlex) and was developed in close cooperation with the Department of Neurology, Aarhus University Hospital. Patients with epilepsy attending neurological outpatient clinics are individually referred to AmbuFlex follow-up. Instead of fixed appointments at the clinic every 3, 6, or 12 months, the patients were prompted to answer a short disease-specific questionnaire developed in cooperation with the clinicians. Based on an automated algorithm, red and yellow flags as well as patient preferences are identified. Patients with flags or a wish for contact are included on the clinicians online-to-do list, and the PRO overview is displayed to the clinicians within the Electronic Health Record system (Figure 1). Questionnaires with no flags and no wish for a contact are handled automatically by AmbuFlex and a new questionnaire (eg, 3 months later), is scheduled. Overall, 53% of the PRO-based contacts are handled without further contact to the patient (Figure 3) This was the first of three AmbuFlex projects implemented on a national basis 2013 [33].</td>
</tr>
<tr>
<td>C34 Lung cancer</td>
<td>8 departments</td>
<td>Patients treated for lung cancer were asked by the front-desk staff to fill in the online questionnaire in the waiting area at each follow-up outpatient clinic visit. The intention was to use the PRO information in the consultation a few minutes later. The project was implemented at seven departments throughout Denmark in cooperation with the Danish Cancer Society. Log-files in the AmbuFlex/WestChronic system are kept to document each time patient data are displayed and to whom. On average, only 47% of the questionnaires were viewed by a clinician (Figure 7), with huge differences between hospitals ranging from 14-93% [34].</td>
</tr>
<tr>
<td>M05 Rheumatoid arthritis</td>
<td>2 departments</td>
<td>The project started as a non-inferiority randomized controlled trial conducted in cooperation with Rheumatologic Department, Aarhus University Hospital, where patients were randomized to PRO-based telehealth or conventional outpatient follow-up. Disease activity was measured by the Danish version of the Flare-RA instrument [36], and the primary outcome was a change in the DAS28(^1), PRO-based tele-health achieved disease control like that of conventional outpatient follow-up. All patients were contacted. The project has continued as an AmbuFlex project with a similar questionnaire, where only patient answers with red or yellow flags are assessed and patients contacted if needed.</td>
</tr>
<tr>
<td>C80 Side effects during antineoplastic treatment</td>
<td>2 departments</td>
<td>In cancer treatment, questions on toxicity symptoms are normally not asked and registered systematically, and the ongoing therapy is therefore not evaluated in accordance with the present state of the patient. In several AmbuFlex projects, PRO-based self-reports are used during the period the patient is receiving chemotherapy in an outpatient setting. PRO data are used to decide if the planned chemotherapy should be postponed or adjusted. The PRO measures used include items from PRO-CTCAE(^2) [37], EORTC(^3) [38] and PRO measures based on ad hoc developed single red-flag items.</td>
</tr>
<tr>
<td>C34 Lung cancer</td>
<td>6 departments</td>
<td>PRO-based systematic symptom monitoring may improve overall survival in cancer patients who are followed up with after their initial treatment [39,40]. In this Danish multicenter RCT study, we compare standard follow-up with weekly PRO measurements where red flag responses are automatically reported to clinicians for further evaluation.</td>
</tr>
<tr>
<td>C80 Cancer, inpatients</td>
<td>1 department</td>
<td>Clinical use of PRO measures often includes only outpatients. In this developmental implementation of AmbuFlex, PRO data are used in inpatients to support the dialogue between the patient, the nurse, and the doctor while the patient is hospitalized, and they are used to prioritize patients to be discussed during the daily rounds.</td>
</tr>
</tbody>
</table>

In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.

**Studies**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**PRO data collection:** 2015-present  
34 items/questionnaire  
182 patients (45.6% females)  
449 questionnaires (31.9% web)  
Follow-up: 2.2 (4.3) years
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**Table a**  
2 departments  
PRO data collection: 2015-present  
34 items/questionnaire  
182 patients (45.6% females)  
449 questionnaires (31.9% web)  
Follow-up: 2.2 (4.3) years

**PRO:** patient-reported outcome.

**Table b**

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>2 departments</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**Table c**

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>2 departments</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**PRO-CTCAE:** patient-reported outcome measure–Common Terminology Criteria for Adverse Events.

**Table d**

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>2 departments</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**Table e**

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>2 departments</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**Table f**

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>2 departments</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**Table g**

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>2 departments</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**Table h**

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>2 departments</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**Table i**

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>2 departments</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**Table j**

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>2 departments</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**Table k**

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>2 departments</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**Table l**

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>2 departments</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**Table m**

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G40 Epilepsy</td>
<td>2 departments</td>
<td>In all patient groups, a proportion of patients are not capable of answering a questionnaire. Some patients suffering from epilepsy live in institutions or are taken care of by their next of kin. These patients may be at increased risk of having important symptoms left unnoticed by the health care system in connection with normal follow-up, since the person accompanying the patient to the hospital may not be the person who has the most knowledge about the patient. In AmbuFlex/Epilepsy, a specific proxy questionnaire was developed with an algorithm like that used by the other epilepsy patients.</td>
</tr>
</tbody>
</table>

**Figure 3.** Flow chart for outpatients with epilepsy (AmbuFlex). Patients answer the disease-specific questionnaire at fixed intervals (eg, 3 months). In the first step, the answers are processed automatically based on a disease-specific algorithm. Green response: No need or wish for contact (a new questionnaire is scheduled in, eg, 3 months). Yellow response: May need contact (a clinician assesses the PRO overview (Figure 1) and other information to decide whether further contact is needed). Red response: Definite need or wish for contact (the patient is contacted). In total, only 47% of the patients are contacted in each round. PRO: patient-reported outcome.
Figure 4. Questionnaires received by the AmbuFlex/WestChronic system 2005-19 by answering method.


<table>
<thead>
<tr>
<th>Year</th>
<th>Projects</th>
<th>ICD-10(^a) groups</th>
<th>Level of aggregation, %</th>
<th>Departments(^b)</th>
<th>Patients(^b)</th>
<th>Questionnaires(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Group</td>
<td>Patient, no algorithm</td>
<td>Patient, with algorithm</td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>1</td>
<td>1</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2006</td>
<td>2</td>
<td>2</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2007</td>
<td>2</td>
<td>2</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2008</td>
<td>2</td>
<td>2</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2009</td>
<td>3</td>
<td>4</td>
<td>80</td>
<td>20</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2010</td>
<td>2</td>
<td>4</td>
<td>75</td>
<td>25</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2011</td>
<td>6</td>
<td>6</td>
<td>57</td>
<td>14</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>2012</td>
<td>8</td>
<td>7</td>
<td>67</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2013</td>
<td>11</td>
<td>10</td>
<td>58</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2014</td>
<td>16</td>
<td>11</td>
<td>35</td>
<td>12</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>2015</td>
<td>17</td>
<td>14</td>
<td>17</td>
<td>22</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>2016</td>
<td>23</td>
<td>16</td>
<td>13</td>
<td>25</td>
<td>49</td>
<td>49</td>
</tr>
<tr>
<td>2017</td>
<td>34</td>
<td>20</td>
<td>18</td>
<td>21</td>
<td>67</td>
<td>67</td>
</tr>
<tr>
<td>2018</td>
<td>44</td>
<td>24</td>
<td>14</td>
<td>27</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>2019(^c)</td>
<td>47</td>
<td>26</td>
<td>15</td>
<td>27</td>
<td>58</td>
<td>97</td>
</tr>
<tr>
<td>Total</td>
<td>64</td>
<td>28</td>
<td>28</td>
<td>26</td>
<td>46</td>
<td>141</td>
</tr>
</tbody>
</table>


\(^b\)Patients and departments may be involved in more than one disease-specific project.

\(^c\)As of September 8, 2019.
Figure 5. Questionnaires received by the AmbuFlex/WestChronic system 2005-19 by type of use.

Figure 6. Contact to patients by year, and method for prompting the patients to fill in the questionnaire.
Figure 7. Turnaround time by year. Turnaround time is defined as the number of days from when the request is sent to the patient to when the answer is received.

Patient-Reported Outcome Data Aggregation and Data Use

While data from group-level projects are aggregated and used in the analysis phases of each epidemiological study, data in patient-level projects are, or should be, aggregated and used the date the questionnaire is received; however, this is not always the case. If PRO data are used as an add-on in connection with ordinary organized outpatient follow-up, it is up to each clinician to decide to open the PRO overview or not. In a multicenter project covering eight Danish hospitals, the patients treated for lung cancer answered a PRO questionnaire each time they went to the hospital for a follow-up visit, with the idea being that the PRO data should be used to enforce patient-clinician communication during the consultation (Table 2). For legal reasons, the AmbuFlex/WestChronic system keep automated log files of when and to whom the PRO data are shown. In total, a minority of responses (47%) were seen by a clinician (Figure 8). There were major differences between departments, ranging from 14-93% [34]. Similar figures have been found in other projects where the PRO data are an add-on to the existing outpatient set-up. In AmbuFlex, however, the PRO data are not an add-on but the basis for the follow-up. Each time a questionnaire is received, it is either handled automatically (green response, Figure 3) or included on a list where it remains until a clinician has accessed it and made a clinical decision regarding whether the patient should be contacted or not. Therefore, virtually no AmbuFlex questionnaires remain unnoticed.

Figure 8. The proportion of PRO questionnaires that was viewed by a clinician during the follow-up visit of patients treated for lung cancer in seven Danish oncological departments (translated from Danish [34]). PRO: patient-reported outcome.

![Figure 8](https://www.jmir.org/2019/9/e15856)
Discussion

During the 15-year period, we have experienced an exponential growth in the number of answered questionnaires and several marked changes have taken place. The creation of cohorts for clinical epidemiological research purposes has shifted towards cohorts defined by clinical use of PRO data at the patient level, and PRO-based follow-up (AmbuFlex) has replaced fixed appointments in many patient groups. Overall, the system is currently in use in 47 International Statistical Classification of Diseases and Related Health Problems (ICD)–groups, covering 16,000 patients and 94 departments throughout Denmark. In the first part of the period, a combination of paper- and web-based questionnaires secured response rates above 90% and low attrition rates. Back in 2005 66.5% questionnaires were paper based, but this is only the case for 4.3% in 2019. In AmbuFlex even higher response-rates have been reached, but the numbers are not directly comparable because each patient is individually referred and has given consent to participate. In addition, the approach methods for questionnaires and reminders have changed from letters, emails, and text messaging to a national, secure, electronic mail system through which 93.2% of communication to patients took place in 2019. The combination of secure email and web-based answering has resulted in a low turnaround time, where half of all responses are received within 5 days.

Our experiences probably reflect general changes that have taken place during the 15-year period. First, the demand for PRO measurements has increased, quantitatively as well as qualitatively. PRO measures have been used at the group level for many years, even before the PRO term was coined, when it was termed Quality of Life measures among other things (particularly in clinical trials and observational studies). PRO measures have also been used at the group level to provide evidence for drug and device approval and, in some countries, used to evaluate quality of care and health service provider performance. By contrast, using PRO data systematically at the individual patient level might be relatively new, but it is now by far our predominant activity. This increased demand is driven by a wish among patients, as well as clinicians, to use the potential in PRO data to promote better symptom assessment, more patient-centered care, and more efficient use of resources. In Denmark, hospital administrators and health ministerial civil servants quickly realized PRO measures’ potential to prioritize resources to the outpatients who actually want or need clinical attention.

Second, substantial technological changes have occurred in the period, which has created new opportunities. For example, an electronic health record (EHR) system has been implemented that covers the whole Region Central Denmark, and AmbuFlex obtained an early online connection that allowed clinicians to access it because it was a part of the EHR. In addition, the national secure electronic mail system (e-boks) has had a high impact on reducing response time.

Finally, several legal changes have occurred. The rationale for implementation of the General Data Protection Regulation (GDPR) is sound because there is a real risk of patients’ information being accessed and used by people for whom it was not initially intended. However, much time is used on details and bureaucratic documentation procedures, which doubly enhance data security. Another legal change is the European Union’s medical device regulation. Questionnaires with an attached algorithm, like those used in AmbuFlex, are classified as a medical device and as such they must be certified with a certification (Conformité Européenne) marking. Patient safety is a cornerstone, but since we are dealing with outpatients who are instructed to contact their family doctor or the department directly in case of exacerbation it makes little sense to treat a questionnaire with the same rules as electronic medical equipment. At present, AmbuFlex is granted a dispensation for current projects until the marking is in place, but not allowed to launch new projects. If AmbuFlex were to start today, it is unlikely that we would ever have surfaced.

One issue, which is often overlooked, is whether collected PRO data are used sufficiently [7,41]. Most patients are very careful when filling in their questionnaires, and it should be our obligation to promote as much use of the data as possible, irrespective of if data are originally collected for research, quality assessment, or clinical use at the patient level. In the future, clinical settings will probably be the most important source of PRO data, but also for other purposes like research and quality surveillance, so new ways to conduct complementary data collection will be necessary [7]. The current legal restrictions on the joint use of health data imposed by the GDPR make no distinction between use and misuse, and steps should be taken to alleviate these legal restrictions on the joint use of PRO data.
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Abstract

Background: Online health care services effectively supplement traditional medical treatment. The development of online health care services depends on sustained interactions between health care professionals (HCPs) and patients. Therefore, it is necessary to understand the demands and gains of health care stakeholders in HCP-patient online interactions and determine an agenda for future work.

Objective: This study aims to present a systematic review of the antecedents and consequences of HCP-patient online interactions. It seeks to reach a better understanding of why HCPs and patients are willing to interact with each other online and what the consequences of HCP-patient online interactions are for health care stakeholders. Based on this, we intend to identify the gaps in existing studies and make recommendations for future research.

Methods: In accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines, a systematic retrieval was carried out from the Web of Science, PubMed, and Scopus electronic databases. The search results were confined to those papers published in English between January 1, 2000 and June 30, 2018. Selected studies were then evaluated for quality; studies that did not meet quality criteria were excluded from further analysis. Findings of the reviewed studies related to our research questions were extracted and synthesized through inductive thematic analysis.

Results: A total of 8440 records were found after the initial search, 28 papers of which were selected for analysis. Accessibility to HCPs, self-management, and unmet needs were the main triggers for patients to participate in online interaction. For HCPs, patient education, career needs, and self-promotion were the major reasons why they took the online approach. There were several aspects of the consequences of HCP-patient online interactions on health care stakeholders. Consequences for patients included patient empowerment, health promotion, and acquisition of uncertain answers. Consequences for HCPs included social and economic returns, lack of control over their role, and gaining more appointments. HCP-patient online interactions also improved communication efficiency in offline settings and helped managers of online health care settings get a better understanding of patients’ needs. Health care stakeholders have also encountered ethical and legal issues during online interaction.

Conclusions: Through a systematic review, we sought out the antecedents and consequences of HCP-patient online interactions to understand the triggers for HCPs and patients to participate and the consequences of participating. Potential future research topics are the influences on the chain of online interaction, specifications and principles of privacy design within online health care settings, and roles that sociodemographic and psychological characteristics play. Longitudinal studies and the adoption of text-mining method are worth encouraging. This paper is expected to contribute to the sustained progress of online health care settings.

(J Med Internet Res 2019;21(9):e13940) doi:10.2196/13940
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Introduction
Health care is closely related to people’s life. Previously, interactions between health care professionals (HCPs) and patients occurred mainly in physical hospital settings. Today, eHealth has transformed the pattern of health care delivery with the development of information and communication technology [1]. Online interactions between HCPs and patients are increasingly playing a role in the provision of health care services. As a result, many patients have become dual-path inquirers (online consultation and offline physical access), and HCPs have become dual-path service providers (online and offline). An HCP-patient online interaction here refers to the exchange of health-related information via the internet [2] between HCPs and patients without in-person, face-to-face contact. In the process of interaction, patients can ask questions about health-related matters and HCPs help them by delivering health care advice and support through an online channel [3,4].

With the rise of the internet, online channels for HCPs to interact with patients have gradually emerged, including email, internet portals, social media, and online health communities. Based on the mentioned interactive channels, two forms of online health care interaction are classified, namely written communication and oral communication [5,6]. In the case of online written communication, the interaction between patients and HCPs is based on text messages and does not require the use of interactive instruments concurrently [7]. For online oral communication, it is voice-based and characterized by continuous interaction, allowing professionals and patients to interact uninterruptedly over a period of time. Driven by managers, online health care settings that combine different forms and channels are constructed at a cost-benefit tradeoff to facilitate HCP-patient interaction. Managers also function as decision makers in health care settings, such as formulating patterns of service provision, measuring investment, pricing, and so on. There are three main stakeholders in online health care settings, including normal users (ie, patients or their advocates, collectively called patients in this paper), who seek and obtain health care advice; doctors who deliver health care advice and support (HCPs in this paper); and managers who make decisions on the operation and development of online health care settings [8].

There is an increasing number of studies referring to HCP-patient online interactions from the perspective of patients or HCPs, such as what triggers patients to consult previously unknown doctors online [9], what determine doctors’ reasons for the engagement in online interactions with patients [10], and what consequences the use of online channels has for participants [11]. The advancement of online health care settings is closely associated with sustained interaction between HCPs and patients [12], which is a manifestation of the socialization that indicates the activity level between members [13]. Thus, to define specific action items that help obtain an increased activity level, it is critical to identify what triggers the involvement of patients and HCPs in online interaction.

Furthermore, the aim of providing services in the form of online interaction is primarily to improve health care [14]. At present, it engenders some consequences, including pros and cons that need to be further discussed and analyzed. To provide inspiration for the sustainable operation and effectiveness of online health care settings, it is necessary to examine this field thoroughly. Hence, this paper exhibits a systematic review of the antecedents and consequences of HCP-patient online interaction, and tries to answer the following research question: what are the antecedents and consequences of HCP-patient online interactions covered in the literature so far?

Ball and Lillis [1] conducted a literature review on the influence of eHealth on the HCP-patient relationship in 2001 before the rise of Web 2.0, which needs to be updated. After that, reviews related to our study, such as the impact of electronic communication on health care service provision [15], doctors’ professional use of the internet and factors that encourage their usage [10], and the effects of social media use [11,16], all focus on specific aspects of this topic. To date, there has been no other comprehensive literature review of the antecedents and consequences of HCP-patient online interaction. It is necessary to re-examine recent studies and conduct a more thorough review. In this paper, we try to identify the antecedents and consequences of HCP-patient online interaction. The antecedent and consequence factors identified in this study could be applied to expound the facilitators and outcomes involved in HCP-patient online interaction. Therefore, we intend to identify the gaps in existing studies and make recommendations for future research. This review is also expected to contribute to the sustained progress of online health care settings.

Methods

Retrieval Strategy
In accordance with the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) guidelines [17], a systematic retrieval was carried out including the retrieval of the electronic databases Web of Science, PubMed, and Scopus. An additional manual retrieval was performed on the search of references and the identification of studies that may have been missed, as confirmed by experts.

The search terms included all possible keyword combinations from three aspects of population, channels for online interaction, and health care settings. The population covers both sides involved in online interaction, including patients and HCPs, and possible channels for online interaction in all types of health care settings were taken into account. The search terms were limited to those commonly used (see Multimedia Appendix 1 for search strings by each database). The search results were confined to those articles published in English between January 1, 2000 and June 30, 2018, because the earlier studies were mainly exploratory tests [15]. Journal papers and conference papers were retained, and previous reviews relevant to this study were also accepted into our study for their reference value. All
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study designs were included to find more comprehensive evidence to address our research question.

Selection of the Studies
The selection strategy was analyzed by the research team to reduce the possibility of bias. Two reviewers (LS and DM) worked together to conduct a comprehensive search and then excluded irrelevant literature. For those studies that they were not sure whether to exclude, two reviewers (MZ and QL) were assigned to deliberate it until they reached an agreement. To find the best evidence to address our research question, we defined explicit selection criteria for the inclusion of papers. Papers were included in this review if they studied (1) interactions between HCPs and patients via the internet and (2) the antecedents or consequences of HCP-patient online interaction.

According to the first criterion, the included papers needed to focus on online interaction, namely the bilateral exchange of health-related information via the internet. Therefore, studies focusing on unilateral information acquisition were excluded, such as the usage of physician-rating websites, the search for health information using search engines, and so on. In addition, the two roles of interaction had to be HCPs and patients. Thus, studies addressing peer-peer interaction, such as those just between patients or between HCPs, were not included in this study.

The second criterion indicates that any research that did not involve antecedents or consequences would be excluded, such as only comparing online interactions with offline interactions or focusing on data analysis methods of online interaction. Antecedents here refer to the factors that trigger patients and HCPs to participate in online interaction, whereas the factors impeding patients and HCPs to interact online were not taken into account. Consequences refer to the results brought on by online channel usage to health care stakeholders, including the benefits, risks, opportunities, challenges, and so forth.

Data Extraction, Evaluation, and Analysis
To ensure the reliability of data and analysis, the work in this part was carried out by two reviewers (LS and DM) independently; the inconsistencies were solved by a third reviewer (MZ). We created an information form for selected literature to aggregate relevant research data. Similar to the existing study [10], published information on studies, including the statement of findings, the validity, and contribution to the literature were quantitative study (n=15), qualitative study (n=8), mixed methods (n=1), and literature review (n=4). Channels for HCP-patient online interaction used in the targeted literature included email (n=3), online health community (n=14), social media (n=6), internet portal (n=4), desktop videoconferencing equipment (n=1), and other unspecified apps or health service websites (n=6). In most of these studies (n=27), HCPs interacted with patients mainly through written communication based on text messages. Only two studies involved online oral communication. Of the 28 articles, 7 explored the antecedents of online interaction, 11 discussed the consequences, and the rest studied both topics.

Results
Overview
A total of 8440 records were found after the initial search. All records were exported and sorted, and all duplicates from diverse sources were removed, which reduced the number of records to 5263. Another 5129 papers were excluded after screening titles and abstracts. Of the remaining 154 full-text articles assessed for eligibility, 120 were excluded. Therefore, 34 studies were included in the scoping review. Of the 34 selected studies, 6 were excluded after quality assessment [2,4,16,23-25]. Finally, 28 studies met the quality criteria and were included in the review. Figure 1 is a flow diagram that depicts the selection process and results at each stage. A list of selected studies in chronological order of publication is shown in Multimedia Appendix 2. For the quality assessment of the included studies, see Multimedia Appendix 3.

Characteristics of the Reviewed Studies
Among the 28 included studies, 27 were journal papers and 1 was a conference paper. Research methods in the selected literature were quantitative study (n=15), qualitative study (n=8), mixed methods (n=1), and literature review (n=4). Channels for HCP-patient online interaction used in the targeted literature included email (n=3), online health community (n=14), social media (n=6), internet portal (n=4), desktop videoconferencing equipment (n=1), and other unspecified apps or health service websites (n=6). In most of these studies (n=27), HCPs interacted with patients mainly through written communication based on text messages. Only two studies involved online oral communication. Of the 28 articles, 7 explored the antecedents of online interaction, 11 discussed the consequences, and the rest studied both topics.
The framework constructed from the emerging themes included (1) antecedents of online interactions between patients and HCPs and (2) consequences of online interactions on different health care stakeholders in general. For the antecedents of online interactions between patients and HCPs, we identified themes of antecedents from the perspective of two sides of online interaction: patients and HCPs. For the consequences of online interactions to health care stakeholders, we identified themes related to consequences of online interactions on three sides: patients, HCPs, and managers. Figure 2 is a visualization of the antecedents and consequences of HCP-patient online interactions identified in this paper.

Antecedents of Health Care Professional–Patient Online Interaction

Selected literature examined the factors that triggered patients and HCPs to participate in online interaction. A summary of these antecedents in descending order by the total number of related literature is shown in Table 1.

Antecedents From the Perspective of Patients

The reviewed studies showed that accessibility to HCPs, self-management, and unmet needs are the main factors that trigger patients to participate in online interaction.
For many patients in the included studies, a major reason for choosing online consultation was that they had easier access to HCPs. The online channel offers a venue for patients to access doctors—even prestigious doctors—remotely [15] and discuss sensitive issues anonymously [26] at any time [9,27], where patients do not have to wait too long and can save money from not going to physical settings repeatedly [1]. In addition, the need for effective self-management of their conditions drove patients to make an online consultation. Patients, especially those with long-term conditions (eg, patients with diabetes), thought they should be responsible for their condition management, so they independently sought solutions and gained power to manage their own situations [28,29], such as preventive care [15], preparation for future consultations [9], and future treatment trajectory [30] in physical hospitals. Furthermore, the unmet needs of patients through offline channels were essential in determining their online counseling as a source of support. Patients expressed discontent with the health care they previously received offline [9,31] (eg, inadequate information, lack of trust, and hard to understand); therefore, they needed a second opinion from online HCPs [1,26,30].
Antecedents From the Perspective of Health Care Professionals

For HCPs, patient education, career needs, and self-promotion were found to be the main factors that triggered them to participate in online interaction. More specifically, professionals saw patient education as a major driver of the use of online channels as tools [1,27,32-35,37], such as encouraging health behavioral changes and drug adherence, raising public awareness about specific health conditions, and eliminating misunderstandings about certain diseases. Moreover, career needs acted as a trigger for HCPs to provide online health care services [10,32,36-37], which in return provided them with opportunities for future career development. The motivation of self-promotion was also a relatively important reason for participating in online interactions [32,37,38]. For HCPs, they wanted to present themselves to colleagues and patients through online interaction, and they considered it helpful to obtain better career development at their institutions.

Consequences of Health Care Professional–Patient Online Interactions for the Different Health Care Stakeholders

The selected literature indicated that HCP-patient online interactions affected online health care stakeholders, including patients, HCPs, and managers. A summary of these consequences in descending order according to the total number of related literature is shown in Table 2.

Table 2. Summary of the consequences of health care professional–patient online interactions on different health care stakeholders in general.

<table>
<thead>
<tr>
<th>Stakeholders and consequences</th>
<th>Description</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient empowerment</td>
<td>More empowerment for patients</td>
<td>7</td>
</tr>
<tr>
<td>Health promotion</td>
<td>Improvement of the patients’ health conditions; increase of patient adherence to treatments</td>
<td>4</td>
</tr>
<tr>
<td>Uncertain answers</td>
<td>Unavailability of clear answers due to insufficient patient information held by health care professionals</td>
<td>2</td>
</tr>
<tr>
<td>Health care professionals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social and economic returns</td>
<td>Acquisition of social returns, such as better reputation and greater popularity; acquisition of economic returns, such as online votes, bonus, likes, and electronic gifts from patients</td>
<td>4</td>
</tr>
<tr>
<td>Lack of control over their role</td>
<td>Leading to a lack of private time and life in disorder; service requests beyond one’s professional capacity</td>
<td>4</td>
</tr>
<tr>
<td>More appointments</td>
<td>Potential opportunities to have more patient appointments</td>
<td>3</td>
</tr>
<tr>
<td>Managers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Better understanding of the patients’ needs</td>
<td>Useful insights for online health care service managers to understand the patients’ needs, especially in terms of service delivery and pricing strategies</td>
<td>4</td>
</tr>
<tr>
<td>Patients, health care professionals</td>
<td>Improved ability of patients describing a specific health problem; increased face-to-face communication skills of professionals on account of the experience of formulating online text-based answers</td>
<td>3</td>
</tr>
<tr>
<td>All stakeholders</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethical dilemmas and legal issues</td>
<td>Unauthorized dissemination of personal information of health care professionals by patients; professional’s uncertainty about the legitimacy whether or not to use online public information about patients and the rationality of online private communication with patients; ambiguity of information authorization for managers</td>
<td>9</td>
</tr>
</tbody>
</table>

Consequences of Online Interactions for Patients

Consequences of HCP-patient online interactions for patients included patient empowerment, health promotion, and uncertain answers. HCP-patient online interactions contributed to patient empowerment [1,26-28,34,39,40]. Online interactions seemed to operate in a different paradigm from offline communication because the professional was no longer at first place in the sequence and the problem was initiated by the patient, ultimately forming a patient-centered pattern [40]. Patients gained a variety of empowerment outcomes after they were provided with online health care service, such as the reinforced capacity to manage their physical conditions and increased acceptance of the disease, enhanced self-efficacy, and it promoted quality of interactions with professionals.

Studies demonstrated the role of HCP-patient online interactions in driving health promotion behaviors of patients, such as ending bad habits, developing a regular schedule, keeping a balanced diet, increasing physical activities, and maintaining a healthy mental state [36,34,41,42]. In particular, online health care interactions can effectually improve patient adherence, such as reminding patients of punctual intake of prescribed medicine, thus contributing to a successful treatment.

In an online health care environment, patients occasionally receive uncertain answers [26,39]. Due to insufficient patient information through online interaction, HCPs find it difficult...
to provide precise answers to patients and often advise them to make an appointment with an offline doctor. Furthermore, the information provided to professionals who need to respond is mainly text-based, and they seldom have the option to perform medical checks [26]. Therefore, assessing the adequacy or even veracity of the text-based information provided by patients may be impractical [39].

Consequences of Online Interactions for Health Care Professionals

Consequences for HCPs include social and economic returns, lack of control of their role, and gaining more appointments. The participating professionals gained returns from online channels [3,6,33,43]. Two notable ones for participating HCPs were social and economic returns. Specifically, by interacting with patients online, HCPs may obtain social returns such as increased reputation and popularity, and economic returns such as online votes, bonus, likes, and electronic gifts from patients [3].

Studies identified that HCP-patient interactions led to professionals feeling a lack of control of their role [11,15,27,37]. For example, Atanasova et al [37], in an in-depth semistructured interview, found all HCPs in online health communities reported experiences of overload and high burden. Professionals also experienced overcommitment to online interaction. They expressed that the demands of patients were beyond their capacity in the online context, and they were skeptical of the demand-and-supply patterns triggered by these health-related technological innovations [37].

Health care professional–patient online interactions provided professionals with opportunities to get more appointments [6,33,35]. Professionals felt that interactions in online settings enabled them to receive more patients. In addition, studies showed that HCP-patient online interactions could help professionals, especially those with low titles, get more appointments through accumulating more online experience [33].

Consequences of Online Interactions for Managers

Online HCP-patient interactions help managers better understand the needs of patients. Online health care interaction channels have accumulated rich data reflecting the trajectory of users’ behavior. The included studies support evidence that data analysis helps managers understand patient needs [3,34,44,45]. For example, Yang et al [44] studied the influence of the process of delivering online services on patient satisfaction with professionals. Results showed that the response speed of professionals and the interaction frequency between professionals and patients—two important variables in the process of delivering online services—positively affected patient satisfaction. Wu and Lu [45] investigated the influence of online service provision and pricing on patient satisfaction. The results indicated HCPs who provide more services have higher patient satisfaction, and the relationship between service price and patient satisfaction is an inverted U shape. The price difference between different services provided by HCPs significantly decreases patient satisfaction.

Other Consequences of Online Interactions for Health Care Stakeholders

Health care professional–patient online interactions can also have an effect on the improvement of communication efficiency in offline settings [26,34,39]. Online interaction, normally used as a basis for further offline discussions with doctors, can help patients better understand and express their health status, problems, treatments, and remedies [34,39]. Developing responses to text-based health care consultations also promotes face-to-face communication skills for professionals [26]. With online interactive experience, they learn more about how to formulate medical terms clearly and how to properly refer to internet resources to provide a wide range of medical information [26].

In the context of online health care interaction, all health care stakeholders have encountered ethical dilemmas and legal issues [11,26,27,32-36,35,46]. For patients, in addition to giving online appraisals to professionals, they may also spread unauthorized personal information about professionals on the internet [46]. For HCPs, they are confused about how to respond to online ethical dilemmas [37]. Moreover, there is no general agreement on the appropriateness of using patient’s publicly available online information (eg, patients’ private life updates on their Facebook pages) to assist them in treatment. Professionals also argue that the separation of their professional and private lives should be considered. Whether private communication between professionals and patients online should be encouraged remains to be seen. The most common way that professionals deal with undesired private communication is to change the privacy settings of their online interactive apps, followed by ignoring a friend request from their patients [35]. For managers, they are bound to face the threat posed by the disclosure of private information when empowering patients to deliver information about professionals to public [46]. In some cases, profiles of HCPs have been developed and displayed on third-party review sites without their personal participation and confirmation.

Discussion

Principal Findings

This study presents the antecedents and consequences of HCP-patient online interactions covered in the existing literature. In the reviewed studies, the most reported channels of online professional–patient interactions were online health communities and social media, especially in recent years. Interactions between HCPs and patients were based mainly on written communication, whereas a few studies were based on oral communication. The findings of this study provide evidence that the unique advantages of online health care settings over offline ones drive patients and HCPs to participate in online interaction. In addition, HCP-patient online interactions do have positive effects on patients’ health care, although it also has limitations. For managers, it provides opportunities and poses challenges for them.

Antecedents that trigger patients to participate in online interactions were identified. The findings of this study show that accessibility to HCPs, self-management, and unmet needs
in offline channels are the main factors that trigger patients to participate in online interaction, echoing the views of previous reviews [1,15]. These factors also imply the demands of patients for health care services and have the potential to provide insights into how to design online health settings to meet patients’ needs. For example, it is necessary to attract more well-known doctors who are difficult to make an appointment with in offline settings to provide online health care services so that patients can have access to them. Also, managers of online settings could consider defining functions and processes that help patients, especially those with chronic conditions, perform self-management.

Antecedents that encourage HCPs to interact online include both altruistic factors (patient education), which have been determined in an existing review [1], and egoistic factors (career needs and self-promotion), which have been updated in this study. When it comes to altruistic factors, the use of an online channel can be a favorable way to provide patient education for HCPs. Egoistic factors include career needs and self-promotion. Consistent with previous findings [10], HCPs consider the use of online channels as a part of their career development. The newly identified antecedent, self-promotion, suggests HCPs want to take advantage of online approaches to present themselves to colleagues and patients to help their future. Given this, it is necessary for online health care settings to consider incorporating functions or items that facilitate self-presentation of HCPs.

Compared with the consequences of online interactions for patients and HCPs presented in previous reviews, this paper found new positive and negative effects. Positive effects for patients include patient empowerment and health promotion. However, uncertain answers from online HCPs, as a passive consequence, imply patients are often dissatisfied with the vague suggestions from online HCPs, and then revisit their private doctors. The positive consequences of online interactions identified in reviewed studies for HCPs are social and economic returns and more appointments from patients. The negative side is that HCPs feel a lack of control over their role because the appointments and interactions with patients remotely can occur at any time. The improvement of communication efficiency in offline settings was found to have a positive impact on online interactions for both patients and HCPs. In general, compared with previous reviews, the newly identified consequence factors in this review include uncertain answers, social and economic returns, more appointments, and the improvement of communication efficiency in offline settings. Further, we found more positive evidence of the consequences of online interactions than negative ones.

The consequences of online HCP-patient interactions for managers were also examined in the reviewed studies. Specifically, in the process of online interaction, a large amount of potentially useful data are produced, providing opportunities for managers to have a better understanding of patients’ needs. Meanwhile, ethical and legal issues are emerging, which pose challenges for managers. In the future, it will be necessary for managers to take advantage of opportunities and address the previously mentioned challenges to enable cost-benefit management.

### Limitations of the Review

To obtain more comprehensive evidence of antecedent and consequence factors, this review included diverse and heterogeneous studies with different research analyses and methods. The channels and forms of online interactions are changing, and the motivation of people to participate, and the consequences of participation, may also evolve. However, the heterogeneity of studies is a challenge to reveal the dynamics of the antecedent and consequence factors. If studies adopt a uniform format, comparisons and trends could be more accurately identified.

This review focuses on identifying the antecedents and consequences of online interactions separately, without centering on the influencing chain. It should be noted that factors impeding patients and HCPs from interacting online were not within the scope of our review; therefore, no salient themes were identified in the coding process of the included literature. It would be more comprehensive to incorporate these factors. The entire influencing chain from the antecedents to the online interaction (feelings, thoughts, problems, advantages, and disadvantages) and further on to the consequences would be interesting for a literature review.

### Recommendations for Future Studies

Recommendations for future research are from the aspects of potential topics and methods. There are three potential research topics deserving further exploration. First, there is a distinct lack of research on systematically investigating the influencing chain of online interactions that may explain how online health care settings work. It will be meaningful for future original research to uncover the influencing chain of online interaction.

Second, the specifications and principles of privacy design in the context of online health care settings should be considered in future research. With the emergence of online channels, the paradigm of interaction between HCPs and patients has changed, and the guidelines for interaction should also change [46]. However, professionals sometimes still rely on experiences and intuition to interact, and patients may be confused about how to express themselves effectively to get definite answers. Next, most studies have mentioned privacy considerations for health care stakeholders while using these technologies to communicate on social media [47], but only a few feasible solutions have been provided [48]. Consequently, it is necessary to probe the legal and ethical problems in current situations and explore specifications of consultation and service delivery.

Third, the role of sociodemographic and psychological characteristics in existing studies has been underestimated. Demand for online health care interaction of professionals or patients with different characteristics may vary. For example, this type of interaction might be favored by surgeons because of the more effective means of preoperative preparation and the short-term follow-up after surgery it provides [8,49]. In addition, patients with high-risk diseases show higher sensitivity to the process of online interactions [44], and elderly patients’ demands for online health care interactions may be different from that of young people [50]. Social presence, the degree to which a person is perceived as “real” and connected to others in the process of
communicating through the media [51], and the health-related information-seeking personality, a need for cognition and information more than others when making decisions, may also influence the use of online interaction channels [52]. Therefore, future research could aim to explore how these characteristics play a role in this topic.

The existing studies can be extended from two aspects of research methods. First, more longitudinal studies on HCP-patient interactions should be performed in the future. Previous studies were mainly conducted by cross-sectional design to investigate the effect of online interactions on patients’ health conditions, without reflecting the dynamic effects of online interactions [53]. Therefore, long-term observations should be encouraged to investigate the dynamics of the consequences of online interaction. In addition, the text-mining method is worth encouraging to analyze text messages generated by online interaction. Through text mining, studies have characterized communication patterns in the process of health information seeking [54] and identified influential users in online health communities [55], yet there is a lack of analysis of the interactive content itself. Therefore, future research can attempt to carry out text analysis of the content generated in the course of interactions and seek out more precise antecedent or consequence factors of online interactions to help guide the design of more effective patient-centered online health care settings [56].
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Abstract

Background: Digital health tools comprise a wide range of technologies to support health processes. The potential of these technologies to effectively support health care transformation is widely accepted. However, wide scale implementation is uneven among countries and regions. Identification of common factors facilitating and hampering the implementation process may be useful for future policy recommendations.

Objective: The aim of this study was to analyze the implementation of digital health tools to support health care and social care services, as well as to facilitate the longitudinal assessment of these services, in 17 selected integrated chronic care (ICC) programs from 8 European countries.

Methods: A program analysis based on thick descriptions—including document examinations and semistructured interviews with relevant stakeholders—of ICC programs in Austria, Croatia, Germany, Hungary, the Netherlands, Norway, Spain, and the United Kingdom was performed. A total of 233 stakeholders (ie, professionals, providers, patients, carers, and policymakers) were interviewed from November 2014 to September 2016. The overarching analysis focused on the use of digital health tools and program assessment strategies.

Results: Supporting digital health tools are implemented in all countries, but different levels of maturity were observed among the programs. Only few ICC programs have well-established strategies for a comprehensive longitudinal assessment. There is a strong relationship between maturity of digital health and proper evaluation strategies of integrated care.
Conclusions: Notwithstanding the heterogeneity of the results across countries, most programs aim to evolve toward a digital transformation of integrated care, including implementation of comprehensive assessment strategies. It is widely accepted that the evolution of digital health tools alongside clear policies toward their adoption will facilitate regional uptake and scale-up of services with embedded digital health tools.

**KEYWORDS**

program evaluation; chronic patients; eHealth; elderly; integrated care; social support; telemonitoring; information and communication technology

**Introduction**

**Background**

Digital health (eHealth) tools have been proposed to improve access to health care services, enhance care co-ordination and integration, enable self-management, support decision-making, enable monitoring, perform risk analysis, and facilitate proactive interventions [1]. It is within this context that the European Commission has defined eHealth as follows:

> The use of Information and Communication Technologies in health products, services and processes, combined with organizational change in health care systems and new skills, in order to improve health of citizens, efficiency and productivity in health care delivery, and the economic and social value of health [2]

The implementation of digital health tools has constituted an area of major research and innovation in the past years [1,4-7]. For example, the impact of electronic health records on health care quality has been explored by Campanella et al who showed improvement in health care quality in terms of guideline adherence and time efficiency while reducing medication errors [8]. In parallel, most countries have recognized the value of patient portals [9-11]. The use of health monitoring devices in the general population is also increasing, with a broad spectrum of sophistication, including examples like integration between artificial intelligence and monitoring in a single device (ie, cardiac rhythm analysis) [12]. Moreover, the use of open-source algorithms for subject-specific as well as population-based risk prediction has been reported [13,14]. Some of these technologies are already in use for the management of chronic multimorbidity patients [15-20].

It is currently accepted that eHealth tools can be particularly useful to support Integrated Chronic Care (ICC) programs for patients with multimorbidity, that is, co-occurrence of 2 or more chronic disorders within 1 individual [21]. Insights from the ICARE4EU project [6] concluded that eHealth improves care integration and management processes, but the project identified that inadequate funding mechanisms, poor interoperability, and inadequate technological support represent major barriers for adoption of technologically supported ICC. In fact, it is acknowledged that the takeoff of digital health tools to support ICC is progressing rather slowly. Also, regulatory aspects are still a concern [22-24] to achieve a proper balance between preservation of individual privacy and the need for health data sharing [25], as well as the increasing demand for health data analytics.

**The Conceptual Framework**

The Sustainable integrated care modeLs for multimorbidity: delivery, Financing, and performance (SELFIE) Horizon 2020 project [26] aims to produce evidence and applicable policy advice on ICC programs for people with multimorbidity. Within the project aims, the SELFIE conceptual framework [27] was developed. It comprises 6 core components of integrated care systems adapted from the World Health Organization, namely: (1) Service delivery, (2) Leadership and governance, (3) Workforce, (4) Financing, (5) Technologies and medical products, and (6) Information and research.

This paper focuses on 2 elements out of the 6 components of the SELFIE conceptual framework [27], which refer to the enabling role of digital health tools (Technologies and medical products) and assessment of ICC programs (Information and research). For each of these 2 components, the 3 levels of the SELFIE conceptual framework (micro, meso, and macro) were taken into account. The micro level is where the individual with multimorbidity interacts with care professionals and informal caregivers. The meso level relates to the organizational level and the institutional setup of providers. Finally, the macro level includes legislations, governance, policies, and system-wide changes at the national and international level.

For Technologies and medical products, the SELFIE framework stresses the need for digital health tools to be widely available and user-friendly to provide robust support to the care processes. At a micro level, the use of technology (eg, electronic medical records (EMR) and patient portals) can be a facilitator of collaborative care if tailored to the needs of the patient with multimorbidity. At a meso level, a shared information system (eg, EMR including shared care plans) among multiple providers and care settings can greatly facilitate communication, person-centeredness, personalized care, and care co-ordination. Finally, at a macro level, nationwide and international policies that foster technological development and innovation most likely would benefit from both implementation and continuous assessment of ICC programs for multimorbidity.

For Information and research, the project stresses the successful use of collected data from digital health tools for a 3-fold objective, namely: (1) Population health management; (2) Enhanced subject-specific health care delivery; and (3) Comprehensive assessment of ICC programs. At a micro level, currently collected individual-level data (eg, patient journey record) can effectively be used in the care process for individual...
risk prediction. At a meso level, shared information systems may further be used for service selection both at individual and group level (eg, triage systems and clinical predictive modelling) to strengthen the evidence base of complex integrated care interventions, as well as to develop indicators particularly relevant for the care of patients with multimorbidity. Alongside data ownership at a meso level, privacy and data protection legislation is an important consideration at macro level.

Aims

It is well accepted that the existence of an important gap between the way in which the role of digital tools is understood and the effective uptake of digital transformation by the different stakeholders in the health care systems at European level. To enable the real implementation and scale-up of the digital health tools with all their potential, we undertook this overarching analysis. Our study aims to synthesize the experiences, views, and opinions (including barriers and enabling factors) of the stakeholders and their impact on the care process, as well as the role and desirable future developments of digital health tools, to foster transformation of health care systems toward sustainability by enhancing management of patients with multimorbidity. A second aim is to characterize the different programs with respect to maturity of their supporting digital health tools and the level of assessment of the ICC program.

Here, we present the results of an overarching analysis of the Thick Descriptions [28] of 17 promising ICC programs selected by the SELFIE project across 8 European countries: Austria, Croatia, Germany, Hungary, the Netherlands, Norway, Spain, and the United Kingdom. Within the overarching analysis, we focus on the different aspects of implementation of digital health tools supporting services and facilitating assessment strategies. This will lead to future directions defining how digital support can contribute to scale-up and evaluation of integrated care services. These services should focus on patient-centered health care provision with dynamic evaluation of technology-enabled integrated care programs, without compromising patient privacy.

Methods

Study Design

To select the 17 ICC programs, each country participating in the SELFIE project [29] applied a search strategy using the findings from an international scoping review, national publications on previous and on-going programs and projects, and consultation with national experts and networks. Details on the process of selection of the programs, as well as the list of the 17 selected programs per country, are reported in Multimedia Appendix 1. The 17 programs were grouped into 4 categories: (1) population health management programs (n=5); (2) frail elderly programs (n=6); (3) programs for individuals at the end-of-life and oncology patients (n=3); and (4) programs for vulnerable individuals who face problems in multiple life domains, like health, housing, and financial problems (n=3).

Procedure and Data Collection

The Thick Description, a qualitative empirical research method, was used in SELFIE to gain a deep understanding of the ICC programs from the different stakeholders’ point of view [28,30]. The method undertaken included two different approaches: (1) Study of a variety of documents about each of the 17 ICC programs (ie, official and contractual documents, documents related to past evaluations, and factsheets from each ICC); and (2) interviews conducted with all relevant stakeholders (ie, program managers, initiators, representative of sponsor or payer organizations, health care professionals, informal caregivers, and patients or patient representatives). As described earlier, we concentrate on the two information technology-related dimensions in this paper.

Each partner-country interviewers underwent specific training on how to conduct and analyze the semistructured interviews to ensure uniform procedures. A total of 233 stakeholders were interviewed from November 2014 to September 2016 (see Multimedia Appendix 2 for more detailed information on stakeholder composition per country). The interviews were audio recorded and transcribed verbatim from the audio file by either the interviewer or an independent research transcription. The resulting transcripts were analyzed by members of the local SELFIE teams using Mayring qualitative content analysis [31]. The quotations which were used in the thick descriptions were edited into readable forms and translated into English. The transcripts were not returned to participants for correction.

When writing this manuscript, we adhered to the COnsolidated criteria for REporting Qualitative research [32]. All information retrieved from the document analysis (including the stakeholders’ interviews) was processed according to the country-specific ethics statement listed under the subheading: Ethics Approval and Consent to Participate. The Thick Descriptions of the 17 ICC programs studied can be found on the SELFIE website [33].

Overarching Analysis

The first author did a thematic analysis [34] on the Thick Descriptions of the 2 components of the SELFIE conceptual framework referring to the enabling role of digital health tools (Technologies and medical products) and assessment strategies of the ICC programs (Information and research). He then discussed findings with all other coauthors. For each of these 2 components, this secondary analysis of the Thick Descriptions considered the 3 levels of the SELFIE conceptual framework: micro, meso, and macro. As detailed in Table 1, a 3-level grading system (+ to ++++) was developed and used, under the criteria of the coauthors (JR and IC), to score maturity of the 17 ICC programs for each of the 2 components assessed in this research. Finally, the maturity of each of the 2 components of the SELFIE conceptual framework is summarized as the average of the maturity at micro, meso, and macro level.
Table 1. Summary of the maturity grading criteria at micro, meso, and macro level for technologies and medical products and for information and research.

<table>
<thead>
<tr>
<th>Component</th>
<th>Grading</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technologies and medical products</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Digital health tools (micro)</strong></td>
<td></td>
</tr>
<tr>
<td>Electronic medical records—EMR</td>
<td>+</td>
</tr>
<tr>
<td>Personal health records at program level</td>
<td>++</td>
</tr>
<tr>
<td>Personal health records at regional level</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Organizational interoperability (meso)</strong></td>
<td></td>
</tr>
<tr>
<td>Health information exchange</td>
<td>+</td>
</tr>
<tr>
<td>Shared EMR&lt;sup&gt;a&lt;/sup&gt;</td>
<td>++</td>
</tr>
<tr>
<td>Shared case management systems&lt;sup&gt;b&lt;/sup&gt;</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Digital transformation policies (macro)</strong></td>
<td></td>
</tr>
<tr>
<td>Only addressing EMR</td>
<td>+</td>
</tr>
<tr>
<td>Several initiatives at program level</td>
<td>++</td>
</tr>
<tr>
<td>National and regional strategic plans</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Information and research</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Evaluation strategies (micro)</strong></td>
<td></td>
</tr>
<tr>
<td>Planned evaluation</td>
<td>+</td>
</tr>
<tr>
<td>Partial assessment</td>
<td>++</td>
</tr>
<tr>
<td>Full assessment with published papers</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Risk assessment (meso)</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical knowledge or rule-based</td>
<td>+</td>
</tr>
<tr>
<td>Clinical predictive modelling tools</td>
<td>++</td>
</tr>
<tr>
<td>Multilevel predictive modelling tools&lt;sup&gt;c&lt;/sup&gt;</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Research and innovation policies (macro)</strong></td>
<td></td>
</tr>
<tr>
<td>Incipient initiatives</td>
<td>+</td>
</tr>
<tr>
<td>Consolidated programs</td>
<td>++</td>
</tr>
<tr>
<td>Strong co-ordination with EU&lt;sup&gt;d&lt;/sup&gt;programs</td>
<td>+++</td>
</tr>
</tbody>
</table>

<sup>a</sup>Shared electronic medical records among health care providers.

<sup>b</sup>Shared case management systems among health care providers to support integrated care pathways.

<sup>c</sup>Predictive modelling tools that combine information from various data sources, for example, clinical, population-based, biological, and patient-reported.

<sup>d</sup>EU: European Union.

**Ethics Approval and Consent to Participate**

Letters of Medical Ethics Approval of study protocols, questionnaires, and informed consent forms were sent and approved by the European Commission as a Deliverable of the SELFIE project.

- Austria: Letter from Institute for Advanced Studies (IHS) declaring that ethical approval is not necessary for the evaluation of the two Austrian Integrated Care programs, October 3, 2017.
- Croata: Statement from the Agency for Quality and Accreditation in Health Care and Social Welfare declaring that the two evaluation studies are not within the scope of work of Croatian Central Ethics Committee, August 28, 2017, with reference to Official Gazette No 121/07 and No 25/15.
- Germany, Gesundes Kinzigtal: Letter from the Ethical Committee, Technische Universität Berlin, declaring that the research is ethically acceptable (Ref: ST_02_20170620, August 15, 2017).
- Germany, Casaplus: Letter from the Ethical Committee, Technische Universität Berlin, declaring that the research is ethically acceptable (Ref: ST_01_20170428, August 4, 2017).
- Hungary, OnkoNetwork: The research plan has been authorized under approval No IG/03092–000/2016 by the Director General of Moritz Kaposi General Hospital, based on the positive opinion of the Institutional Research Committee and the responsible person of the Hospital for data protection. The Institutional Ethics Committee of the hospital double-checked
the research and publication plan and confirmed that no ethical concerns were emerging related to this research and to the publication of findings (October 10, 2018, Ref: IHEB_IG_04125-000_2018).

Hungary, Palliative Care Consult Service: Letter from the Medical Research Council (Tudomanyos es Kutatassetikai Bizottsag, ETT TUKEB) declaring that the research is granted with Professional-Ethical Approval (Ref: 18632–4/2017/EKU, 24–4-2017).

The Netherlands, Proactive Primary Care Approach for Frail Elderly (U-PROFIT): Letter from the Medical Ethical Committee (MEC) Erasmus Medical Center Rotterdam declaring that the research is exempt from the Medical Research Involving Human Subjects Act (Dutch acronym: WMO; Ref: MEC-2017-402, July 25, 2017).

The Netherlands, Care Chain Frail Elderly (CCFE): Letter from the Medical Ethical Committee (MEC) Erasmus Medical Center Rotterdam declaring that the research is exempt from the Medical Research Involving Human Subjects Act (Dutch acronym: WMO; Ref: MEC-2014.558, December 18, 2014).

The Netherlands, Better Together in Amsterdam North (BSIN): Letter from the Medical Ethical Committee (MEC) of the Free University Medical Centre declaring that the research is exempt from the Medical Research Involving Human Subjects Act (Dutch acronym: WMO; Ref: MEC-2017-121, March 10, 2017).

Norway, Learning Network for Whole, Co-ordinated and Safe Pathways: Letter from the Regional Committees for Medical and Health Research Ethics-West (Komitè for medisinsk og helsefaglig forskningsetikk -REK vest) declaring that the research is ethically approved (Ref: 2017/632/REK vest, March 28, 2017).

Norway, Medically Assisted Rehabilitation Bergen: Letter from The Regional Committees for Medical and Health Research Ethics-West (Komitè for medisinsk og helsefaglig forskningsetikk -REK vest) declaring that the research is ethically approved (2017/944/REK vest, June 21, 2017).

Spain, Barcelona-Esquerra (AISBE): Letter from Clinic Research Ethical Committee (Comité Étic d’Investigació Clínica—CEIC) of the Clinic Hospital of Barcelona (Ref: CIF-G-08431173, Reg. HCB 2017/0451, June 14, 2017).

Spain, Badalona Serveis Assistencials (BSA): Letter from Clinic Research Ethical Committee (Comité Étic d’Investigació Clínica—CEIC) of the Clinic Hospital of Barcelona (Ref: CIF-G-08431173, Reg. HCB 2017/0453, June 14, 2017).

United Kingdom: Approval was granted by the National Health Service (NHS) Health Research Authority Research Ethics Committee (SELFIE REF: 16/WM/0295; CLASSIC REF: 14/NW/0206, June 23, 2016).

All participants provided written informed consent before participation.

Results

Overview

Multimedia Appendix 3 provides a high-level description of results for the 2 components of the SELFIE conceptual framework considered in this study. In this table, main features of each ICC program (third and fourth columns) are provided per type of ICC program (first column) and country (second column). Extended results for the 17 ICC programs are reported in the text below. As a summary of the results, Table 2 displays an average of the 3-level maturity grading criteria stated in Table 1 for each of the 17 ICC programs, according to the micro, meso, and macro levels of the SELFIE conceptual framework.

Technologies and Medical Products

The overarching analysis provided the following valuable insights on the implementation and exploitation of digital health tools to support ICC.

Digital Health Tools (Micro)

All 17 ICC programs have at least partial implementation of EMR and they are planning to enhance implementation of EMR in the future.

However, specific personal health records to enhance patient engagement are not considered in programs like Health Network Tennengau (HNT), Casaplus, OnkoNetwork (ON), Palliative Care Consulting Service (PCSS), Better together in Amsterdam North (BSIN), and Medically Assisted Rehabilitation (MAR).

In such programs, digital information exchange between care provider and patient are either not considered or telephone is still the dominant tool for communications. Nevertheless, the use of personal health records has been key to support various telemonitoring services for patient self-management in programs like in GeroS (eKarton). Likewise, South Somerset Symphony Program (SSSP) and Salford Integrated Care Program (SICP), both from the United Kingdom, stress the role of digital health tools (ie, Patients Know Best) to support telemonitoring, albeit suffering from some implementation problems:

| Tele-dermatology and we’re piloting it [...] the GP will take a photograph and email it and get a decision, they’re not doing suspected cancers obviously, but rashes. Yeah, we’ve done it [IP11_1—SICP] |
| We’ve also got telehealth, that support. So we’ve got patients who are on telehealth in their homes, and each morning, the intensivists review the telehealth and see if there’s any flags, like, if somebody is on [...] I’m trying to think. If somebody is on some sort of medication that they need to, you know, where fluid balance is an issue, if they’ve lost six pounds in weight that might flag some medication change. So they get them to weigh themselves, do their blood pressure, and so on. So, telehealth has been hugely supportive, actually, at keeping patients at home [IP08_2—SSSP] |
Table 2. Average maturity levels of the 17 Integrated Chronic Care programs.

<table>
<thead>
<tr>
<th>Country</th>
<th>Program</th>
<th>Technologies and medical products</th>
<th>Information and research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>HNT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>++</td>
<td>+</td>
</tr>
<tr>
<td>Austria</td>
<td>SMC&lt;sup&gt;b&lt;/sup&gt;</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Germany</td>
<td>Casaplus</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Germany</td>
<td>GK&lt;sup&gt;c&lt;/sup&gt;</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Spain</td>
<td>AISBE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>+++</td>
<td>++</td>
</tr>
<tr>
<td>Spain</td>
<td>BSA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Croatia</td>
<td>GeroS</td>
<td>++</td>
<td>+</td>
</tr>
<tr>
<td>Croatia</td>
<td>PCS&lt;sup&gt;f&lt;/sup&gt;</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Hungary</td>
<td>ON&lt;sup&gt;g&lt;/sup&gt;</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Hungary</td>
<td>PCCS&lt;sup&gt;h&lt;/sup&gt;</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>BSiN&lt;sup&gt;i&lt;/sup&gt;</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>CCFE&lt;sup&gt;j&lt;/sup&gt;</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>U-PROFIT&lt;sup&gt;k&lt;/sup&gt;</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Norway</td>
<td>LN&lt;sup&gt;l&lt;/sup&gt;</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Norway</td>
<td>MAR&lt;sup&gt;m&lt;/sup&gt;</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>SICP&lt;sup&gt;n&lt;/sup&gt;</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>SSSP&lt;sup&gt;o&lt;/sup&gt;</td>
<td>++</td>
<td>+</td>
</tr>
</tbody>
</table>

<sup>a</sup>HNT: Health Network Tennengau.
<sup>b</sup>SMC: Sociomedical Centre Liebenau.
<sup>c</sup>GK: Gesundes Kinzigtal.
<sup>d</sup>AISBE: Area Integral de Salut Barcelona-Esquerra.
<sup>e</sup>BSA: Badalona Serveis Assistencials.
<sup>f</sup>PCS: Palliative Care System.
<sup>g</sup>ON: OnkoNetwork.
<sup>h</sup>PCCS: Palliative Care Consulting Service.
<sup>i</sup>BSiN: Better together in Amsterdam North.
<sup>j</sup>CCFE: Care Chain Frail Elderly.
<sup>k</sup>U-PROFIT: Proactive Primary Care Approach for Frail Elderly.
<sup>l</sup>LN: learning network.
<sup>m</sup>MAR: Medically Assisted Rehabilitation.
<sup>n</sup>SICP: Salford Integrated Care Program.
<sup>o</sup>SSSP: South Somerset Symphony Program.

It is of note that the availability of personal health records at regional level, which is the case with the programs Area Integral de Salut Barcelona-Esquerra (AISBE) and Badalona Serveis Assistencials (BSA) (La Meva Salut) [35], generates additional potential to foster collaborative work at micro level.

**Organizational Interoperability (Meso)**

Most of the programs use secure networks for health information exchange between hospitals and general practitioners, but with a broad spectrum of maturity. For example, the Casaplus program implemented a specific Web-based platform to support regular communication between case managers and nursing professionals only, but not primary care and the hospital. On the other hand, the health information exchange network used in HNT function only 1 way (Hospital to community). A potentially more mature example can be seen in SICP, which has implemented a single patient record accessible to the professionals of the case management multidisciplinary team and the emergency medicine professionals. Their ultimate goal is for the platform to be accessible by primary, secondary, and community care organizations in the Salford area. In a minority of the programs (eg, ON and PCSS), data transfer across various IT platforms of providers are manually performed by program administrators. All in all, most ICC programs indicate the determinant positive role of the existing regional digital health tools for health information exchange across health care tiers,
which facilitates information sharing among heterogeneous providers, as seen in this example from the Proactive Primary Care Approach for Frail Elderly (U-PROFIT) program in the Netherlands:

“We are working with a vulnerable population, frail in general, and it is important for them to avoid going from one place to another and visiting different service providers and collecting different forms […] or duplicate papers because you have to present this paper here and this same paper over there […] I think this is an important progress for the population [IP04_1—U-PROFIT]

A step forward in terms of health and organizational interoperability, the computerization of health and social care records via a shared EMR among health care tiers, is at the heart of some ICC programs, such as the GeroS program. In line with organizational interoperability, the Care Chain Frail Elderly (CCFE) program focuses on structuring care and stimulating communication between all chain partners in primary care at various access levels with one another, thanks to an additional digital health tool (Care2U) that is used on top of the existing information systems to access the individual care plan and exchange information. However, although there has been much effort by the governments of these countries to have a shared EMR in place, this has not yet been fully successful, mostly due to data privacy issues. Last but not least, the AISBE program aims to consolidate a shared case management system [36] on top of the existing regional shared EMR, aiming to support the regional deployment of adaptive case management processes.

Digital Transformation Policies (Macro)

As all 17 ICC programs have at least partial implementation of EMR, all national and regional policies aim to expand the implementation of EMR in the future. However, in most program countries, the use and scope of digital health tools depends on several initiatives at program level, which serve as pilot sites for the nation and region wide rollout of digital health tools. This is the case, for example, in the Austrian programs (HNT and Sociomedical Centre Liebenau [SMC]), which are part of the electronic health files, the most comprehensive eHealth initiative in Austria. Our research has only been able to identify national and regional strategic plans for deployment of eHealth in Croatia, Spain, Hungary, the Netherlands, Norway, and the United Kingdom. The largest digital transformation policy being the Whole System Demonstrator pilots in the United Kingdom, which is a strategy proposed by the Department of Health in England to focus on health and social care for people with long-term needs, emphasizing the use of advanced assistive technologies including telehealth and telecare. It has demonstrated a slight reduction in mortality and emergency admission rates but was not demonstrated to be more cost effective than usual care [37,38].

Under the auspices of the Norwegian Directorate of Health, a Care Journal has been recently established for all citizens (voluntary); this is an electronic tool comprising selected and important health data that are accessible for the citizen and health personnel for the whole health care sector in Norway (including the 2 programs analyzed in this paper). Another example is the Catalan Health Plan [39], which prioritizes the improvement and transformation of the health system and health care organization through the intensive introduction of emerging digital health technologies.

Information and Research

As summarized in the Multimedia Appendix 3, the overarching analysis provided the following valuable insights on the assessment strategies of the 17 technology-enabled ICC programs.

Evaluation Strategies (Micro)

This research has shown that in some ICC programs, no comprehensive evaluation has been carried out so far (SMC, Palliative Care System, ON, and Learning network), but is planned to be performed. However, most ICC programs have been subject to partial monitoring and/or preliminary evaluation (ie, HNT, GeroS, Palliative Care Consulting Service, CCFE, BSN, MAR, SICP, and SSSP), involving mainly descriptive data analysis over well-defined outcome measures of interest or key performance indicators. Specifically, the SSSP program includes:

- Number of bed days, average length of stay, 30 day readmission, avoidable emergency admissions, precautionary emergency admissions, patients admitted multiple times, excess bed days, avoidable A&E attendances, confidence to my own health, received enough support to help self-managed long-term conditions, have a written care plan, care plan regularly reviewed, patient access to GP and nurse, online services, GP referrals, mental wellbeing, the Warwick-Edinburgh Mental Wellbeing scale, patient activation measure [PAM], patient satisfaction experience, and number of contacts made. [IP03_2—SSSP]

Only some programs report full scientific assessment (ie, Casaplus [40], Gesundes Kinzigtal [41,42], U-PROFIT [43,44], and AISBE [45-47]). These programs have been evaluated using randomized controlled trials as well as pre-post evaluation with propensity score matching methods, following the Triple Aim outcomes [48,49]:

- ...was the number of hospital admissions reduced?
- How did they experience the effects of care (the insured person, the environment, the relatives)? Were the per capita costs reduced? [IP04_1—Casaplus]

Risk Assessment Strategies (Meso)

Patient management purely based on clinical criteria (professional training, knowledge, instinct, and experience) or combined with rules-based clinical management [50] (thresholds for certain parameters defining pre-established decision criteria) constitutes current health professional practice in most ICC programs. In contrast, the regular use of subject-specific predictive modelling tools for clinical decision support (predictive modelling establishing relationships between sets of variables and outcomes generated using statistical or machine learning
the way toward personalized medicine, provided that access to the multilevel data sources is granted. However, most legal frameworks on data privacy of the 17 ICC programs depend on the ongoing implementation of the European Union Data Protection Directive 95/46/EC to make the concept of multilevel predictive modelling operational.

**Research and Innovation Policies (Macro)**

A majority of the 17 ICC programs are part of *incipient research and innovation initiatives* constantly being implemented in practice, both bottom-up and top-down, using several, sometimes consecutive, project-budgets but without sustainable structural funding.

However, Croatian, Dutch, German, Norway, and Spanish programs are aligned with *consolidated research and innovation programs* at state and regional level. For example, the Gesundes Kinzigtal program in Germany has been extensively evaluated in terms of prevalence of multimorbidity, polypharmacy, proportion of generic drugs, prevalence of problematic drug prescriptions, prevalence of fractures among patients diagnosed with osteoporosis, quality of services, and overall health care costs [42]. Another example is the Research Council of Norway, commissioned by the Ministry of Health and Care Services to carry out a research-based evaluation of the Co-ordination Reform. The Research Council has conducted a research program tailored at integrated care from 2012 to 2015.

Furthermore, the *strong co-ordination* of most programs from Norway, the Netherlands, Hungary, Spain, Croatia, and Germany with *different European research and innovation initiatives* under the umbrella of H2020 [55], EIP-AHA [56], EIT Health [57], and/or RIS3 [58], as well as other specific research and innovation actions, should contribute to cross-fertilization among health care, research, and innovation.

**Discussion**

**Principal Findings**

The overarching analysis allowed us to assess the use of digital health tools to support the care process in the 17 ICC programs on the 2 specific aspects analyzed: *Technologies & Medical products* and *Information & Research*. As most of the ICC programs are pilot experiences in terms of nation and region wide rollout of digital health tools, this analysis was useful to learn from them regarding requirements for a successful large-scale implementation elsewhere.

Acknowledging that the 17 ICC programs are highly heterogeneous regarding the use and impact of digital health tools, the main findings are summarized below.

**Electronic Medical Records**

Each program studied shows at least partial implementation of EMR, and all of them have plans in place for a future mature implementation of EMR.

**Personal Health Records**

The use of personal health records to support telemonitoring services for patient self-management is not in place in most ICC programs.

...so we’d looked at some of the higher risk patients that were identified by the Combined Predictive Model and PARS (Patient at Risk Score) exactly the same, I’ve done that before for the unscheduled care, and we looked at that; and what you find is the high risk people that are identified by this risk stratification models that are promoted nationally, is that the only data that’s easy to count is the hospital data, is the Hospital Episode Statistics of your hospital episodic statistics and stuff.

[IP02_1—SICP]

Similarly, Casaplus uses a clinical predictive modelling tool to identify patients in high risk for hospital admissions within the next 12 months.

The use of clinical predictive modelling tools for *population-based risk assessment* is only reported in BSA and AISBE (Catalonia, ES). Since 2011, the Catalan Health Surveillance system collects detailed information on health care usage for the entire population of Catalonia [54], the region in which AISBE and BSA operate. It includes information on hospitalization, primary care visits, emergency department visits, skilled nursing facilities, palliative care and the mental health services, information on pharmacy prescription and expenditure, and a registry on the billing record also encompassing outpatient visits to specialists, home hospitalization, medical transportation (urgent and nonurgent), ambulatory rehabilitation, respiratory therapies, and dialysis. This information is used for provider payment purposes. Also, external audits are performed periodically to ensure the quality and reliability of the data. The Catalan Health Surveillance System is used to update, on a 6-month basis, the regional population-based health risk assessment tool, (the Adjusted Morbidity Groups) that generates the health risk strata pyramid of the general population of Catalonia [13,14].

Furthermore, AISBE is adopting a holistic approach that fosters inclusion of covariates from multilevel data sources, namely *Multilevel Predictive Modelling*: (1) clinical, (2) informal care; (3) biological research; and (4) outcomes from population-health risk predictive modelling (eg, the Adjusted Morbidity Groups), resulting in enhanced patient-based stratification and optimization of service selection. This approach aims to pave...
programs, for which telephone is still the dominant means of communication.

**Health Information Exchange Platforms**

Most programs reported on the potential of secure health information exchange across providers to facilitate organizational interoperability for deployment of ICC by facilitating information sharing among heterogeneous providers and avoid generating additional burden of double-registration to health professionals. However, the maturity of implementation is currently rather poor. Moreover, the need for technological tools, on top of health information exchange platforms, supporting collaborative work across health care tiers to foster implementation of shared case management [36,59] was stressed by programs like AISBE.

**Digital Transformation Policies**

The overarching analysis highlighted the lack of well-defined macro-level policies, with effective operational implementation plans, in the health care systems in which most ICC programs operate. Often, the use and scope of digital health tools depends on local or regional initiatives of individual providers involved in the ICC programs.

**Health Data Analytics and Evaluation Strategies**

Most programs systematically collect well-defined outcome measures to feed program-specific evaluation strategies, ranging from descriptive data analysis, comparison of trial and control groups, as well as pre- and postmeasuring. Still, some ICC programs recognize barriers for assessment such as a lack of financing, poor research capacity, concerns on data security, and misuse of data. This study clearly shows the need for formulation of structured and comprehensive evaluation and monitoring strategies for ICC including formulation of key performance indicators extensively shared across countries. Moreover, the Quadruple Aim approach [60,61] (ie, the Triple Aim approach plus the health care professionals experience) should serve to standardize the evaluation across European Union sites.

**Health Risk Assessment**

Just a few of the ICC programs report on the use of clinical predictive modelling tools, and even less ICC programs claim the use of population-based health-risk prediction tools.

**Research and Innovation Policies**

The majority of the 17 ICC programs (either bottom-up or top-down initiatives) are often based on project-specific budgets without well-defined, operational policies and, consequently, without sustainable structural funding. Implementing the above technological innovations frequently requires hardware and software upgrades. The costs of initial rollout and training of staff also need to be considered and weighed against the likely benefits.

We acknowledge some limitation in our study such as the inherent limitations of the methodological approach adopted. Also, as the study conclusions relate only to programs based in Europe, worldwide representativeness of the study results cannot be assumed.

**Comparison With Previous Work and Future Directions**

A recent report by the European Union on Integrated Care maturity [62], including the evaluation of Information and eHealth tools, concluded that the level of maturity in Germany, Denmark, Belgium, Italy, Spain, Greece, Sweden, and Iceland scored higher in comparison to their peers in Estonia, the Netherlands, Poland, and Bulgaria. The most mature countries are Denmark, followed by Spain, Germany, and Iceland at the same level. Finally, Sweden, Belgium, Italy, and Greece were in intermediate level. This is line with our findings, except for the 3 case studies in the Netherlands, which in our study were more mature than Dates et al [62] suggests. It is of note that differences between the study by Dates et al [62] and this study might be explained by using different tools as well as the selection of 3 promising cases in the Netherlands which actually use eHealth tools. The European Union on Integrated Care maturity report applies an interactive tool developed by SIROCCO (Scaling Integrated Care in Context) to assess the maturity of ICC programs on a global level using different aspects (one of them being eHealth); whereas in our study, we explicitly focus on different aspects of digital health tools and assessment strategies solely. Also, the previous report is based on a review of the literature on integrated care policies and strategies, whereas our study adds the point of view from the different stakeholders directly involved in generation and implementation of these policies and strategies.

Integrated care programs for chronic patients involve complex interventions for heterogeneous populations; therefore, proper articulation of digital health tools and the different components of the evaluation process are still unmet needs that markedly hinder comparability and scale-up. The overarching analysis of the 17 ICC programs conducted in this study allowed us to identify the following potential areas for future developments:

**Refinement of assessment methodologies** of large-scale deployment and adoption of ICC programs, likely based on implementation research approaches [63-65], are needed. We understand that assessment should adopt the classical three-dimensional approach including outcomes, processes, and structures [66]. Moreover, usual health outcome variables (ie, mortality, hospital readmissions, etc.) should be ideally expanded [67] considering the Quadruple Aim approach [60,61]. The approach requires the collection of patient-reported outcomes and experience data (PROMS and PREMS) on a regular basis.

The concept of adaptive case management explored in AISBE [36,68] should be made operational. Conventional health information systems rely on the management of clinical episodes with a disease-oriented approach and only very rarely incorporate the required process logics to support continuity of care with a patient-centered approach.

**Dynamic health-risk assessment** taking into consideration both service commissioning (population-based health-risk predictive modelling) and subject-specific service selection involving optimal patient allocation in the health system (individual health-risk predictive modelling supporting decision support) should be addressed to improve outcomes [69-71]. Ultimately,
the application of holistic strategies for subject-specific risk prediction and stratification that incorporates multilevel determinants of health (e.g., socioeconomic, lifestyle, behavioral, clinical, physiological, cellular, and omics information) emerges as a high priority goal to properly pave the way toward personalized medicine for complex chronic patients [72]. Enhanced clinical predictive modelling, personalized diagnostic and treatment tools can contribute to the acceleration of transfer of scientific evidence to practice.

*Development of pragmatic trials that incorporate real-life evidence* from multilevel determinants of health may require implementation strategies, ideally using cloud computing environments, tackling privacy and regulatory constraints [23,72]. Currently, the articulation of the main technical building blocks, that is, multilevel biomedical data integration, tools for clinical predictive modelling in the cloud and High-Performance Computing, as one integrated system is yet a largely unmet potential.

**Conclusions**

This overarching analysis informs the current implementation status of digital health tools for management of multimorbidity in the 17 promising ICC programs selected in SELFIE. Notwithstanding the heterogeneity of the results, most studied programs are progressively evolving their supporting digital health tools from pilot prototypes to full scale-up at regional and national level. However, the majority of programs have not yet undergone full evaluation and assessment strategies. Future directions which can enable of digital transformation are based on innovation at micro and meso level with full support from the macro level. Some strategic areas that can help toward this end are the following: (1) implementation of research strategies; (2) explore an adaptive case management approach; (3) further developments of health risk assessment; and (4) holistic implementation strategies using future, regulatory compliant, cloud computing environments.
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Abstract

Background: Telelactation services connect breastfeeding mothers to remotely located lactation consultants through audio-visual technology and can increase access to professional breastfeeding support in rural areas.

Objective: The objective of this study was to identify maternal characteristics associated with the demand for and use of telelactation and to describe visit characteristics.

Methods: We conducted a descriptive study within the context of a randomized controlled trial. Participant survey data and vendor electronic medical record data were used to assess video call characteristics like timing, duration, topics discussed, and participant satisfaction. Recruitment occurred from 2016-2018 at a rural critical access hospital in Pennsylvania. The 102 women enrolled in the study were given access to unlimited, on-demand video calls with lactation consultants through a mobile phone app and were tracked for 12 weeks following their postpartum hospitalization.

Results: A total of 94 participants out of 102 recruits (92%) participated in the final, 12-week survey assessment were included in the analysis. Of those, 47 (50%) participants reported participating in one or more video calls, and 31 (33%) completed one or more calls that included a substantive discussion of a breastfeeding challenge. Participants who used telelactation (21/31, 68%; \( P=0.02 \)) were more likely to be working at 12 weeks postpartum compared to others (26/63, 41%), were less likely (12/31, 39%; \( P=0.02 \)) to have prior breastfeeding experience on average compared to nonusers (41/63, 65%), and were less likely to have breastfed exclusively (16/31, 52%; \( P<0.001 \)) prior to hospital discharge compared to mothers who didn’t use telelactation services (51/63, 81%). Most video calls (58/83, 70%) occurred during the infant’s first month of life and 41% (34/83) occurred outside of business hours. The most common challenges discussed included: breast pain, soreness, and infection (25/83, 30%), use of nipple shields (21/83, 25%), and latch or positioning (17/83, 24%). Most telelactation users (43/47, 91%) expressed satisfaction with the help received.

Conclusions: Telelactation is an innovation in the delivery of professional breastfeeding support. This research documents both demand for and positive experiences with telelactation in an underserved population.

Trial Registration: ClinicalTrials.gov NCT02870413; https://clinicaltrials.gov/ct2/show/NCT02870413

(J Med Internet Res 2019;21(9):e13967) doi:10.2196/13967
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Introduction

Breastfeeding has multiple benefits for mothers, infants, and society, helping to protect against a variety of short- and long-term health conditions and reducing associated healthcare costs [1-4]. Unfortunately, the majority of women in the United States stop breastfeeding before it is recommended, with only 36% of infants receiving any breastmilk at 12 months of age [5]. There are also significant disparities in breastfeeding rates [6], with rural and low-income mothers less likely to initiate and maintain breastfeeding, thus putting them at greater risk for a range of negative health outcomes [7,8].

One strategy to improve breastfeeding rates, particularly among underserved populations, is to increase access to professional breastfeeding support by International Board-Certified Lactation Consultants (IBCLCs). In fact, the Surgeon General’s Call to Action to Support Breastfeeding identifies increasing access to IBCLCs as a policy priority [9] because research has shown that they improve breastfeeding duration and exclusivity (ie, proportion of breastmilk in an infant’s diet) [10-13]. Although a range of professionals provide breastfeeding support and address breastfeeding complications, IBCLCs are exclusively focused on breastfeeding in contrast to other medical professionals who must balance a range of competing demands during each visit [14,15]. In rural communities, poor access to IBCLCs may contribute to breastfeeding disparities [16-20].

Telelactation is one tool that can be leveraged to increase access to IBCLCs in rural settings [21]. Telelactation services connect breastfeeding mothers to remotely located IBCLCs through audio-visual technology. Several companies, including Medela, Lansinoh, American Well, and Pacify Health, currently offer telelactation video visits to breastfeeding women through their mobile apps [21,22], but the current published literature on this particular form of mobile telelactation is limited to one qualitative study on mothers’ experiences [22]. Furthermore, there is no research on who uses telelactation, or the content, duration, and timing of these visits.

In the context of a pilot randomized controlled trial on telelactation in a rural population, we set out to address this gap in the literature. We aimed to use survey and electronic medical record (EMR) call log data to identify maternal characteristics associated with demand for and use of telelactation, to describe telelactation visit characteristics, and to describe experiences with visits.

Methods

Overview

From October 2016 to May 2018, we recruited rural women into a randomized controlled trial of telelactation. Participants were enrolled during their postpartum hospitalization at a critical access hospital in North-Central Pennsylvania and tracked for 12 weeks following enrollment. The hospital is located in a Health Professional Shortage Area (HPSA) within a county designated as 100% rural by the 2010 United States Census. At the time of the study, it had approximately 200 births per year and did not have any IBCLCs on staff or practicing within 40 miles of the hospital. At the time recruitment began, breastfeeding initiation rates among the hospital’s patients (74%) were below the national average (80%) [23].

Women were eligible to participate if they were >18 years old, had an infant with a gestational age of > 35 weeks, had initiated breastfeeding and planned to continue after hospital discharge, and did not have a condition incompatible with breastfeeding (eg, HIV positive) [24]. Following informed consent, participants were enrolled into one of two study arms: telelactation (intervention) or usual care (control). Participants randomized to the telelactation arm were given an orientation to Pacify Health’s telelactation app by hospital nurses involved in study recruitment. The nurses showed participants how to download the app on their personal device, provided a coupon code for free, unlimited video visits, and helped participants conduct a test call. After this orientation, participants could request unlimited, on demand video calls with IBCLCs through the app. The telelactation app used in the trial was designed for video calls to occur within seconds of visit initiation by the mother. In addition, it is Health Insurance Portability and Accountability Act (HIPAA)–compliant and involves a large network of geographically dispersed IBCLCs available to take video calls 24 hours a day. Participants randomized to the control arm received care as usual (ie, no additional lactation support beyond what is typically received in the hospital and in outpatient settings). These participants were not included in this analysis because our aim was to describe use of, and experiences with, telelactation among those given access to it. Control arm participants did not have access to these services.

Data and Sample

We used two data sources to assess use of and experiences with telelactation: participant survey data and EMR call log data supplied by the telelactation vendor.

Survey Data

We fielded online surveys to all study participants at baseline (enrollment in the hospital) and at 2, 4, and 12 weeks postpartum. All participants received questions on demographics (baseline survey), breastfeeding practices (all surveys), breastfeeding plans (baseline survey), work plans and status (baseline and 12-week surveys), and breastfeeding challenges (2-week and 12-week surveys). However, participants enrolled in the telelactation arm (n=102) received an additional module on experiences with the telelactation app at 2, 4, and 12 weeks. This module included questions on their use of the telelactation app, challenges with using the app, satisfaction with the app, and recommendations for improvement. For this study, we restricted our sample to telelactation arm participants who completed the final 12-week survey (n=94), which represents 92% of the subjects in this arm.

Electronic Medical Record Data

The telelactation vendor provided a log of all the video calls completed by study participants during the study period. For each video call with clinical content (n=83), the vendor supplied patient identification, call duration, date and time of call, and reason for call or issues discussed. We merged the individual-level survey data with the EMR call log data to...
examine how telelactation arm participants who used the app differed from those who did not.

**Measures**

We applied two definitions of telelactation use. First, we defined telelactation use based on vendor EMR data. Any participant with one or more documented video calls that addressed a breastfeeding challenge was classified as a telelactation user for the analyses comparing users to nonusers and characterizing visits. Second, for analyses on satisfaction and experiences with the app, we relied on participants’ self-reported telelactation use. For this measure, participants who reported participating in one or more video calls during the study period in the 12-week survey, including for test or orientation calls that did not specifically address a breastfeeding issue, were classified as telelactation users. We applied the definition based on EMR data for most analyses because it is likely more accurate (ie, not subject to recall bias and social desirability bias) and captures meaningful use of the app. However, we also applied the definition based on participants’ self-reported use in some analyses to represent the perspectives of all participants who engaged with the app in any manner. Furthermore, it is possible that select participants accessed IBCLC support on the app in a way that was not recorded by the vendor (eg, through an account of a healthcare provider involved in the study), and we wanted to capture the experiences of those participants.

We included two measures of participants’ overall assessment of telelactation as reported in the final 12-week survey. First, participants were asked to rate, “How helpful was the help you received through the app?” (very helpful, helpful, neither helpful nor unhelpful, somewhat helpful, or not at all helpful). Second, they were asked to indicate, “How satisfied were you with the help you received through the app?” (very satisfied, satisfied, neither satisfied nor unsatisfied, somewhat satisfied, and not at all satisfied). For both measures, we collapsed the two positive categories (ie, very satisfied and satisfied) and three neutral or negative categories (eg, neither satisfied nor unhelpful, somewhat satisfied, and not at all satisfied) to create binary variables: helpful (yes or no) and satisfied (yes or no). Finally, using vendor data on video call date and time, we constructed a measure of visit timing. All calls that occurred between 6:01 PM-7:59 AM were defined as occurring outside of regular business hours.

**Statistical Approach**

First, we examined whether participants who used telelactation differed from those who did not on multiple, self-reported, sociodemographic characteristics by using Chi-square tests and t tests for categorical and continuous variables, respectively. Second, we assessed telelactation visit characteristics. We calculated sample statistics and two-tailed \( P \) values to determine whether means across groups were statistically different using a \( P \) value of \(< 0.05\). This study was reviewed and approved by the RAND Corporation’s Institutional Review Board (IRB). The recruitment hospital deferred to RAND’s IRB.

**Results**

**Participants’ Use of Telelactation**

Of the 102 women randomized to the telelactation arm within the trial, 94 (92%) completed the final, 12-week survey. Of these, 47 (50%) self-reported participating in one or more video calls during the study period. Using EMR data, we identified 31 (33%) participants who completed one or more calls that included a substantive discussion of a breastfeeding challenge. Among these 31 participants who discussed at least one substantive challenge through the app, 14 (45%) had one call only, 8 (26%) had 2 calls, and 9 (29%) had 3 or more calls.

Among the 94 participants, 68 (72%) reported experiencing one or more breastfeeding challenges during the study period. Of the 26 women who did not report breastfeeding challenges, none of them participated in a substantive discussion about a breastfeeding challenge via the app. As such, the rate of uptake for substantive video calls among women who reported challenges (ie, reported a potential need for lactation support) was 45% (31/68).

In Table 1, we present descriptive statistics on the full sample of participants in the telelactation arm that are also stratified by telelactation user versus nonuser. Overall, the mean age of the maternal participants was 26 years (SD 5) at baseline. In addition, 44 (47%) had a high school degree or less, 45 (48%) had private health insurance during pregnancy, 39 (41%) were first-time mothers and slightly more than half (49/94, 52%) planned to work for pay within 12 months of delivery.
Table 1. Characteristics of telelactation users versus nonusers (N=94).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Nonusers (n=63), n (%)</th>
<th>Telelactation users (n=31), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Maternal sociodemographics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status (married)</td>
<td>33 (52)</td>
<td>17 (55)</td>
<td>.82</td>
</tr>
<tr>
<td>Race (Caucasian)</td>
<td>60 (95)</td>
<td>30 (97)</td>
<td>.73</td>
</tr>
<tr>
<td>High school degree or less</td>
<td>31 (49)</td>
<td>13 (42)</td>
<td>.51</td>
</tr>
<tr>
<td>Smartphone ownership at baseline (yes)</td>
<td>61 (97)</td>
<td>30 (97)</td>
<td>.99</td>
</tr>
<tr>
<td>Private insurance during pregnancy</td>
<td>29 (46)</td>
<td>16 (52)</td>
<td>.62</td>
</tr>
<tr>
<td>Public insurance during pregnancy</td>
<td>31 (49)</td>
<td>14 (45)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>Childbirth and breastfeeding characteristics and plans</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plan to work in baby’s first year (yes)</td>
<td>29 (46)</td>
<td>20 (65)</td>
<td>.09</td>
</tr>
<tr>
<td>Working by 12 weeks</td>
<td>26 (41)</td>
<td>21 (68)</td>
<td>.02</td>
</tr>
<tr>
<td>First time mom (yes)</td>
<td>22 (35)</td>
<td>17 (55)</td>
<td>.07</td>
</tr>
<tr>
<td>Caesarean section delivery</td>
<td>28 (44)</td>
<td>16 (52)</td>
<td>.52</td>
</tr>
<tr>
<td>Baby sex (boy)</td>
<td>39 (62)</td>
<td>17 (55)</td>
<td>.52</td>
</tr>
<tr>
<td>Baby delivered &gt; 37 weeks</td>
<td>54 (86)</td>
<td>27 (87)</td>
<td>.86</td>
</tr>
<tr>
<td>Prior breastfeeding experience (yes)</td>
<td>41 (65)</td>
<td>12 (39)</td>
<td>.02</td>
</tr>
<tr>
<td>Plans to breastfeed exclusively for 12+ weeks</td>
<td>54 (86)</td>
<td>26 (84)</td>
<td>.66</td>
</tr>
<tr>
<td>Breastfed exclusively while in hospital</td>
<td>51 (81)</td>
<td>16 (52)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Maternal health and risk factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking at 12 weeks</td>
<td>12 (19)</td>
<td>6 (19)</td>
<td>.97</td>
</tr>
<tr>
<td>Depression (prepregnancy)</td>
<td>15 (24)</td>
<td>6 (19)</td>
<td>.63</td>
</tr>
<tr>
<td>Anxiety (prepregnancy)</td>
<td>21 (33)</td>
<td>6 (19)</td>
<td>.16</td>
</tr>
<tr>
<td>Obesity (prepregnancy)</td>
<td>5 (8)</td>
<td>4 (13)</td>
<td>.45</td>
</tr>
<tr>
<td>Hypertension (prepregnancy)</td>
<td>7 (11)</td>
<td>1 (3)</td>
<td>.20</td>
</tr>
</tbody>
</table>

Compared to participants who had one or more telelactation video calls that included discussion of a breastfeeding challenge, those who did not engage in calls were similar on most sociodemographic, maternal health, childbirth, and breastfeeding characteristics. However, participants who used telelactation were more likely to be working at 12 weeks postpartum (21/31, 68%; P=.02) compared to mothers who did not use telelactation (26/63, 41%) and less likely to have prior breastfeeding experience (12/31, 39%; P=.02) on average compared to nonusers (41/63, 65%). They were also less likely to have breastfed exclusively prior to discharge from the hospital (16/31, 52%; P<.001) relative to mothers who did not use telelactation (51/63, 81%), as assessed at the baseline survey during the postpartum hospitalization.

Characteristics of Video Calls

According to vendor EMR data, 31 participants in the telelactation arm completed a total of 83 video calls that addressed one or more breastfeeding challenges. Characteristics of these video calls are presented in Table 2. The average video call duration was 7 minutes and 19 seconds (SD 5.5 mins). Most calls (58/83, 70%) occurred during the infant’s first month of life; however, 19% (16/83) of video calls took place nine or more weeks after the infant’s birth. In total, 41% (34/83) of video calls occurred outside of regular business hours (defined as any time between 8 AM and 6 PM, excluding weekends), and 59% (49/83) addressed more than one breastfeeding challenge or concern. The most common challenges discussed on video calls included: breast pain, soreness, and infection (25/83, 30% of calls), use of nipple shields (21/83, 25%), latch or positioning (17/83, 24%), milk supply and production (14/83, 17%), and the use of a breast pump (14/83, 17%).
Table 2. Characteristics of video calls.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age of infant when call occurred</td>
<td></td>
</tr>
<tr>
<td>&lt;7 days</td>
<td>37 (45)</td>
</tr>
<tr>
<td>2-4 Weeks</td>
<td>21 (25)</td>
</tr>
<tr>
<td>5-8 Weeks</td>
<td>11 (13)</td>
</tr>
<tr>
<td>9-12 Weeks</td>
<td>6 (7)</td>
</tr>
<tr>
<td>13+ Weeks</td>
<td>10 (12)</td>
</tr>
<tr>
<td>Time of day of call</td>
<td></td>
</tr>
<tr>
<td>8 AM-12 PM</td>
<td>23 (28)</td>
</tr>
<tr>
<td>12 PM-4 PM</td>
<td>29 (35)</td>
</tr>
<tr>
<td>4 PM-8 PM</td>
<td>22 (27)</td>
</tr>
<tr>
<td>8 PM-8 AM</td>
<td>9 (11)</td>
</tr>
<tr>
<td>During business hours (yes)</td>
<td>49 (59)</td>
</tr>
<tr>
<td>Topics discussed on calls</td>
<td></td>
</tr>
<tr>
<td>Breast pain, soreness, infection</td>
<td>25 (30)</td>
</tr>
<tr>
<td>Use of nipple shields</td>
<td>21 (25)</td>
</tr>
<tr>
<td>Latch or positioning</td>
<td>17 (24)</td>
</tr>
<tr>
<td>Milk supply and production</td>
<td>14 (17)</td>
</tr>
<tr>
<td>Breast pump use</td>
<td>14 (17)</td>
</tr>
<tr>
<td>Infant condition or health</td>
<td>13 (16)</td>
</tr>
<tr>
<td>Infant weight or whether getting enough milk</td>
<td>10 (12)</td>
</tr>
<tr>
<td>Mother’s return to work</td>
<td>9 (11)</td>
</tr>
<tr>
<td>Mother’s illness or medications interacting with breastfeeding</td>
<td>8 (10)</td>
</tr>
<tr>
<td>Mother’s dietary restrictions</td>
<td>7 (8)</td>
</tr>
<tr>
<td>Infant uninterested in eating</td>
<td>4 (5)</td>
</tr>
</tbody>
</table>

Experiences With and Attitudes About Telelactation Among Self-Reported Telelactation Users

According to survey data from the final 12-week assessment, 47/94 (50%) of participants who were given access to telelactation did not participate in any video calls. Leading reasons for not participating in any video calls for breastfeeding support during the study included: not experiencing any breastfeeding problems (26% of nonusers), not being comfortable with video calls (11%), no longer breastfeeding or stopped breastfeeding during the study (8%) and being too busy (7%).

At the 12-week assessment, the majority of telelactation users indicated that the breastfeeding assistance they received via the app was helpful (41/47, 87%) and expressed satisfaction with the help received (43/47, 91%). Of the 47 telelactation users, 9 (19%) had one or more recommendations for improving the app. Of these participants, four suggested that the app should allow mothers to text with IBCLCs and two users requested an option to do audio only calls. Each of the following recommendations was offered by one user, who suggested that the app should allow users: 1) to request a particular IBCLC; 2) to connect to breastfeeding peers; 3) to access blogs and other written resources on breastfeeding; or 4) to automatically schedule monthly calls that the mother does not need to initiate.

Over the course of the study, 10 participants reported attempting to use the app without success. We included these participants along with self-reported telelactation users (n=57) to identify any technical difficulties encountered in requesting or participating in video calls. A total of three participants (7%) reported difficulties in finding or connecting to wireless internet. No other technical problems (eg, dropped calls, poor sound quality, long wait for IBCLCs) were identified by more than one participant. Of all the participants, 36/47 (78%) did not report experiencing any technical difficulties.

Discussion

This study revealed relatively robust demand for telelactation, particularly in the first weeks after delivery, and user satisfaction with telelactation services. Video calls tended to be much shorter in duration (7 minutes on average) than a scheduled, in-person visit with an IBCLC. Also, video calls often took place outside of business hours, suggesting that participants were taking advantage of the scheduling flexibility supported by this delivery model. Telelactation users were relatively similar to nonusers;
however, users were less likely to be breastfeeding exclusively prior to discharge from the hospital and also less likely to have prior breastfeeding experience. These findings suggest that telelactation services may be particularly attractive to mothers who lack the confidence and skills that come with prior breastfeeding experience as well as those experiencing early difficulties at the time of initiation.

Forty-five percent of participants with self-reported breastfeeding challenges and 31% of all eligible participants requested and participated in substantive telelactation visits that addressed breastfeeding issues. In addition, 50% reported engaged with the app in some manner. This rate of uptake is dramatically higher than observed for other telehealth interventions offered to a population, and for telephone-based breastfeeding support (uptake rate of 0.5-24%) [25-28]. We attribute the relatively high demand for telelactation in the context of this study to several factors. First, according to baseline survey data on breastfeeding plans, the population of mothers that participated in the trial were committed to long duration, exclusive breastfeeding, and relatedly, to overcoming any challenges that arose. This was the case in part because women who did not intend to breastfeed following hospital discharge were excluded from the trial. At the time of enrollment, 84% (26/31) of telelactation arm participants indicated that they planned to breastfeed exclusively for 12 or more weeks, as compared to 57% of pregnant women nationally who reported plans to breastfeed exclusively for the first few weeks [29]. Second, telelactation services were introduced to potential users by trusted healthcare providers (ie, nurses caring for participants in person during the postpartum hospitalization), and participants were given an orientation to the app at the time of enrollment that often included a test call.

While we could not identify any research that describes the content of telelactation visits via personal devices, numerous studies both within and outside of the United States have assessed telephone breastfeeding support visits [30-35]. The top three issues discussed in video calls in this study included: breast pain, soreness, or infection, use of nipple shields, and latch or positioning. No prior analyses of telephone visits identified nipple shield use as a common topic, however, main reasons for visits seemed to vary depending on the patient population. For example, common issues discussed by 908 callers to a helpline in the United Kingdom included difficulties with positioning and concerns about inadequate milk supply [30]. In contrast, common issues identified in an analysis of 1969 calls to an inner-city hospital breastfeeding support line in the United States included questions about obtaining and using a breast pump, and breast issues [31]. Numerous questions about nipple shields in this study may reflect the local practices of healthcare professionals at the recruitment hospital during the postpartum hospitalization.

This work builds upon our prior qualitative work that showed that telelactation is acceptable and feasible for rural mothers. While select participants in both analyses recommended the addition of audio only and text message visit options, one participant in the current analysis also indicated a desire for regularly scheduled video calls that the breastfeeding mother did not have to initiate. At this point, this form of telelactation requires the mother to identify and seek help for a breastfeeding issue. Prior research has differentiated between proactive (prescheduled at regular intervals) and reactive (as demanded by the mother) breastfeeding support and suggested that proactive support can lead to greater engagement and impact [36]. Future telelactation models can consider how best to deliver services that are responsive to urgent needs but also require less activation from mothers who could benefit from professional advice.

The primary limitation of this study is that we recruited participants at one study site that serves a population of rural, predominantly Caucasian mothers in Pennsylvania. As such, it is unclear how patterns of telelactation use may differ in other communities with different breastfeeding support services. Nonetheless, the study was conducted in the context of a randomized controlled trial and is the first of its kind to use quantitative methods to explore use of and experiences with telelactation.

Telelactation is an innovation in the delivery of professional breastfeeding support. Although our study focused on a rural population, these services may increase convenience and reduce costs associated with seeking in-person breastfeeding support in urban settings as well. Although additional research should document the impacts of these services on breastfeeding outcomes and healthcare costs within more diverse populations, this research documents demand for and positive experiences with telelactation in an underserved population.
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Abstract

Background: The rapid development of genetic and genomic technologies, such as next-generation sequencing and genome editing, has made disease treatment much more precise and effective. The technologies’ value can only be realized by the aggregation and analysis of people’s genomic and health data. However, the collection and sharing of genomic data has many obstacles, including low data quality, information islands, tampering distortions, missing records, leaking of private data, and gray data transactions.

Objective: This study aimed to prove that emerging blockchain technology provides a solution for the protection and management of sensitive personal genomic data because of its decentralization, traceability, encryption algorithms, and antitampering features.

Methods: This paper describes the case of a blockchain-based genomic big data platform, LifeCODE.ai, to illustrate the means by which blockchain enables the storage and management of genomic data from the perspectives of data ownership, data sharing, and data security.

Results: Blockchain opens up new avenues for dealing with data ownership, data sharing, and data security issues in genomic big data platforms and realizes the psychological empowerment of individuals in the platform.

Conclusions: The blockchain platform provides new possibilities for the management and security of genetic data and can help realize the psychological empowerment of individuals in the process, and consequently, the effects of data self-governance, incentive-sharing, and security improvement can be achieved. However, there are still some problems in the blockchain that have not been solved, and which require continuous in-depth research and innovation in the future.

(KEYWORDS
genomics big data platform; blockchain; data ownership; data sharing; data security; digital health

Introduction

Background

The rapid development of next-generation sequencing and genome editing has dramatically reduced the cost of single genome-wide testing. This technology has facilitated the global adoption and wide application of gene sequencing, a technique that once existed only in cutting-edge research laboratories, in medical and health care institutions such as hospitals and clinics around the world. Its rise reflects the increasing interest among both researchers and practitioners in the interdependence between gene data analysis and medical treatment. Moreover, it has been demonstrated that gene sequencing has many applications, such as enhancing chronic disease prediction, new drug development, and precision medicine [1-4].

Despite the benefits of gene sequencing, the storage, transmission, and management of genomic big data in a secure fashion presents a great challenge. This is a critical issue for
the development of gene sequencing and has thus been of interest to both researchers and practitioners. To address this issue, an increasing number of companies and institutions are using advanced computational tools, including big data analysis and cloud computing, to construct genomics big data platforms to integrate personal genomics data [5,6]. These platforms offer support services to a variety of user groups (eg, patients, medical institutions, and insurance companies) in domains such as data archiving, computational analysis, knowledge search, management authorization, and association visualization, and they have been leveraged for chronic disease prediction, new drug research and development (R&D), and precision medicine [7].

**Challenges of Genomics Big Data Platforms**

The core function of genomics big data platforms is to collect personal genetic data for application and sharing. However, the collection and sharing of genetic data is often challenged by problems such as low data quality, information islands, tampering distortions, missing records, leaking of individual privacy, and gray data transactions. The key challenges that hinder the development of genomics big data platforms can be classified into 3 facets: data ownership, data sharing mechanisms, and data security [8-11].

**Unclear Ownership of Data**

It is difficult to define data ownership due to its replicability and virtual nature. As no laws or regulations provide detailed guidelines, the ownership of personal health data remains controversial, and various stakeholders have different opinions on data ownership issues, especially in China. It is thus imperative to correctly determine the ownership of medical data.

**Insufficient Data Sharing**

Data can produce value with interoperability and sharing, and data analysis is an important way to promote the development of health care and medicine [12]. However, personal data owners are reluctant to share genomic data without effective sharing incentives and without a clear value exchange [13,14]. As a result, the benign self-running sharing mechanism design of the data platform has great importance.

**Privacy Leakage and Insecurity**

Human DNA contains extremely sensitive and private information [15], so individuals’ privacy may be jeopardized when genomic and medical data are spread or shared. Health data have traditionally been shared by a single organization in a centralized fashion, but the data may be taken without the users’ consent for unintended purposes, resulting in a threat to the data owners [16,17]. Hence, privacy protection and security are fundamental to the collection and application of genomic big data.

**Application of Blockchain**

Blockchain is an emerging technology that has attracted increasing attention from both researchers and practitioners. Briefly, a blockchain is a publicly distributed ledger that seals blocks with timestamps and encrypted hash links in a secure and immutable manner [18,19]. It enables transaction processes without the need for a trusted third party because of its traceability, smart contracts, resistance to tampering, decentralization, and encryption algorithm [20]. First, a blockchain uses timestamp technology to achieve data traceability and verifiability, which means that it offers a secure and transparent method to track the ownership of assets before, during, and after any transaction [21]. Second, the open-source sharing protocol built into blockchain enables simultaneous data logging and storage by all participants, which ensures that the details of the recorded transactions cannot be retroactively changed without the full agreement of the network [22,23]. Finally, a blockchain’s architecture and governance are decentralized, which makes it highly fault-tolerant and resistant to attacks and collusion. Moreover, a blockchain can protect users’ privacy with the use of cryptographic hash functions and asymmetric encryption to enable users to encrypt data with their own private key [24-26].

As such, a blockchain provides a new method of solving the problems encountered in the construction of genomics big data platforms. Specifically, it can empower a genomics big data platform in at least 3 ways.

**Traceability Empowers Data Ownership**

Traceability is the ability to verify an item’s history, location, or application by means of documented recorded identification [27]. Blockchain uses timestamp technology to make data traceable and verifiable, so it completely records the entire process from data generation to final storage [28]. Thus, each piece of data on the blockchain can be determined to be owned by the individual data producer at the time of generation, and this data ownership is verifiable based on the record.

**Antitampering and Smart Contracts Empower Data Sharing**

A smart contract contains a set of rules that help the parties to the smart contract interact automatically [29]. No record on the blockchain can be tampered with by any individual node [29]. The smart contract code facilitates, verifies, and enforces the negotiation or performance of an agreement or transaction, and the antitampering feature helps implement access and protect the data’s originality, thus ensuring the operation of smart contracts [30-32]. Therefore, the application of these 2 characteristics of blockchain can improve the data sharing mechanism, which then stimulates the platform’s participants to share data for extrinsic benefits.

**Decentralization and Encryption Algorithms Empower Data Security and Privacy Protection**

Decentralized storage helps to reduce security risks, increase trust, and manage data [33]. An encryption algorithm is a component for electronic data transport security. The blockchain encryption algorithm encrypts the data and strongly guarantees data security and privacy [34]. For example, Sun et al [35] proposed the use of blockchain technology to protect intellectual property and data security and privacy in internet education.

**Objective and Research Questions**

The research on blockchain in the field of health care focuses primarily on technical aspects such as the algorithm model,
feasible solutions, and structural design. For example, Yue et al. [36] designed an app architecture that enables patients to own, control, and share their data easily and securely without violating their privacy by using blockchain-based platform. Zhang et al. [37] implemented a blockchain-based decentralized app (DApp) to address interoperability challenges in smart health care. On the basis of blockchain developed for telecare medical information systems, Ji et al. [38] proposed a novel blockchain-based multilevel privacy-preserving location-sharing scheme to realize location sharing while preserving privacy. Few studies, however, have focused on revealing how to apply blockchain technology to empower genetic engineering. With this motivation, this study aims to address the following research question:

**RQ: How does blockchain technology empower the storage and management of genomics data in a genomics big data platform?**

To answer this question, we report a case study of a blockchain-based genomics big data platform in China, LifeCODE.ai, to explore the effectiveness of blockchain in the management and security of personal genomic data.

**Methods**

**Case Study Method**

To address the proposed research question, we used case study as the research method because of the following reasons. First, the application of a blockchain platform to manage and secure personal genomic data is a complicated process, the adoption process concerns the *how* question, and the case study method is suitable for a process-based analysis [39]. In addition, the case study research method has a practical nature and can increase the effectiveness of the evidence [40]. Finally, the case study method has a strong descriptive nature, conveys a clear analysis of events and a strong sense of reality, and is easily understood by readers [41-43].

Given the research question, the selection of a case was subject to certain conditions. First, the case organization needed to be a business in biomedical health care and/or medicine. Second, the case organization was required to apply a blockchain platform to address genetic data management and security issues. Third, the case organization had to be willing to accept repeated surveys.

On the basis of these conditions, we selected LifeCODE.ai, a genomics big data platform based on blockchain technology, as the object of this study. LifeCODE.ai was first released at the TechCrunch International Innovation Summit 2018. It uses a decentralized consensus approach to construct a blockchain platform to aggregate distributed health data. With the ultimate goal of improving overall health outcomes via genomics research, LifeCODE.ai comprises a secure, decentralized, and visible personal health data center that removes the boundaries of health information between hospitals, pharmaceutical R&D institutions, doctors, patients, and individuals. At the same time, LifeCODE.ai released to individual users the blockchain-based DApp, Laiyin Health, which also applies blockchain for data self-governance implementation, token mechanism design, and encryption algorithm application. Figure 1 shows the interfacial design of this DApp. Unlike traditional apps whose backend code is run on centralized servers, the backend code of a DApp is run on a decentralized peer-to-peer network [44]. LifeCODE.ai is available on the official website [45].

On-site data were then collected via 2 interviews of the company that developed and manages LifeCODE.ai, its departmental managers were interviewed, and the operation of LifeCODE.ai and the application of blockchain in 2018 were discussed. The interviewees included corporate executives and department managers at LifeCODE.ai, and each interview lasted approximately 60 to 120 min. Each interview was digitally recorded and transcribed. At the same time, we systematically collected secondary data about this platform from a variety of sources, including newspapers, magazines, books, and the internet.
Features and Services
LifeCODE.ai and its synchronous online client DApp apply blockchain technology in an innovative manner to establish the legality and effectiveness of large-scale health data collection while protecting user privacy and creating data interaction value. As such, they truly realize the propertization and assetization of large health data. The main features of LifeCODE.ai are as follows:

- It ensures that health data are owned only by the individuals who upload their own health data and can never be changed without the owner’s acknowledgment.
- It establishes a trading mechanism for data exchange via tokens; these tokens are issued by the LifeCODE Databank, which was designed in accordance with Ethereum’s ERC-20 protocol, with a maximum issuance of 3,000,000,000 pieces. Medical and health institutions that wish to use health data must obtain the owners’ consent and pay a certain fee (ie, tokens) to buy the data. This positive mechanism can greatly encourage users to share their health data.
- The health data in LifeCODE.ai are stored on decentralized distributed nodes. All data and data transactions in the blockchain network are encrypted and traceable. The LifeCODE.ai platform also has a unique encryption algorithm and consensus mechanism that enable the resistance to tampering and traceability of health data, thus guaranteeing the privacy of the users’ health data.

LifeCODE.ai advocates blockchain as a service, which makes the use of blockchain as easy as surfing the internet. LifeCODE.ai mainly provides the following 3 product services:

- Smart contracts: It decouples decentralized smart contracts based on blockchain technology.
- Bookkeeping function: It uses distributed bookkeeping to address the lack of trust. Without a central organization, all parties have the same book to ensure that an open and transparent transaction process.
- Computational processing functions: It coordinates platform resources, processes gene sequencing data, and enables the data to be used.

Platform Architecture
LifeCODE.ai integrates genomic data and phenotypic health data with the highest level of data quality and privacy to create a platform for data exchange, interoperability, and a wide range of services for all participants. The platform’s architecture is roughly composed of 4 layers (as shown in Figure 2): an infrastructure layer, a data layer, a blockchain layer, and an interface layer. The interface layer contains the application programming interface (API) and related business services for customers. The blockchain layer forms the platform’s core. In addition to traceability, antitampering, decentralization, smart contracts, and encryption algorithms, it also has a key management mechanism and a CAM-brain Engine. The data layer includes searchable encryption and trusted data storage that provide further protection for data security. The infrastructure layer contains basic services, among others, and a security module that comprises a network of access control, basic security service, and so forth. The blockchain layer, data layer, and infrastructure layer are used together to execute secure storage, complex algorithms, and other functions at the back end, thus providing stable services in the interface layer at the front end.

Figure 2. LifeCODE.ai platform architecture (adapted from LifeCODE.ai White Paper).
Table 1. Blockchain empowerment in genomics big data platform.

<table>
<thead>
<tr>
<th>Empowered facets</th>
<th>Blockchain features</th>
<th>LifeCODE.ai solution</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data ownership</td>
<td>Traceability</td>
<td>LifeCODE.ai guarantees that the data belong only to individuals who upload their own health data. Only these individuals hold the private key for data management.</td>
<td>[12,13], [26,27]</td>
</tr>
<tr>
<td>Data sharing</td>
<td>Smart contracts, Antitampering</td>
<td>LifeCODE.ai establishes a set of conversion mechanisms between health data and assets. If platform participants wish to share or use data, they must follow the asset-based operating mechanism (ie, token mechanism).</td>
<td>[14,15], [28-31]</td>
</tr>
<tr>
<td>Data security</td>
<td>Decentralization, Encryption algorithm</td>
<td>LifeCODE.ai utilizes the features of blockchain technology to form privacy protection mechanism and a database with reliable storage, which guarantees the data security.</td>
<td>[16,17], [32-35]</td>
</tr>
</tbody>
</table>

Case Analysis
The purpose of this study was to investigate how blockchain technology can empower the storage and management of genomics data in genomics big data platforms. The case evidence was analyzed across 3 facets as shown in Table 1: determining data ownership, establishing a data-sharing mechanism, and ensuring data security and privacy.

Determining Data Ownership
In LifeCODE.ai, the ownership of gene data absolutely belongs to the individual. Typically, once an individual uploads his or her personal genomic and phenotypic health data to the platform, the data are encrypted immediately and fully by default, and the business participants can access the data only with the owner’s permission. This model makes the platform just like a bank that stores and manages data. In the traditional case, although the gene data comprise individuals’ data, they were often managed by institutions such as hospitals. However, in the LifeCODE.ai blockchain, the rights are returned to the individuals, and each person’s data are stored on the platform and remain within his or her control such as a deposit in a bank. This decentralization of rights will give individuals peace of mind.

The technology to implement the determinacy of data ownership in individuals is blockchain. Specifically, in this process, the public and private key mechanism in the blockchain defines the data producer as the data owner and fully encrypts the data, thereby performing rights division and data protection. This private key mechanism allows data holders to securely store, access, and share their data via encryption keys under their own authorization. At the same time, traceability allows the blockchain to strictly monitor any access to the data and record it in LifeCODE blockchain to make all data transactions traceable. Thus, monitoring each processing record of the data is an operation authorized by the data owner, and the rights are locked in the individual’s hands, which will promote data self-governance. However, the autonomous nature of the blockchain plays down the requirement of state supervision. In the case that the supervision cannot be reached, some profit-seeking markets will lead the application of blockchain technology to the illegal field, thus causing certain risks.

Establishing a Data-Sharing Mechanism
LifeCODE.ai uses a token mechanism to enable data trading and sharing in a platform-based closed-loop ecosystem. Individuals, hospitals, research institutions, insurance companies, health care companies, and pharmaceutical companies are the major players in the LifeCODE ecosystem (as shown in Figure 3). The individuals are the data owners and hold the private key for data management, and other participants can communicate and trade with them to acquire or apply their data. For instance, if a research institution wishes to obtain 100 pieces of data from diabetes patients for drug R&D, they can search keywords such as diabetes in the platform. They can then obtain anonymous contact information of the relevant individuals, thereby initiating a data application and making them a token offer. The individuals can either approve the deal or reject it. The gained token through data transaction can be used by the individuals to obtain services from medical institutions and insurance institutions. This token exchange mechanism may enhance individuals’ positive motivations to share their personal genomics data.
To use the token mechanism to achieve data sharing, LifeCODE.ai not only uses the blockchain’s smart contract and antitampering features, it also effectively combines other technologies. In the process of data sharing, the smart contract code facilitates, verifies, and enforces the negotiation or performance of an agreement or transaction. The antitampering feature helps implement access and protect the originality of the data, thus ensuring the operation of smart contracts. The token mechanism involves 4 processes.

First, the data owner’s data are imported into the genomic ordered relational (GOR) architecture, which is a system specifically designed for genomic data storage, query, search, indexing, and many other analyses. The GOR architecture and the GOR pipe, the Clinical Sequence Analyzer (API), and Risk Engine API it provides can analyze the data to derive potential correlations between the genetic data and clinical phenotypes or diseases.

Second, according to the requirements, the data are fully or partially encrypted and imported into a searchable encryption database that was developed on the basis of asymmetric encryption algorithms, tag-based fingerprint extraction, and homomorphic encryption. Here, the data generate a corresponding label as an index to search by keyword.

Third, LifeCODE.ai aggregates, classifies, integrates, and indexes the phenotype data. As these data are so variable, LifeCODE.ai uses multiple approaches to manage and integrate them: (1) HL7-compatible specifications, currently under design, will be used to build general exchangeable and extensible data structures for both high-quality phenotype data and that from less-developed systems; (2) data from trusted sources verified by the permissioned LifeCODE blockchain are aggregated, indexed, and linked by logic-based and experience-based protocols and adapters; and (3) a master patient index mechanism is used to link an individual’s phenotypic data to an indexed keychain.

Finally, during the data transaction process, the secure transmission of data is the last layer of technical support for the sharing mechanism. The LifeCODE blockchain is a permissioned blockchain based on JP Morgan Quorum platform, an enterprise-focused version of Ethereum. Permissioned blockchain maintain an access control layer that allows certain actions to be performed only by certain identifiable participants. These blockchains differ from public and private blockchains. However, the inability to tamper with the blockchain is both an advantage and a disadvantage. Due to the antitampering nature, once the incorrect account is transferred, it cannot be modified. The loss of the key will cause irreparable damage as well. In addition, transaction data will always be generated in the data-sharing project. As the body of transaction data continues to increase, the time required for the node to record the
Ensuring Data Security and Privacy

The importance of genetic data security privacy cannot be overstated, so LifeCODE.ai adopts a combination of software and hardware based on blockchain to ensure data security. Data security and privacy can be summarized as 2 aspects: decentralized data storage and the data-sharing key mechanism. It is conceivable that reliable security can increase people’s sense of security or trust.

First, LifeCODE.ai guarantees the highest-level protection of data authenticity, privacy, and permanent data storage. All owner-authorized health data and associated data exchanges are securely recorded and stored to prevent data leakage, abuse, and loss. Specifically, LifeCODE.ai leverages the decentralization of the blockchain to offer reliable storage (object storage service, OSS/Hadoop Distributed File System, HDFS/network file system, NFS) of various types of health data in a secure cloud environment, matched with various forms of data-persistence implementations. OSS provides highly extensible and robust storage for genomic data. The HDFS is incorporated by LifeCODE.ai for high-performance storage, such as structured health data and complex mapping and correlation. The NFS and local storage are used by worker nodes to run analysis services and the API and to provide low-latency high-throughput data access.

Moreover, LifeCODE.ai exports the health data to an intermediate searchable-encrypted data repository for data analysis and research purposes, and only there can the data be searched. At the same time, the privacy-sensitive portion of the data is encrypted in the same way as the original data, and only data that cannot cause damage to the data owner can be searched. The LifeCODE.ai platform then cryptographically conceals the genomic assets of a transaction by applying zero knowledge proofs, which means that party A can prove to party B that he knows the specific information without revealing the information; thus, party A is the prover, and party B is the verifier. This feature is especially useful in cryptography because it provides an additional layer of privacy protection for the prover, and in the case of LifeCODE.ai, it protects the data owner. The LifeCODE.ai blockchain then supports private transactions through Cambrian, a peer-to-peer encrypted message exchange that secures data while communicating directly with network participants.

Nevertheless, this kind of security is not absolutely safe. The core of blockchain technology is cryptography, and its focus is the hash function. Many hash functions have been designed and widely used, but they generally have a short life span. Algorithms that are considered safe are often not successfully used for long periods of time, and new and more secure algorithms are designed successively. In addition, some imperfections remain in the computer languages upon which the blockchain relies. There will be a lag in the integration with new technologies that will affect the blockchain technology system. Unfortunately, the Ethereum blockchain has reportedly been hacked multiple times, resulting in the loss of currency.

Results

Blockchain as a Service

The blockchain-based genomics big data platform, LifeCODE.ai, is supposed to provide relatively safe and trustworthy data storage and management services to genomic stakeholders. As such, the platform can empower them to enhance precise medicine, personalized treatment, and new drug R&D. Specifically, it provides Blockchain as a Service, a new type of cloud service based on blockchain technology, for the genomic stakeholders including both institutions and individuals.

Even though LifeCODE.ai has been established less than a year, its tools have been successfully leveraged in several cases. For example, LifeCODE.ai provides blockchain data encryption and secure storage services to the National Center for Clinical Medical Research on Geriatric Diseases in China for storing and managing gene data of the patients with Parkinson and dyskinesia diseases. The research and analysis of this dataset can help to overcome the clinical research difficulties of Parkinson and dyskinesia diseases and promote the popularization and application of genetic testing technology in clinical diagnosis and treatment. However, LifeCODE.ai has not yet gathered enough users, and the limitations of the blockchain have not been well resolved. The future development of LifeCODE.ai still needs time verification.

To better understand the empowerment process of blockchain for individual’s genomic data exchange behavior, we draw on the research framework of psychological empowerment process. This theoretical framework was proposed by Conger and Kanungo (1988) to explain the process of empowerment in 5 stages including the psychological state of empowering experience as well as its antecedent conditions and behavioral consequences [46]. This model has been widely adopted to understand how to change the psychology of subordinates through empowerment behavior, thereby promoting behavior effects [47,48]. For example, this model was adopted to investigate how information system empowers users’ attitudes and promotes behavior effects [49]. On the basis of Conger and Kanungo’s empowerment process model and the case analysis of LifeCODE.ai, we proposed a framework to illustrate the empowerment process of blockchain for individual’s data exchange in a genomic big data platform. As there is no subordinate relationship in the big data platform, this study removed stage 3 of Conger and Kanungo’s framework. As can be seen in Figure 4, blockchain empowerment process can be divided into 4 stages as mentioned below.
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Diagnosis of Conditions and Motivations

As mentioned above, 3 obstacles hinder the process of establishing genomic big data platforms including unclear data ownership, difficult design of sharing mechanism, and security risk.

Use of Managerial Techniques

Due to blockchain’s special features (ie, traceability, smart contracts, antitampering, decentralization, and encryption algorithm), individuals in the blockchain platform have the ability to participate in the data management process. They can also obtain token rewards from data transaction. The token rewards can be viewed as a kind of competence-based reward. Moreover, the application of blockchain technology can guarantee data security and privacy to a greater extent.

Empowerment of Individuals

Blockchain technology provides new ideas for the establishment of a genomic big data platform. The application of blockchain technology assigns data ownership to the individuals and delegates power to them. The token mechanism can serve the data-sharing process, and the security and privacy of the data are better protected.

Leading to Behavioral Consequences

Ultimately, the above aspects will result in changes in the behavior of the individuals in the platform. Personal ownership of data will facilitate the autonomy of personal data. The token mechanism will encourage more active sharing between individuals and institutions. Besides, reliable protection of security and privacy will encourage individuals to use this platform more actively.

Discussion

Conclusions and Implications

We conducted a case analysis to show how blockchain can empower the storage and management of personal genomics data from the perspectives of data ownership, the data-sharing mechanism design, and data security. We found that blockchain can allocate data ownership to individuals because of its traceability feature, so that individuals can control and monitor all the activities of their genomic data. This process leads to decentralization of data ownership and facilitates the autonomy of personal data. Meanwhile, the blockchain can use its smart contract and antitampering features to design a token-sharing mechanism promoting more active data sharing between individuals and organizations. Last but not least, the distributed storage and secret key mechanism, resulting from blockchain’s decentralization feature and cryptographic feature, respectively, provide greater guarantee for the security and privacy of the genetic data. This security feedback will increase confidence in the personal application platform.
In conclusion, the blockchain platform provides new possibilities for the management and security of genetic data and can help realize the psychological empowerment of individuals in the process, and consequently, the effects of data self-governance, incentive-sharing, and security improvement can be achieved. As concepts of data ownership vary among cultures and laws vary around the world, it is worth noting that the question regarding data ownership needs further exploration. The discussion in this paper is based on the Chinese background, so it is more reasonable to hand over the ownership of data to the data producer (which is individuals) without the specific guidance of the law. Undeniably, the blockchain is far from perfect. Regulatory issues, capacity and efficiency issues, and hash cryptographic security issues remain challenges in the current phase of blockchain.

Limitations and Directions for Future Research
This study has several limitations that call for additional research. First, we selected only 1 blockchain-based genomics big data platform in China (ie, LifeCODE.ai) as our research object. A future study should compare LifeCODE.ai with similar platforms to enhance generalizability. Second, because LifeCODE.ai has been in use for less than a year, successful cases are still limited. Its client DAApp (Lai-Tribe) has only around 5000 registered users. It takes time to prove whether users and medical institutions will be willing to store and share their genomics and health data in this blockchain-based platform. Future studies are needed to investigate the attitudes of individual users and medical institutions toward blockchain-based data storage and management services provided by LifeCODE.ai and similar entities. Third, at the current stage of blockchain technology, some problems remain to be solved, such as capacity issues and regulatory issues. Therefore, the study of blockchain in gene data management and security assurance requires long-term follow-up and in-depth research with multiple cases and multiple angles.
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Abstract

Background: The potential of blockchain technology to achieve strategic goals, such as value-based care, is increasingly being recognized by both researchers and practitioners. However, current research and practices lack comprehensive approaches for evaluating the benefits of blockchain applications.

Objective: The goal of this study was to develop a framework for holistically assessing the performance of blockchain initiatives in providing value-based care by extending the existing balanced scorecard (BSC) evaluation framework.

Methods: Based on a review of the literature on value-based health care, blockchain technology, and methods for evaluating initiatives in disruptive technologies, we propose an extended BSC method for holistically evaluating blockchain applications in the provision of value-based health care. The proposed method extends the BSC framework, which has been extensively used to measure both financial and nonfinancial performance of organizations. The usefulness of our proposed framework is further demonstrated via a case study.

Results: We describe the extended BSC framework, which includes five perspectives (both financial and nonfinancial) from which to assess the appropriateness and performance of blockchain initiatives in the health care domain.

Conclusions: The proposed framework moves us toward a holistic evaluation of both the financial and nonfinancial benefits of blockchain initiatives in the context of value-based care and its provision.

(J Med Internet Res 2019;21(9):e13595) doi:10.2196/13595
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Introduction

Background
The health care sector has recently been focused on two related challenges: the transition to value-based care and the use of innovative technologies (such as blockchain technology) to facilitate the delivery of health care. The transition to value-based care, which aims to improve the value of care while providing it at a lower cost, places new demands on health care information systems (IS) \cite{1} that current health information technology infrastructure is not designed to support \cite{1}. Adler-Milstein et al \cite{1} identified three major stakeholder groups that must be supported in achieving value-based care: patients, providers, and researchers. Disruptive technologies such as blockchain offer the potential to support these currently inadequately supported stakeholder groups with Health Information Technology (IT) infrastructure.

Blockchain technology, widely celebrated as a technological revolution, is creating unprecedented hype and optimism \cite{2}. Blockchain is a distributed database that maintains a continuously growing list of data records that are secured from tampering and revision \cite{3,4}. A global survey documents the
The widespread application of blockchain in domains such as health care, manufacturing, legal, government, not for profit, retail, real estate, tourism, and media [5]. The potential of this technology to aid organizations in achieving strategic goals like value-based care is increasingly being recognized by health care providers and other stakeholders (e.g., payers, shareholders, accreditation agencies) [6]. However, Iansiti and Lakhani [7] note that practitioners are uncertain about the impact that disruptive technologies such as blockchain might have on organizational performance. Current research and practice lack comprehensive approaches to evaluating the benefits of blockchain and developing appropriate use cases of blockchain applications for value-based care [8].

As IT is increasingly becoming a strategic necessity for improving services and reducing medical errors [9], comprehensive approaches to evaluating the appropriateness and value of disruptive technologies such as blockchain are needed. An evaluation approach should facilitate the assessment of both technical and nontechnical (e.g., legal, data ownership and privacy, security) implications. To address this need, we assessed two sets of existing evaluation frameworks: technology evaluation methods (the Zachman framework, human-computer interaction [HCI] guidelines, and the technology-centric framework) and comprehensive evaluation methods (total quality management [TQM], the European foundation quality management excellence model (EFQMEM), the performance pyramid, and the performance prism). Based on this assessment, we identified deficiencies in the existing evaluation methods and subsequently developed an approach that extends the balanced scorecard (BSC) framework that addresses these deficiencies.

The BSC, developed by Robert Kaplan and David Norton nearly two decades ago [10], provides organizations with a structured approach to assessing both the financial and nonfinancial dimensions of organizational initiatives and processes in terms of strategic outcomes. Beyond the purely accounting-based measures traditionally used, the BSC is balanced in that it provides a comprehensive view of organizational performance. It translates high-level organizational vision and strategy into a holistic set of performance and action measures [11]. The BSC is a practical method that is applicable within the health care service sector and health care organizations, and it has previously been used to assess clinical outcomes, for example [12]. However, it has not yet been used to evaluate disruptive innovations, such as blockchain, that can improve patient care and reduce costs but that have regulatory, financial, and operational implications.

A myriad of seemingly promising blockchain projects are being implemented in the health care domain, often without careful consideration of the applicability of the technology [13]. Moreover, questions still linger for early adopters of this technology: "How does an organization holistically assess the performance of blockchain technology in the health care domain?" and "Does the introduction of blockchain technology align with the strategic priorities of a health care organization?". Answering these questions is critical for health care organizations to achieve the health care IT mission identified by the US federal government, namely: "Improve the health and well-being of individuals and communities through the use of technology and health information that is accessible when and where it matters most" [14].

We sought to answer the above questions through our assessment of existing evaluation frameworks and the development of a new framework that can guide the comprehensive evaluation of the value of blockchain initiatives that seek to enable the delivery of value-based care.

In the sections below, we first discuss the relevant literature on value-based health care and blockchain technology. We then assess existing evaluation frameworks and present our framework, which extends the BSC by addressing some of its limitations. Further, we customize the framework to the context of blockchain applications in health care settings. Finally, we discuss the implications of our framework for both researchers and practitioners.

**Information Technology Support for Transitioning to Value-Based Health Care**

Health care value, defined as health outcomes (including quality of care achieved per dollar spent), has become a cornerstone of the strategy to restructure the US health care system [15–17]. One of the proposed frameworks for improving health care value is the value-based care model [18]. Value-based care attempts to advance the triple aim of providing better care for individuals, improving population health management strategies, and reducing health care costs. Value-based care models center on patient outcomes and how well health care providers can improve quality of care using measures such as reduced hospital readmissions, improved timeliness and safety of care, more equitable care, shared decision-making, and improved preventative care [17]. This model ties payments for care delivery to the quality of care provided, and rewards providers for both efficiency and effectiveness [19].

Unlike more traditional approaches, value-based care is driven by data because providers must report to payers on specific metrics and demonstrate improvement. Providers are required to use IT systems to track and report metrics such as hospital readmissions, adverse events, population health, and patient engagement. Further, providers are incentivized to use evidence-based medicine, engage patients, upgrade health care IT, use data analytics, and receive payments electronically. When patients receive more coordinated, appropriate, and effective care, providers are rewarded. To achieve these goals, health care organizations need a digital infrastructure that facilitates the provision of comprehensive, affordable, accessible, effective, and error-free care.

While significant progress has been made in digitizing the US health care system, today’s health IT infrastructure largely remains a collection of systems that were not designed to support the transition to value-based care [1]. In fact, prior literature has identified a health IT chasm, which refers to the gaps between the current health IT ecosystem (see Multimedia Appendix 1) and the system that is needed for value-based care [1,20-42].
In fact, a recent study identified several gaps from the perspectives of three stakeholder groups. From the patient perspective, patients are unable to access electronic medical records from most providers, and most care providers do not provide functionalities for patients to submit patient-generated data. Only a small percentage of patients receive clinical trial information from their primary physician, and an even smaller percentage participate in biobanks [1]. From the provider perspective, due to the lack of standardized application interfaces providers have difficulty accessing external data, which hinders the advanced analytics on which personalized assistance is based [43]. In addition, manual credentialing (typically takes more than 120 days) and administration of contracts is complicated and inefficient. Further, pharmaceutical providers find it challenging to ensure the authenticity of pharmacy products due to a lack of transparency in current supply chain systems. Finally, from the researchers’ perspective, it is difficult for them to track investigational products to ensure data authenticity, and payments to investigators are delayed due to manual processing [33]. The health IT environment is immature, provides few safeguards for safety and effectiveness, and provides very limited integration of applications used in clinical care or research.

Prior literature has also identified specific goals (eg, improving patients’ access to clinical data, improving patient’s ability to submit and access data via mobile health technology, more readily engaging patients in clinical research) for addressing the needs of each of these stakeholder groups [1]. Blockchain technology may help achieve these goals.

**Blockchain for Enabling Value-Based Care**

Blockchain consists of blocks that hold batches of individual transactions. Each block contains a timestamp and a link to a previous block [3,4]. The most salient benefit of blockchain is decentralization and the elimination of a trusted centralized third party in distributed applications. Thus, multiple parties can conduct transactions in a distributed environment without the need for a centralized authority, thereby avoiding a single point of both trust and failure. The absence of a centralized processing entity may reduce time and costs. A consensus mechanism is used to reconcile any discrepancies that may arise between participants in a blockchain network.

Iansiti and Lakhani [7] summarized five basic principles underlying blockchain technology: a distributed database, peer-to-peer transmission, transparency with pseudonymity, irreversibility of records, and computational logic. These unique characteristics of blockchain technology enable the development of solutions that reduce uncertainty and ambiguity and enhance security of stored transactional information by providing full transparency and a single truth for all network participants [44]. Although blockchain technology enjoys the benefits of decentralization, it often comes at the cost of scalability. Blockchains are typically incapable of processing large numbers of transactions in a timely manner [1]. The trustless peer-to-peer network infrastructure, which requires information to be propagated to and validated at each node, is the root of this problem. Several solutions (eg, off-chain transactions, sharding, and a provably neutral cloud) have been proposed to address this issue. For example, Leung et al proposed a design that minimizes storage, bootstrapping costs, and bandwidth costs of joining a network by 90% [45]. Such advances are essential for blockchain to realize its disruptive potential [46]. However, effective management of personal health records using blockchain technology still requires improvements such as reduced data size, strengthened personal information protection, and reduced operational costs [47].

Despite its technological infancy, experimental adoption and customization of blockchain technology appears to be fully underway in the health care domain [8]. One of the most impactful health care applications is expected to be the management of electronic health records (EHRs). The decentralization, immutability, traceability, security, and privacy of blockchain make it well suited for the storing, managing, and sharing of patient-centric data among stakeholders [48-50]. Aligning with the requirements of the European General Data Protection Regulation (GDPR), blockchain can be used to build health care platforms that empower patients to control how their data are used and ensure that sensitive personal data are not revealed without the patients’ consent [2,22,51]. Guardtime [2,51], MedRec [23], the Gem Health Network [44], Patientory, and IBM’s Watson [21] are some of the key projects in this ecosystem.

Another salient application domain of blockchain is supply chain management in the pharmaceutical industry. Because of the immutability and traceability of blockchain, any modification of a prescription by any party in the supply chain can be detected, which, in turn, can help address the severe problem of counterfeit medications [2,44,49]. In addition, in biomedical research and education, blockchain could facilitate the elimination of falsification of data or the exclusion of undesirable results from clinical trials [31]. Benchoffi [38] and Nugent et al [37] illustrated the ability to trace patients’ consent and provide data transparency in clinical trials. Moreover, insurance claim processing is a promising area for blockchain applications because of its transparency, decentralization, immutability, and auditability; a few prototype implementations, such as MIStore [52] and Politdok’s initiative partnered with Intel [53], have been reported [44]. Other promising areas include remote patient monitoring [24] and precision medicine [54].

Blockchain technology has the potential to address some of the gaps in the current health IT ecosystem, thereby supporting the three important stakeholder groups involved in value-based care [1]. Multimedia Appendix 1 identifies these gaps and highlights what blockchain can do to address these gaps. Based on a careful study of the needs of the three stakeholder groups, we further outline in the appendix how specific characteristics of blockchain technology may help meet these needs. We also list some proof-of-concept systems that provide some of the desired functionalities.
Methods

Overview

While blockchain offers the potential to address issues (eg, interoperability, difficulty in providing optimal personalized care due to lack of comprehensive medical records, and maintaining integrity of records) that are critical for effective value-based care [55], there is limited research comprehensively evaluating the financial and nonfinancial benefits of blockchain solutions in health care [56]. A review of the literature on value-based health care strongly suggests the need for a framework to holistically evaluate the impacts of technologies such as blockchain. Existing evaluation mechanisms (such as the Level of Information System interoperability reference model [56]) have focused on the operational aspects of blockchain. Motivated by the need for a framework to guide the strategic evaluation of blockchain applications within a health care organization, we extend the BSC approach, which is an already well-established performance evaluation system. Specifically, our approach integrates financial and nonfinancial perspectives (ie, internal processes, learning and growth, external perspectives, and customer perspectives), which are parts of the original BSC, with an external perspective that incorporates the viewpoints of external stakeholders and regulators, especially because of the significant role these parties play in health care delivery. In the following section, we illustrate the use of our framework with a blockchain application for managing a pharmaceutical supply chain.

Performance Evaluation of Health Care Blockchain Implementations and the Balanced Scorecard

Traditional performance measurement systems have either focused purely on financial factors, ignoring the value of nonfinancial factors [12], or have focused solely on the effectiveness of the technical system without considering the external or financial implications. Health care organizations have been using economic evaluations for health care decision-making for several decades. During this period, increased pressure on health care budgets has necessitated the consideration of cost-effectiveness in addition to clinical effectiveness. Economic evaluation approaches have also been applied to other health care–related decision-making in terms of funding, reimbursement, and new technologies [57,58]. Even comprehensive evaluation approaches that include cost-consequences analysis, cost-minimization analysis, cost-effectiveness analysis, cost-utility analysis, and cost-benefit analysis [59] are focused on financial factors and give limited consideration to nonfinancial aspects of evaluation targets. For example, Zachman’s framework [60] evaluates business–IT alignment in detail but lacks a holistic governance framework. Similarly, the human-computer interaction [61] and technology-centric frameworks [62] provide insights into developing intuitive and interactive IS, but they do not focus on assessing the impact of these systems from external and financial perspectives. Additionally, the interrelationships between the various functional areas in an organization are overlooked in these frameworks. For example, a blockchain implementation in one functional area, such as improving patients’ access to their own medical records, may have major impacts in other areas, such as customer service management, internal processes for quality assurance, security checks, or external partnerships (with, say, insurance companies or pharmacies). Finally, the knowledge that results from the long-term growth of organizations or the ability to deal with future threats also needs to be factored into the performance evaluation [12]. The BSC has dual functions as a performance framework and a management methodology, and thus can tackle the shortcomings of traditional performance measurement systems. These shortcomings include the lack of consideration of nonfinancial factors and the lack of strategic focus. Our evaluation suggests that the BSC addresses both shortcomings and is well suited for the evaluation of disruptive technologies, especially in the dynamic environment in which health care organizations operate.

Our comparison of the various performance measurement systems, as presented in Multimedia Appendix 2, suggests that BSC is an appropriate approach for evaluating blockchain initiatives in achieving value-based care for the following reasons. We compared BSC with two sets of existing methods, namely, technology evaluation methods (the Zachman framework, HCI, and the technology-centric framework) and comprehensive performance evaluation methods (TQM, the European foundation quality management excellence model, the performance pyramid, and the performance prism) [63-65]. Technology evaluation methods typically do not provide a holistic view (such as the consideration of external or customer perspectives) and therefore are not appropriate in our setting. Among the comprehensive evaluation methods, TQM’s narrow focus on internal process is inadequate, and the European foundation quality management excellence model, designed to improve TQM, lacks a strategic focus. Although both the BSC and the performance pyramid use strategic mapping to link strategy to operational metrics, prior research suggests that the performance pyramid is less effective and harder to understand than the BSC [64]. Moreover, although the performance prism considers stakeholders’ perspectives, it does not provide adequate guidelines and neglects to show how the proposed measures can be operationalized [65]. Thus, our comparison of the various technical and comprehensive performance evaluation methods suggests that, among them, the BSC is the most suited to evaluate the performance of disruptive technologies (such as blockchain) in value-based care initiatives.

Organizations in multiple domains, including health care, have adopted the BSC [66,67]. In increasingly dynamic business environments, traditional performance evaluation approaches may not work well due to the uncertainty involved in ascertaining both the costs and benefits of new technologies, such as blockchain. However, both theoretical research and practitioner articles support the use of the BSC for evaluating IT initiatives in such contexts. For example, Gartner [68] notes that performance measurement solutions deployed within an organization should include a spectrum of leading measures rather than focusing on lagging financial indicators. To provide a holistic assessment, Gartner [29] recommends using the BSC to measure return on investment (ROI) and the business value of IT services because it enables the consideration of both
financial and nonfinancial perspectives and helps develop relevant metrics \[68\]. Researchers also recognize the BSC framework as a holistic approach that provides managers with a structure to develop metrics that reflect performance from various perspectives \[69\], hence our selection of the BSC as the basis for the development of our approach to evaluating blockchain applications.

The BSC measures the performance of organizations from the following four linked and balanced perspectives:

1. **Financial**: How do we increase value for our shareholders (or providers of financial resources)?
2. **Customer**: How well do we satisfy our customers’ needs?
3. **Internal**: How well do we perform key internal operational processes? To satisfy our customers, in what processes must we excel?
4. **Learning and growth**: Are we able to sustain innovation, change, and continual improvement? Do we have the basic infrastructure in place to improve, create, value, and achieve our mission?

Some limitations of the traditional BSC have received attention in the literature \[70,71\]. One major concern is that the environment external to the organizations, including key groups of stakeholders, is not represented in the framework. For example, Mohobbot \[72\] points out that the BSC is unable to answer questions concerning the impact of external competitors. Moreover, the BSC does not consider the extended value chain, in which supplier and employee contributions are very significant \[73\]. This issue is exacerbated in the health care domain due to the complex interactions among the wide variety of organizations and stakeholders that are part of the ecosystem.

To account for the impact of external stakeholders, we extended the BSC with an additional perspective, namely the external and regulatory perspective (see Figure 1). This perspective seeks to answer the following question: "How well does the organization improve value creation through external partnerships while ensuring regulatory compliance?"

![Figure 1. Proposed framework for evaluating blockchain initiatives for value-based care.](https://www.jmir.org/2019/9/e13595)
Results

Summary
In this study we adopted a for-profit health care organization’s view, as a majority of current blockchain implementations are in for-profit organizations.

Financial Perspective
From a value-based perspective, one of the key questions health care organizations should ask is: “How do health care organizations use blockchain applications to generate more profits at lower cost?” Typically, the focus of the financial perspective in the BSC has been on traditional financial metrics such as ROI and net income. In the context of value-based health care, patient-centric metrics such as gross revenue, adjusted cost per discharge, in-patient or out-patient revenue mix, contract allowances, discounts as a percentage of operating patient revenue [74], patient-payer mix, Medicare or Medicaid mix, average length of stay, and occupancy rate all deserve consideration.

The auditability and traceability features of blockchain enable more secure and efficient revenue management. As it does not require an intermediary, blockchain can support health care financing tasks, such as automatic claims processing using smart contracts [48,75], preauthorization of payments [36], and alternative payment models [76]. A distributed ledger makes claims processing and payment transactions more efficient and cost-effective. Replacing redundant health care intermediaries (namely, organizations that operate between stakeholders and institutions but that add little value to the health care value chain [54]) with transparent blockchain technology could facilitate processes like real-time claims adjudication [75]. With the data provenance benefits offered by blockchain, providers and patients could have enhanced accessibility to patient data. Blockchain technology can also help eliminate information asymmetry and mistrust between stakeholders in the health care ecosystem. With the innate immutability, transparency, and traceability provided by blockchain technology, medical products can be traced from manufacturer to patient, thereby reducing medication and medical equipment fraud. However, in the short-term, the adoption of blockchain technology will likely involve significant investments in application development, and their integration with legacy systems might initially undermine the financial benefit to shareholders.

Customer (Patient) Perspective
From a value-based care perspective, one of the key questions health care organizations should ask is: “How can we improve our service to customers and satisfy customer needs via blockchain applications?” Improving the performance of health care information systems that support the provision of effective and efficient care to patients is critical for achieving this goal. The patient-centric care paradigm requires the sharing of patients’ EHRs, which raises issues such as privacy, confidentiality, integrity, availability, and security [77]. As a valuable personal asset, health care data should be owned and controlled by customers (patients) easily and securely without violating their privacy [41]. With blockchain-supported applications such as FHIRChain and Blockchain-Based Multi-level Privacy-Preserving Location Sharing Scheme (BMPLS), which simplify data authentication and authorization, patients can control access to their medical data easily and quickly. According to a seminal paper on IS success [78], user satisfaction is affected by information quality, system quality, and service quality. Blockchain enables health care stakeholders to access complete, relevant, and secure data on patients, thereby improving information quality. Health care organizations can overcome common challenges, such as data segregation, and achieve better integration of patients’ medical data. Blockchain supports data immutability and auditability, thereby improving service quality (eg, reliability, responsiveness, and rapport) of medical IS [79], and as a result health care organizations can enhance their medical service quality and thereby patient satisfaction. Blockchain can help health care organizations easily integrate various elements of clinical data, which can enable medical professionals to make accurate diagnoses at low cost.

Internal Perspective
From a value-based care perspective, one of the key questions that health care organizations should ask is: “What internal processes can blockchain improve to satisfy our customers and the population in general?” Effective internal business processes are critical for providing products and services that satisfy health care organizations’ customers’ needs in a fiscally responsible manner. These effective processes can be reliable indicators of future financial and operational success [12]. With blockchain applications, health care organizations can build time-stamped, tamper-proof, immutable ledger systems that will improve organizations’ auditing and reporting capabilities. These capabilities are crucial for identifying failures in internal processes and remedying those failures. Some benefits that accrue with improvements to internal processes include reduced length of patient stay, accuracy of services offered (both primary and ancillary), optimal surgical capacity utilization, and timeliness of services [12].

A variety of internal processes are candidates for improvements using blockchain technology. Using smart contracts, organizations can encode internal logic (eg, validating identity and tracking the participation of various stakeholders, such as patients and health providers), which will enhance service quality. Service quality can be reflected in measures such as reductions in diagnostic errors, readmission rates, and data security incidents, all of which lower costs. Value for customers can also be improved by instituting newer internal processes, such as Hitech service (eg, digitization of wellness check in Mount Sinai’s Lab 100 [80]). Access to longitudinal medical charts using blockchain applications (such as those implemented in FHIRChain) can help health care organizations achieve optimal results with Hitech services, thereby enabling effective long-term care for chronic illnesses (eg, diabetes). Further, such charts can be useful in designing effective population outreach programs. Finally, using peer-to-peer network-enabled blockchain applications (eg, BMPLS), health care organizations can leverage newer mechanisms of health care delivery, such as telecare, to increase their reach, thereby improving health equity while providing care at a reduced cost.
External Perspective
From a value-based care perspective, one of the key questions health care organizations should ask is: "How can we leverage external partnerships to create value while ensuring regulatory compliance, thus satisfying our customers and the general population?" Creating effective partnerships with external stakeholders (eg, payers, accreditation bodies) while remaining compliant with regulations is critical for value creation. These partnerships enable health care organizations to supply products and services that satisfy customer needs in a fiscally and legally responsible manner.

Some multi-level, privacy-preserving, location-sharing blockchain applications (eg, BMPLS) enable interoperability with external systems, thereby enabling access to multi-dimensional medical charts from various stakeholders that can improve long-term medical care at a low cost. Through external partnerships, these health care organizations can seek to create value by taking a proactive role in providing care to their customers (say, by tracking customers’ lifestyle and suggesting changes). Naturally, such partnerships can enable future financial and operational success through service innovation, which can help build deeper long-term relationships with customers. Additionally, having access to multi-dimensional health data will enable health care providers to design outreach services that benefit the community as a whole. Blockchain solutions may also include smart contracts that help meet security and privacy mandates. Further, through the standardization of smart contracts at both the provider’s and the external partner’s end, interoperability of medical systems for value creation can be achieved.

Learning and Innovation Perspective
From a value-based care perspective, one of the key questions health care organizations should ask is: "How can we use blockchain applications to improve the learning capabilities that lead to growth and innovation?" Blockchain applications can help health care organizations reassign their resources, from employee capabilities to health care delivery processes, and align them to the organization’s strategy.

Blockchain enables health care stakeholders to learn and to improve their services, thereby enhancing their competitiveness and sustainability. The systems interoperability enabled by blockchain technology can help health care professionals learn about opportunities to innovate their services. Blockchain technology also supports organizations in reassigning existing processes and resources and identifying opportunities for improvement. For example, auditability and traceability improved by blockchain can help streamline insurance claim processes and make them easier to manage. Blockchain can also significantly reduce administration costs and potentially eliminate some intermediaries that were previously needed for data integration. Aggregated health care data can help health care organizations reconfigure their procedures and innovate medical services for patients. With enhanced traceability and transparency supported by blockchain, organizations can learn how to optimize the health care supply chain.

Interrelationships Among Perspectives
The BSC does not explicitly consider the interactions and trade-offs between perspectives. In dynamic environments, correctly identifying and addressing trade-offs between perspectives can help organizations accurately evaluate the target system and develop effective incentives to improve overall organizational performance. Focusing on the financial perspective alone may motivate organizations to reduce nonfinancial investments that could produce long-term benefits. In particular, if a nonfinancial perspective has no contemporaneously congruent relationship with financial perspective, managers may reduce investments that improve performance in other areas for short-term benefits.

Our approach suggests that in addition to evaluating value-based care with respect to each perspective, health care organizations need to examine the interrelationship among the five perspectives. For example, efforts to improve the efficiency of internal processes (eg, improving quality process within a unit) with blockchain applications can help health care organizations enhance their learning capabilities (eg, creating quality management processes at the organizational level).

While developing relevant key metrics for each perspective (see Multimedia Appendix 3) is crucial for the effective use of the BSC, it is also important to carefully examine the relationships among the perspectives to understand how focus on one affects performance in others in both the short and long term (see Multimedia Appendix 4 for some of the tradeoffs that merit consideration). The relationships is dependent on case characteristics and is therefore not conclusive. For example, as health care organizations learn how to better use blockchain applications, they can use this knowledge to improve their internal processes. Efficient and effective processes can lead to improved service quality, thereby increasing customer satisfaction and revenue in the long term. In turn, organizations can invest more resources in identifying opportunities to learn and develop blockchain applications across the various units. Similarly, an existing health care system may provide a moderate level of data protection that can be achieved with minimal investment, moderate levels of customer satisfaction, and minimal changes to internal processes and learning capabilities. When providing more secure protection of patients’ medical data becomes a top priority for compliance with external and regulatory requirements, organizations may consider adopting a blockchain solution. From the financial perspective, adopting blockchain applications may have a negative impact on organizations as it increases costs in the short term. In addition, blockchain adoption may decrease customer satisfaction in the short term until customers become familiar with the new systems and realize value through capabilities such as ease of access and control. These short-term negative impacts from the customer and on financial perspectives may delay the adoption of improvements to internal processes. In the long term, however, improvements to internal processes that are facilitated by the technology may positively affect customer satisfaction. In addition, process improvements can facilitate learning capabilities, which, in turn, positively affect internal processes and organizational finances in the long term.
Case Study: Analysis of the Proposed Extended Balanced Scorecard with a Blockchain Implementation in Health Care

Outline

What follows is a case study applying the BSC framework to the implementation of a blockchain in health care. PharmaChain Inc is a business unit that manages aviation and trucking transportation within the supply chain journey for pharmaceuticals. PharmaChain Inc prides itself on maintaining pharmaceutical supply chain industry certification to handle high-value, temperature-sensitive cargo. The highest impact of blockchain implementation is providing greater visibility and transparency, thereby ensuring the safe transportation of life-saving pharmaceuticals. Business leaders suggest that this blockchain application use case, managing aviation and trucking of pharmaceutical products from manufacturers to health care providers, serves as an example of PharmaChain Inc’s commitment to pursuing high impact innovation.

While stakeholders often have varying perspectives and goals, this use case illustrates significant benefits for two important stakeholder groups, namely, customers and providers. The varying stakeholder goals within supply chains results in operational complexity when the process is desynchronized. Blockchain technology helps standardize stakeholder interactions, contributing mutual benefit to the provider and the customer. Standardization of interactions, in turn, reduces human intervention and results in accrual of added business value to all stakeholders. See Figure 2 for a summary of the case study.

Customer Perspective

Customers are at the center of all decisions at PharmaChain Inc. PharmaChain Inc is committed to customer service and innovation, and these two values guide its decision to strengthen its pharmaceutical transportation services. The blockchain solution enables customers to track and trace their temperature-regulated pharmaceutical products, thereby increasing consumer confidence. As an additional benefit, the organization receives positive media attention regarding its commitment to safely transporting pharmaceutical products, which positively strengthens the company’s relationship with its customer base. Thus, the customer gains real-time access via mobile device or desktop computer to trustworthy information via the blockchain, and the need to contact customer service, which can be time consuming for the customer and costly for the company, is removed.

Internal Perspective

PharmaChain Inc explores various parts of the internal and external process to solve customer challenges. Blockchain aids in the reduction of lags in the internal processes between temperature measurement and timely corrective actions. Those lags may have otherwise resulted in increased liability, loss of product efficacy, and product destruction. This implementation facilitates the monitoring of the pharmaceutical products’
exposure to undesirable conditions (such as temperature extremes and delays in transit).

**External Perspective**

Conversely, blockchain delivers external process improvements leveraged to resolve legal and compliance issues more rapidly, ultimately allowing lifesaving medicine to reach patients more quickly by eliminating customary hold times in customs. A blockchain initiative was selected to improve visibility and facilitate trust among stakeholders (eg, manufacturers, distributors, transporters, government agencies, and pharmacies). If the freight forwarders do not produce and submit customs approval forms in a timely fashion, the pharmaceutical products cannot be released, with the duration of the hold potentially affecting the quality of the product and negatively affecting the customer experience. A trusted blockchain minimizes the standard 4- to 8-hour hold duration necessary to verify the validity of the customs approval submitted by the freight forwarder, and improved compliance also helps increase trust among external partners.

**Learning and Growth (Innovation) Perspective**

Blockchain applications support PharmaChain Inc in improving its learning capabilities by enabling it to analyze its business processes and optimize them. The learning capabilities can be extended beyond pharmaceutical products, resulting in organizational efficiencies. The growth opportunity within blockchain applications is enabling traceability along the supply chain journey. Traceability helps reduce fraud in the pharmaceutical supply chain, which is a major societal benefit. Encouraged by the success of the initiative, the organization is deploying blockchain across multiple business products, especially for high value activities and products like pet transportation and food items.

**Financial Perspective**

For PharmaChain Inc, pharmaceuticals represent one of its highest grossing revenue centers among all its shipping products. With a supply chain industry ripe for innovation, PharmaChain Inc accepts that a financial investment must be made to realize the key benefits of blockchain technology. Blockchain technology reduces the risk of theft and fraud as pharmaceutical products move through multiple warehouses along the supply chain, thus justifying the financial investment. The blockchain solution implemented by PharmaChain Inc positively impacts customer service and internal and external processes, increasing reliability and thereby reducing long-term costs. The risk of theft is minimized due to the automation of security controls, facilitated by the blockchain implementation. In addition, the cost of physical tracking of shipments is also minimized. The organization anticipates a lift of 10% in pharmaceutical sales over an 18-month period due to the initiative.

**Tradeoffs Between the Perspectives**

Transparency is one of the key characteristics of blockchain that helps to facilitate value within health care. Transparency helps ensure the authenticity of the pharmaceutical products while providing a lone source of the truth for the pharmacy supply chain network. However, transparency comes with tradeoffs between the value-based perspectives. For example, transparency replaces the concept of need to know that previously existed between the internal operational perspective and the customer perspective. Prior to the adoption of the blockchain solution, process improvements that were necessary to address internal operational failure were implemented only when the benefits outweighed the costs. With the introduction of blockchain, increased transparency may increase the exposure of failures in internal operations to the entire supply chain network, which, in turn, may reduce confidence in PharmaChain Inc. Therefore, any deficiencies identified in internal processes will be addressed more rapidly. While this increases the cost of the pharmacy product in the short term, it is likely to improve performance in the long term. Since blockchain in pharmaceuticals is transformational in providing trusted information, positive media attention that results from being an innovator in the industry provides additional opportunities for expanding the customer base.

Thus, PharmaChain Inc needs to continuously balance competing demands to improve internal operations and to innovate. Blockchain innovations require financial and human capital investments, which compete with the demands to improve existing internal systems. Thus, at least in the short term, increased quality of services provided to the customer (for example, via the ability to track and trace pharmaceutical products) may negatively affect the financial metrics. However, the benefits are expected to significantly increase financial performance in the long term as the blockchain technology enables PharmaChain Inc to offer superior services in comparison to its competition, thus providing PharmaChain Inc the opportunity to strengthen its competitive position in the industry.

**Discussion**

Thus, we provide a comprehensive framework that can be used to evaluate blockchain implementation in the value-based health care context, and our study contributes to research streams on blockchain technology, the balanced scorecard framework, and value-based care.

First, our framework can help decision makers in health care organizations evaluate the feasibility and utility of various blockchain proposals that seek to address the health IT chasm reported in prior research [1]. We examined the health IT chasm from three stakeholder perspectives to identify how blockchain-based solutions can resolve these issues based on existing use cases (Multimedia Appendix 1). However, because this disruptive technology is still in its infancy, having a holistic view of the value of blockchain applications is critical to making informed strategic investment decisions [55,81]. Our framework will aid health care organizations in holistically considering the implications of blockchain technology from five critical perspectives. While prior literature has identified three groups of stakeholders central to the delivery of value-based care [1], our study additionally highlights the critical role of external stakeholders and regulations.

In addition, our study extends the BSC framework by emphasizing the importance of the external perspective within the health care domain. The health care domain is a dynamic
environment marked by changing regulations as well as competitive forces that are charting the course of the industry more rapidly than ever before. Regulatory compliance and value-based provision of services and products are two salient considerations in the health care industry. While value can be created through external partnerships, interoperability among IT systems and regulatory compliance are two areas of concern that constrain such partnerships. Blockchain’s inherent characteristics, such as transparency, immutability, and traceability, facilitate interoperability and enable health care organizations to both cocreate value with their external stakeholders and comply with regulations. Considering the influence of the external environment on a health care organization’s existence, our framework enables the examination of the external perspective when evaluating the performance of blockchain-based HIT solutions.

Third, with their emphasis on value-based care, health care organizations need to develop integrated health care IT infrastructure that can improve services and reduce medical errors. Blockchain, with its inherent trust- and security-promoting qualities, has the potential to significantly affect various areas of value provision for patients in health care. While many performance evaluation solutions exist, our study demonstrates the unique aspects of BSC in evaluating IT initiatives for enabling value-based care. The BSC framework enables the consideration of both financial and nonfinancial dimensions of IT initiatives in the short term as well as the long term. When compared with other performance evaluation solutions (such as Zachman’s framework, the HCI framework, or the technology-centric framework), our extended BSC framework facilitates consideration of the external perspective. It also defines and assesses performance against operational metrics for each of the five critical perspectives. In addition, our approach highlights the importance of the interrelationships among the perspectives, thus offering another critical extension of the BSC approach. The BSC, however, is limited in its ability to build intuitive and interactive systems like those that HCI and other frameworks provide. Thus, we recommend combining the BSC approach with other appropriate framework(s) to meet an organization’s unique needs.

Finally, our case study illustrates how the proposed framework can be utilized to evaluate a health care blockchain application in the for-profit sector. Our approach can also be extended to not-for-profit organizations, which prioritize social goals over financial goals. In such organizations, the financial perspective can be modified to focus on financial sustainability by establishing metrics such as cost reduction, revenue growth, and cost of stakeholder engagement. Similarly, the customer perspective may be widened to include additional stakeholders, such as donors, funding sources, community, volunteers, and employees, that are critical to such organizations [82].
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Abstract

Background: Connected health (CH), as a new paradigm, manages individual and community health in a holistic manner by leveraging a variety of technologies and has the potential for the incorporation of telehealth and integrated care services, covering the whole spectrum of health-related services addressing healthy subjects and chronic patients. The reorganization of services around the person or citizen has been expected to bring high impact in the health care domain. There are a series of concerns (e.g., contextual factors influencing the impact of care models, the cost savings associated with CH solutions, and the sustainability of the CH ecosystem) that should be better addressed for CH technologies to reach stakeholders more successfully. Overall, there is a need to effectively establish an understanding of the concepts of CH impact. As services based on CH technologies go beyond standard clinical interventions and assessments of medical devices or medical treatments, the need for standardization and for new ways of measurements and assessments emerges when studying CH impact.

Objective: This study aimed to introduce the CH impact framework (CHIF) that serves as an approach to assess the impact of CH services.

Methods: This study focused on the subset of CH comprising services that directly address patients and citizens on the management of disease or health and wellness. The CHIF was developed through a multistep procedure and various activities. These included, as initial steps, a literature review and workshop focusing on knowledge elicitation around CH concepts. Then followed the development of the initial version of the framework, refining of the framework with the experts as a result of the second workshop, and, finally, composition and deployment of a questionnaire for preliminary feedback from early-stage researchers in the relevant domains.

Results: The framework contributes to a better understanding of what is CH impact and analyzes the factors toward achieving it. CHIF elaborates on how to assess impact in CH services. These aspects can contribute to an impact-aware design of CH services. It can also contribute to a comparison of CH services and further knowledge of the domain. The CHIF is based on 4 concepts, including CH system and service outline, CH system end users, CH outcomes, and factors toward achieving CH impact. The framework is visualized as an ontological model.

Conclusions: The CHIF is an initial step toward identifying methodologies to objectively measure CH impact while recognizing its multiple dimensions and scales.
Introduction

Background Concepts

Presently, information and communication technologies, including a growing number of consumer and medical devices as well as patient services, have created new opportunities to improve the health and well-being of individuals and populations. Such improvements are expected to be successful through behavior change at a personal level, better health care coordination, and multilevel information sharing, gradually building the connected health (CH) landscape [1].

CH, as a new paradigm, manages individual and community health in a connected and holistic manner by leveraging a variety of technologies [2,3]. CH is a promising vehicle for the incorporation of telehealth and integrated care services, covering the whole spectrum of health-related services from the ones directing the healthy subject (as a citizen who seeks health service support or a wellness service consumer) to those addressing the chronic patient as an integrated (tele) care service beneficiary. The evolution of the CH ecosystem and related concepts (eg, telemedicine) has been discussed from a bibliometric viewpoint in a study by Burmaoglu [4].

The reorganization of services around the person or citizen, with person-centered care being a promising area [5], is expected to bring an important impact in the health domain. This will require addressing a series of concerns in an effective manner to more successfully reach stakeholders: contextual factors influencing the impact of care models, the cost savings associated with CH solutions, and the sustainability of the CH ecosystem. Overall, there is a need to shed light on the concepts of CH impact.

The Aim

This paper aimed to introduce the CH impact framework (CHIF) that serves in the assessment of CH services’ impact. CHIF was born from the European Network for the Joint Evaluation of Connected Health Technologies (ENJECT), a network actively involved in the evaluation of CH technologies, funded by European Cooperation in Science and Technology (COST) Action [6]. Within the complete spectrum of CH, this study focused on the subset of CH comprising services that directly address patients and citizens at large on the management of disease or health and wellness. These CH patient services are heavily dependent on new technologies. Nevertheless, CH services are not considered detached from established health information technology (either secondary care medical technology or technology primarily oriented to the health care professional [HCP], such as ePrescription) and the respective health care services.

The reason for this study focusing on CH patient services, on the verge of consumer informatics, was because this is a new, highly promising area that is unmapped and in a gray zone concerning health care, meaning that there are no explicit care models incorporating CH services, health policies, or guidelines or standard ways of assessing these services.

Related Work and Rationale

When considering health impact assessment (HIA) of a policy, program, or project, its potential effects on the health of a population and the distribution of those effects are evaluated [7,8] so as to produce (1) recommendations supporting decision makers and other stakeholders in making choices about alternatives and (2) improvements to avoid risks, prevent disease or injury, and actively promote health. The impact of CH technologies and services needs to be well defined [9], providing relevant evidence linking to and extending the HIA procedures.

On a broader scale, a relevant study regarding the assessment of integrated care services and scaling up of integrated care in European regions has been conducted by the European Innovation Partnership on Active and Healthy Ageing B3 [10] group (the Action Group on integrated care). The topics addressed included the following: (1) assessment of the health care system’s capacity to adopt integrated approaches to deal with challenges of aging, (2) assessment of the uptake of a particular good practice by a health care system, (3) identification of maturity characteristics necessary for adoption and scale-up of good practice, and (4) understanding the context and conditions in adopting and transferring practices among regions. The Maturity Model of B3 group was developed [11] as a tool to assess maturity along 12 dimensions reflecting the various aspects that need to be managed to deliver integrated care.

In addition, with regard to the assessment of telemedicine applications and services, the Model for Assessment of Telemedicine (MAST) tool was developed [12] to describe the effectiveness of telemedicine applications and their contribution to the quality of care. MAST summarizes and evaluates information about the medical, social, economic, and ethical issues related to the use of telemedicine, considering 7 assessment domains (ie, health problem, safety, clinical effectiveness, patient perspectives, financial aspects, organizational aspects, and sociocultural, ethical, and legal aspects). A framework for the emerging area of behavioral interventions was recently proposed [13], yet not elaborating on impact. Methodological aspects for CH evaluation were introduced by O’Leary [14] and Carroll [15], although not uniquely focusing on impact. Consumer health informatics assessment is discussed in the study by Gibbons et al [16]; this includes users, barriers at the system and individual level, implementation of applications (ie, function and process), and outcomes at different levels and directions (intermediate, health care processes, and clinical, economic, and relationship-centered).

There are not many papers that specifically refer to CH and its impact or to the use of specific frameworks for the impact of
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CH. In the CH review of Colorafi [17], the theoretical construct of a study by Ryan and Sawin [18] for self-management is adopted. It applies to both chronic conditions and health promotion and considers work, context, process, and proximal and distal outcomes. More specifically, according to this framework, self-management takes place in the context of (1) risk and protective factors specific to the condition, (2) a particular physical and social environment (eg, health care access, culture, and transportation), and (3) a set of individual and family factors (eg, literacy and family structure and capacity to self-manage). Self-management is a process involving individuals and families that includes (1) knowledge, facts, and beliefs (eg, self-efficacy), (2) self-regulation skills and abilities (eg, goal setting, decision making, and emotional control), and (3) social facilitation, including influence, support, and collaboration, to achieve positive health-related outcomes. Interventions to the person and family consider both process and context. The proximal or short-term outcomes lead to the achievement of distal outcomes. Thus, a temporal causal relation is introduced. Proximal outcomes mainly include individual and family self-management behaviors, such as engagement in activities and recommendations of treatment, symptom management, and adherence to recommended pharmacological therapies. Second, engagement in health-related behaviors may positively impact the cost of health care services in the short term. The distal outcomes are threefold: (1) health status as an indicator of the disease trajectory (indicating prevention, attenuation, stabilization, and worsening of the condition), (2) quality of life and perceived well-being, and (3) direct and indirect costs.

In the same vein, as services based on CH technologies go beyond standard clinical interventions and assessments of medical devices or medical treatments, the need for standardization and for new ways of measurements emerge when studying CH impact in depth. As mentioned in the study by Colorafi [17], “we likely need more sophisticated study designs if we are to adequately assess which element of a comprehensive program is affecting the outcome, asking how exactly do the ‘interventions impact the psychosocial aspects of the lives of people with diabetes?’.” Therefore, this area needs further research and disambiguation, especially, with regard to outcomes and impact. Although the abovementioned efforts are relevant to the concept of CH and offer valuable insights, CH services constitute more complex constructs that are not compartmentalized and assessed in the same manner as pharmacological trials.

The emerging CH technologies impose the definition of a CHIF. The CHIF was created in the process of exploring concepts around what CH impact is and how it can be described, assessed, and achieved. Specifically, CHIF is based on the inputs from the 2 workshops conducted in the scope of ENJECT within the last 2 years. In the following sections, the steps taken for deriving CHIF are presented, and the framework itself is described in detail along with a preliminary assessment tool based on CHIF. The paper also discusses challenges and future steps.

**Methods**

The formulation of the CHIF framework took place in a multistep process, as delineated below, and it is visually outlined in Figure 1:

- **Step 1**: A literature review was conducted on the topics of CH impact and assessment frameworks. This step helped identify the main concepts and issues discussed in the domain and helped us further shape our research.
- **Step 2**: A workshop for further knowledge and insight elicitation toward better understanding the concepts around CH impact was conducted (workshop 1). The methodology employed was based on the structured group feedback approach [19].
- **Step 3**: Following workshop 1, knowledge elicitation took place, which resulted in a proposal for a CHIF based on a synthesis of inputs.
- **Step 4**: In workshop 2, the first CHIF proposal was presented and discussed among the participants, and this was the basis for the further effort to organize and propose the framework for reporting impact, including discussion and refinement of the previously established concepts and framework structure. The result was the consolidation of the CHIF structure. In addition, different visual representations of CHIF were suggested, for example, the ontological model.
- **Step 5**: CHIF was implemented in an electronic questionnaire for preliminary feedback.

More details about the workshops can be found in the Multimedia Appendix 1.

---

**Figure 1.** Methodological steps for the derivation of connected health (CH) impact framework.

*Note:* The figure outlines the steps involved in the development of the CHIF framework, which includes a literature review, workshops for knowledge and insight elicitation, and a progression of steps leading to the consolidation of the CHIF structure and its implementation in an electronic questionnaire.

---
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Results

Overview of the Connected Health Impact Framework

The CHIF serves in the assessment of CH services impact. It aims to contribute to (1) a better understanding of what is CH impact, (2) exploring how to achieve impact and thus support in better designing of CH services, and (3) methods to measure and assess impact, which can also help compare the impact of CH services and gather further knowledge. To meet these aims, 4 axes are considered: (1) CH system or service outline—of note, both the concepts of system and service are mentioned, as the focus is sometimes on the developed application and sometimes on the provided service, which adds a broader scope, (2) CH system end users and their profile, including the profile of primary users that the system targets and secondary users, (3) CH outcomes and measures of impact at different levels, and (4) factors toward achieving CH impact, including barriers and enablers, and a clear value proposition.

The framework is visualized as an ontological model (see Figure 2). CHIF is organized as a tree with the concept of CH service at its root. Nodes beyond the third tree level are not depicted in the figure to reduce the complexity of visualization; however, all the nodes are presented in the following sections.

Figure 2. The ontological model of connected health impact framework; the framework is organized as a tree whose root is the concept of connected health (CH) system and service. Nodes beyond the third tree level are not depicted here, to reduce the complexity of visualization. Note that the arrows tagged as is a denote a subsumption relationship (ie, lighter colored nodes are subclasses of darker colored nodes).

![Ontological Model of Connected Health Impact Framework](image-url)
Connected Health Impart Framework Axes

The following subsections refer to the description of the CHIF.

Connected Health System and Service Description

As a prerequisite, CH services need a basic level of functionality description.

We propose 5 elements, helping to describe a CH service through its function, process, primary goal, evidence level, and control. The function element reveals the functionality behind the service, such as assessment or monitoring, knowledge building, disease or condition management, or lifestyle management. The process element is responsible for describing how the function is implemented (eg, receiving a measurement from the user and returning automated feedback to the user). This element can include specific components supporting user personalization, such as social interactions and other. The primary goal reflects the health-related intent for optimization (eg, daily activity through the number of steps a day and night sleep duration). The evidence level describes the validation and evaluation of the service, including technical validation, clinical testing, and user experience. The last proposed element, control, refers to the governance of the service on a higher level. The control may belong to the patient or consumer, health care representative, social services, or payers, depending also on the CH services’ funding (private or public insurance).

These CH functionality elements can be directly or indirectly linked to impact and further support a better understanding of the service as well as compare services.

Connected Health Users

When addressing the personal CH outcomes coming from a specific technology or service, one has to explicitly specify the offered functionality and aim, as well as the users it addresses or applies to. Particularly, with regard to services and interventions, the targeted users should be well described. It is necessary to note that CH has many contextual factors influencing its adoption that should be reflected. These include geographical, social, demographics, human factors, educational, regulation, interoperability, and big data contexts of the specific CH systems within particular deployments. The contextual factors influence the clinical trials concerning the CH. Similarly, CH systems might vary significantly in different geographical regions, because of, for example, different environmental influences (eg, a training or coaching application should provide a different sports suggestion for the desert region). The same argument is valid for different demographics and socioeconomic contexts. The acceptance of services is often determined by human factors, such as the engagement, education level, and—especially—digital literacy of the end users. These contextual factors are essential to understanding that, for example, the CH system X is effective for female elder users with dementia in rural areas. This fact is crucial when designing the system and reporting outcomes [20], especially if aiming at personalized interventions and avoiding one-size-fits-all ones.

We propose an initial approach where the primary user (ie, patient or citizen) is described with 4 elements: Phase of life (young, working, retired, or dependent), gender, health status (healthy, chronic patient, comorbid, acute disease, or disabled), and life context. The concept young includes childhood, adolescence, and transition to young adulthood. The last element comprises a list of factors that help describe the life circumstances of the user, including the location of living (eg, rural area), social activity, financial status, and others.

When not targeting consumer apps but health services, other involved users have to be identified, in addition to the direct beneficiary (ie, patient or citizen). The secondary users could be HCPs, the state, and policymakers, as well as businesses. CH may have an impact on all the user groups.

Connected Health Outcomes

The health-related outcome of a CH service can be viewed from 3 different perspectives: (1) the personal perspective, (2) the health care process–related perspective, or (3) the wider socioeconomic or public health perspective (see Figure 3). These outcomes belonging to the 3 different perspectives are potentially intertwined.

Personal Outcomes

First, CH can affect the patient’s or citizen’s empowerment and engagement, as well as compliance with treatment [21,22] or other health behavior. These outcomes are expected to lead to the promotion of a healthy lifestyle, with further positive care and social consequences, improved health, and a better quality of life. In this regard, personal health outcomes are divided into the following categories: (1) intermediate outcomes (health literacy, behavior change, self-activation, and self-efficacy) [23] and (2) health outcomes (disease onset, disease deterioration, hospitalization rate, and quality of life), where the former is considered as potential mediators of the latter.

The introduction of CH tools may bring improved self-efficacy, understood here as a person’s ability to implement situation-specific behaviors toward attaining established goals, expectations, or designated types of outcomes [24]. Individuals knowing more about their health status may better cope with their health-related problems by themselves. Improved knowledge and understanding about health indicators, achieved through CH, while a person suffers from health problems can also reduce uncertainty in illness.

The timescales are expected to differ depending on the 2 types of the outcome, and many pilot studies decide to report on either but not both. However, reporting on both effects would help better understand the mechanisms of outcome formation and its further impact on the personal level.

A significant challenge is how to best measure these outcomes in a consistent manner, including both subjective or qualitative parts that are mostly measured with questionnaires and objective parts that are quantitatively measured through the use of various devices (eg, number of steps on a pedometer or heart rate on a smartwatch). Another challenge is when to measure the outcomes and, more importantly, how to express their temporal nature. Importantly, personal health outcomes are also linked to the care process outcomes (eg, improved access and accessibility to health care services), especially when combined with health literacy [25].
Health Care Process Outcomes

The utilization of CH relates to better patient safety, decreased duration of diagnostic processes (eg, early diagnoses), and better disease management (eg, identification of the risk of deterioration and primary and secondary prevention of disease) [26,27]. In the scope of CH, it is also expected to offer better access to the data, which can be used to improve understanding of the disease (especially in the case of chronic diseases) and provide evidence for health policy makers and other involved stakeholders. CH technologies offer great opportunities for a unified collection of patient-reported outcomes, which can affect the health care process [28].

The introduction of CH services impacts the models of care by enabling novel pathways for health monitoring, which include new interaction models supporting the involvement and empowerment of all stakeholders. These perspectives outline the need for novel clinical health care and social care guidelines, which can influence long-term health strategy design by promoting the economic efficiency of these services.

Overall, the directions identified as regards the care-related impacts of CH can be organized in 3 axes: (1) health care process (diagnosis, treatment, prevention, stratification, and measurement of outcome) [29], (2) human interaction and relations (patient-doctor communication and shared decisions, information and experience sharing, and patient-carer dependency), and (3) new health and disease knowledge (more data and evidence).

Public Health and Socioeconomic Outcomes

There are also horizontal aspects in CH outcomes, which affect multiple stakeholders and levels of health, and thus can be
considered both as drivers and outcomes of the CH. These mainly include the facilitation of communication and information flow between health stakeholders and the improvement of health data analytics and management.

A characteristic example is the MyData Nordic Model [30]. This is an infrastructure for human-centered personal data management and processing, aiming to provide individuals with the practical means to access, obtain, and use datasets containing their personal information (i.e., medical records, financial information, and data derived from various Web-based services). This approach introduces interesting dynamics at the societal and business level. Another example that relates CH data to public health policies is the BigO program, a European research project that analyzes daily living behavioral patterns of the youth to propose optimal physical activity, diet, and nutrition-related policies [31].

Cost reduction as an outcome can be expected at different levels, from the personal to the level of public health. There are studies on the cost-effectiveness of various telemedicine services. The main CH horizontal socioeconomic effects include (1) reduction of cost of care (e.g., reduction in hospital days and number of hospitalizations), (2) improved and cost-efficient access to services, (3) improved public health policy, and (4) industrial activity and business growth, related to new services and products (e.g., analytics services).

**Factors Toward Achieving Connected Health Impact**

**Connected Health Value Proposition**

To achieve scalability and impact, CH value proposition must be clearly articulated. In this respect, it is important to elaborate on what critical information regarding the CH applications is required for understanding the value proposition pertinent to each of the different stakeholders (e.g., consumers and patients, their families, clinicians, developers, and payers). This is a clear statement of how the proposed solution relates to some improvement for the user, what specific benefits it brings, and how it differentiates from others. Although the value proposition is a consumer informatics concept, rather than a health care one, this concept may help crystallize the virtues of the CH application and its adoption.

As suggested in a McKinsey report [32], the 3 main properties that generally describe the value proposition of a CH solution are as follows: (1) desirability for all involved users (custom-centered and easy to use), (2) feasibility both technical and organizational, and (3) viability and sustainability (e.g., via a supporting ecosystem, involving smart elements, and involving integration and collaboration of stakeholders).

To support these properties, the new solutions should be designed following a user-centered approach to (1) respect the activities a potential user has to perform, (2) meet the expectations (e.g., comfort of use and easy to learn how to use), and (3) minimize the fears associated with the solution (e.g., fears related to the new technology and fear of high costs). A CH service or product should be proposed based on the abovementioned elements.

**Barriers and Enablers of Connected Health Impact**

**Figure 4** provides a visual outline in the CH impact enablers and barriers that have been identified by CHIF.

When designing and later evaluating a CH service and system or an application, it is necessary to recognize and report barriers that users (clinicians, developers, consumers, their families, caregivers, and policy makers) encounter and that can potentially limit the implementation or utilization of the CH solution. Considering the user-CH system dipole, we propose to classify the barriers, as individual level ones related to internal user features and abilities (e.g., literacy gaps) and barriers external to the user and attributed at the system level. The latter might be technical (e.g., design problems that limit usability) or organizational (e.g., regulations). The individual level barriers include digital literacy, usability, lack of incentives, technology acceptance, awareness, conflicting interests, and costs. A series of system-level barriers related to an organization have been identified, including obstacles in regulations, reimbursement systems, caremodel sustainability, stakeholder involvement, lack of evidence, contracting strategies, and political constraints. Significant technical barriers at the system level include, among others, lack of standardization and data security concerns.

The enablers that a CH system employs toward achieving impact can be reported at the same levels as the barriers, that is, individual and system (categorized as organizational or technical) level, and span beyond merely overcoming technical challenges to address the problems identified at these levels and contribute to their solution. At the individual level, it is essential to educate and motivate consumers, potentially through incentives, for example, via offering a clear user-perceived health-related benefit.

At the system level, both organizational and technical issues need to be addressed. From the organizational side, issues within the health care organization (e.g., cost-saving strategy, integration of services, and guideline support) need to be identified, and facilitating factors should be clearly defined. A vital organizational enabler is contracting strategies. In the developed countries, health care is delivered by the state, and most of the medical services are bought by a paying organization (payer) on behalf of patients or consumers as a third party of the transaction. This method shows that end users are not a party in the contract and are not directly interested in cost savings. Therefore, contracting strategies, as a way in which medical services are reimbursed, have to incentivize providers to implement innovative CH solutions. Payers already use many types of contracts that promote a different kind of provider behavior, for example, capitation, pay for performance, and case-mix contracts (diagnosis-related group, health regulation division, and shared saving models). On the technical side, best practices such as platform independence of applications, data integration and interchange, privacy awareness [33] are straightforward CH enablers.
Although proactively working to leverage enablers and overcome barriers, based on previous experience, the barriers and enablers are not in a static relation to the CH system. Besides, their relationship is not readily observable and quantified, that is, the power of the association, the extent to which they affect each other, and the outcome at a user level and beyond.

Connected Health Impact Framework Preliminary Evaluation

To examine how understandable and usable the CH concepts and terms of the proposed framework and CHIF in general are, we developed an electronic questionnaire assessment, which followed a semistructured form [34]. The questionnaire, which also encouraged insights entered in free text, was introduced to early-stage researchers that work in the domain of CH in multiple disciplines (information technology, business, and health), in the scope of the EJNECT summer school (London, September 2017). A screen capture of the electronic questionnaire is provided in Multimedia Appendix 2. The questions included in the questionnaire are provided in Multimedia Appendix 3. The actual questionnaire was eventually completed anonymously by 5 volunteers from this group. The summarized answers are presented in Multimedia Appendix 4.

Although we received a limited number of responses, it helped in observing how the CHIF concepts were perceived. Analyzing the answers included the primary goal of the framework, information on time scales of the different effects, industrial and business growth dimensions, and barriers and enablers beyond the patient or consumer user (system and secondary users). The value proposition section was left unanswered. Open questions were mostly unanswered.

Although preliminary, this limited assessment indicates the directions for improving the framework (especially the fuzzy areas) and shows the need for a better understanding and contemplating around the concept of CH services and their impact, beyond a solely technological perspective.

Discussion

Principal Findings

This paper provides an overview of CH impact concepts and proposes the CHIF for the consistent description and assessment of CH services’ impact in its different dimensions. Although this framework may benefit from further refinement, it is an attempt for setting the basis for complete and consistent reporting of this rather vague area, and it is expected to contribute in better evidence building and better designing of CH services.

A series of steps is foreseen that will lead to the CHIF deployment and use. The development of CHIF ontology is necessary for knowledge standardization and interoperability that lies in the very heart of CH. Following the example of mobile health (mHealth)—reporting guidelines [35], CHIF has the potential to evolve as a tool for reporting CH impact, either as a checklist or as an eQuestionnaire. This will also be useful for comparing interventions. In this regard, it can be part of a broader CH framework and form the basis for a digital registry of CH interventions to be further studied and compared.

An important step before that is to proceed with a thorough evaluation of CHIF-based tools in terms of clarity, completeness,
and redundancy. The existing questionnaire will be the basis for that. A future evaluation will include compare between free text and structured entry of CH impact information and a post reporting questionnaire for user experience.

The following subsections discuss different aspects regarding CH impact that present challenges and could benefit from further investigation.

The Multiple Dimensions and Scales of Connected Health Impact

We see CH impact as a multilevel concept, where potentially some CH outcomes at one level can influence those at other levels. The above interaction indicates that outcomes can also include causative relations. In essence, this requires approaching the concept of impact in a different manner: moving beyond the static clinical aggregate key performance indicators, toward linking outcomes in a more dynamic way (ie, personal, health care, and socioeconomic as well as horizontal aspects of the outcomes). Such approaches can be envisioned within a big data framework that can potentially reshape health policies. Among others, it could help to better elaborate on how each type of health outcome is linked with potential care benefit and cost reduction.

The concepts and directions stated above can set the basis for a CH taxonomy. The taxonomy in its turn can support consistent reporting, evidence building, and systematic reviewing purposes. Similar approaches have been used in consumer health [36], integrated care, and behavioral informatics applications [13].

One of the most crucial and challenging issues is the multiscale character of the CH impact. The impact can be at different structural (eg, micro-, meso-, or macroscale) and temporal scales. For example, a CH system can provide a more efficient cost-benefit ratio in the midterm to long term because of the initial increase of the cost of service and even more increased benefits and savings in the long term, owing to the abundance of information and knowledge produced by CH services.

Connected Health Beyond Consumer Health Applications

CH extends beyond primary and secondary health care settings to the whole daily life, and therefore, inevitably uses technology that is beyond medical devices as established in clinical care. The person-centered care approach is well-suited to utilize consumer health technologies [37]. The role of consumer health electronics and systems in daily life has been recently recognized and appreciated. As described in the study by Gibbons et al [16], consumer health informatics applications or tools were defined as any electronic tool, technology, or system, which is in accordance with the following: (1) primarily designed to interact with health information users or consumers (ie, anyone who seeks or uses health care information for nonprofessional work), (2) interacts directly with the consumer who provides personal health information to the system and receives personalized health information from the tool, application, or system, and (3) the data, information, recommendations, or other benefits provided to the consumer may be used in coordination with an HCP but is not dependent on an HCP. In this regard, patients (individuals who have entered in the health care process) are distinguished from citizens and consumers.

By repurposing or extending their initial aims, such tools can be used and have already been used (eg, smartwatches and activity trackers) for (1) disease management to facilitate knowing, tracking, or understanding clinical parameters, (2) monitoring and understanding daily living observations (quantified-self perspective), (3) lifestyle management assistance (eg, calendar, reminder), (4) prevention and health promotion, (5) self-care, and (6) assisted care and caregiving. When considering the quantified self, socialization, or patient–health professional relationship domain, few published studies have investigated the determinants of the efficacy of these smart connected devices and their impact on individual behaviors and professional health practices [38].

A valid point for disambiguation is whether CH basically is driven by consumer health electronics and applications, a point extensively discussed in ENJECT workshops. The answers and views seem contradictory. From one side, it is believed that CH impact is mainly driven by consumer electronics in daily life, in other words, CH impact heavily relies on consumer health informatics. The reasoning behind this is that information and communication technologies and consumer electronics indeed influence and facilitate different aspects of everyday life and societal needs, including health. The culture of permanent self-monitoring (quantified self) is a typical case of this transformational power.

There is also an opinion about consumer electronics as a partial or moderate contributor to the broader impact of CH. The main arguments for the partial contribution are the lack of de-facto integration of consumer electronics data with medical data and also the lack of actionability at the medical level (professional interpretation of the data).

Connected Health Impact Beyond Electronic and Mobile Health

Electronic health (eHealth) has been the generic platform for organizing and delivering digital health content and electronic and remote care services, whereas mHealth contributed to the wealth of mobile services focusing on the patient, the elderly, and the continuity of chronic care. The added value that CH can bring to the previous efforts in the eHealth and mHealth domain seems to span across 3 axes: (1) data and service integration and interaction, (2) validation of health-related services, and (3) overall health.

Data and Service Integration and Interaction

Traditionally, the technological framework for standardization and interoperability has been built within eHealth (eg, the data exchange standard health level 7 (HL7) [39]. However, from a functional perspective, the integration and interaction between personal and clinical information in a continuum, instead of overlapping eHealth, mHealth, and telemedicine, is a central point in CH. To a certain extent, this interaction can be regarded as a transfer of evidence from self-management data to the clinical treatment of patients and vice versa. Although this can now be technically leveraged by HL7 FHIR (Fast Health Care Interoperability Resources) and similar technology and standards.
Validation of Health-Related Services

This can be regarded as a secondary outcome of data and service integration and interaction, supporting CH evidence formation.

Health

The CH services have the potential to contribute to the improvement in the diagnostic process (eg, shorter time to diagnosis), wellness, and evidence of self-management. Telemedicine services for the elderly and patients with chronic diseases and those targeting accessibility to health care services (eg, people with disabilities or rural area residents) have been recognized and adopted to some extent. Other aspects, including patient and consumer empowerment, treatment adherence, prevention of behaviors contributing to health-related risks, and health literacy, are candidates future research and development targets toward achieving impact.

Overall, CH impact beyond eHealth and mHealth should focus on integration and access to a wealth of information and services. Therefore, there is a need for the explicit description of services and data that will be linked and integrated, from both, technical and organizational perspective.

Which Future Research Activities Can Facilitate Connected Health Impact?

CH is a new promising direction for improved health and well-being services [2]. Therefore, further research and investigations should concentrate on how CH can be interwoven into other important initiatives leading to cost containment and improvement of care.

Person-centered care and health promotion are both vital fields where CH tools are potentially able to prove their usefulness. CH in person-centered health care systems can support patients or consumers to cope with the health and well-being problems using their own resources, and as needed, help make informed decisions on when to invite others, including professionals, to act on their behalf. In this approach, well-designed CH tools may be able to prolong the period when patients and consumers would be capable to successfully manage their health and care according to their lifestyle, preferences, and goals. Patient-centered design and patients’ and consumers’ data analytics are the essential methods under the theoretical foundations of health behavior informatics.

This direction of the CH development needs studies to investigate what kind of contracting strategies and incentives could facilitate implementations of CH tools that enable cost containment by keeping people longer out of health care facilities or providers. The integration of CH services with new promising cost containment and quality improvement policies should be a research priority, and new business models should be designed. Field studies should be promoted to collect evidence and understand needs. Health economics and finance should be revised based on new political guidance.

CH technologies can be employed for adapting public health policies, addressing a broader health-related impact, which also involves transitions to new models of care. The availability of CH data combined with big data analytics can be of added value toward supporting the learning health system cycle [41].

Besides the cost and business perspective, it is essential to recognize the role and the rising needs for CH education, entailing for interprofessional aspects. CH education is related to preparing the stakeholders and addressing barriers and concerns as well as contextual factors. Elaboration of new curricula for HCPs and health researchers, while addressing CH literacy for citizens in an organized and inspiring manner, could have a transformative power toward CH impact.

Limitations

A limitation of this study is the lack of extensive evaluation of the proposed CHIF framework. In addition, the lack of standard terminology may pose challenges toward extended use of the framework for comparison and new knowledge elicitation. The adoption of formal descriptions and semantics and the link to standard terminologies is considered a necessary next step. The adoption of standards and semantics is expected to alleviate some of the possible difficulties and ambiguities related to the current implementation and lead to broader use and evaluation of the framework.

Conclusions

CH technologies offer new vehicles for implementing anytime and anywhere health and care services. Being an emerging and diverse field, CH will benefit from the disambiguation of concepts. In addition, scaling up of these services is closely related to a means for understanding and measuring their impact. In this regard, this study introduces CHIF, a framework for CH impact assessment that contributes to the formalization of the CH domain, also paving the way toward the introduction of methods for measuring and comparison in multiple scales and dimensions related to CH outcomes. CHIF can evolve toward the creation of a CH impact tool and contribute to the generation of a service registry for further comparison and investigation.
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Abstract

Background: This study examines the development of the connected health (CH) research landscape with a view to providing an overview of the existing CH research. The research field of CH has experienced rapid growth coinciding with increasing pressure on health care systems to become more proactive and patient centered.

Objective: This study aimed to assess the extent and coverage of the current body of knowledge in CH. In doing so, we sought to identify specific topics that have drawn the attention of CH researchers and to identify research gaps, in particular those offering opportunities for further interdisciplinary research.

Methods: A systematic mapping study that combined scientific contributions from research in the disciplines of medicine, business, computer science, and engineering was used. Overall, seven classification criteria were used to analyze the papers, including publication source, publication year, research type, empirical type, contribution type, research topic, and the medical condition studied.

Results: The search resulted in 208 papers that were analyzed by a multidisciplinary group of researchers. The results indicated a slow start for CH research but showed a more recent steady upswing since 2013. The majority of papers proposed health care solutions (77/208, 37.0%) or evaluated CH approaches (49/208, 23.5%). Case studies (59/208, 28.3%) and experiments (55/208, 26.4%) were the most popular forms of scientific validation used. Diabetes, cancer, multiple sclerosis, and heart conditions were among the most prevalent medical conditions studied.

Conclusions: We conclude that CH research has become an established field of research that has grown over the last five years. The results of this study indicate a focus on technology-driven research with a strong contribution from medicine, whereas the business aspects of CH have received less research attention.

(J Med Internet Res 2019;21(9):e14394) doi:10.2196/14394
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Introduction

Background

A variety of terms and concepts exist that describe the use of technology in health including Health IT, eHealth, Telemedicine, and Health Informatics. In the early 2000s [1], the term Connected Health (CH) began to appear. It did so in the context of research that investigated how information and communication technologies could advance health by connecting people, knowledge, technical artifacts, and organizations. Some years later, Poon and Zhang introduced a new CH information system based on a “four-layered architecture: personal, home, community, and hospital” [2]. One of the most cited definitions for CH was introduced in 2013 [3]:

Connected Health encompasses terms such as wireless, digital, electronic, mobile, and tele-health and refers to a conceptual model for health management where devices, services or interventions are designed around the patient’s needs, and health related data is shared, in such a way that the patient can receive care in the most proactive and efficient manner possible. All stakeholders in the process are connected by means of timely sharing and presentation of accurate and pertinent information regarding patient status through smarter use of data, devices, communication platforms, and people.

The European Network for the Joint Evaluation of Connected Health Technologies defines the CH vision as “a paradigm shift looking after the individual and community health in a process that speaks to the health journey of the person, through the entire lifespan, leveraging a variety of technologies to do so” [4]. Achieving this vision will require attention to be paid to policy and regulation, technology and interoperability, training and education, business and revenue models, as well as citizen and clinician engagement [5]. Successful implementation of the CH vision needs time and effort from all health care stakeholders.

Objectives

Given the recent growth in CH research, we set out to map its evolution up to the present day. We use a systematic mapping study to chart the research landscape combining scientific contributions from the research disciplines of medicine, business, computer science, and engineering. Although previous CH reviews do exist, they are confined to descriptions of how CH solutions are being used in specific conditions such as cancer [6,7] or in specific measurement technologies such as measurement of vital signs [8] or weight [9]. Past efforts also concentrated on presenting CH-related literature in systematic ways [6,10,11]. Our goal is to provide a comprehensive, interdisciplinary overview of existing CH research. This will help researchers understand how the field has developed since its earliest studies in the late 1990s. It will also identify those topics that have drawn the attention of the research community. This knowledge will add value by identifying gaps or interdisciplinary opportunities in the study of CH. Perhaps most importantly, it may also underpin future work to develop an integrated and interdisciplinary research agenda for CH that will answer efficacy, design, policy, and sustainability questions for patients, clinicians, technology developers, and businesses.

Methods

Overview

This paper followed a systematic mapping study method [12]. Systematic mapping studies aim primarily to present an overview of a research area to report the quantity and type of literature and results that are published within it. The systematic mapping process comprises 3 steps: (1) the identification of relevant literature, (2) the composition of a classification scheme, and (3) the mapping of literature [12]. Figure 1 presents the mapping process including the search for relevant literature, the definition of a scheme, and the mapping of relevant publications.

The method was used to examine the body of existing research conducted by researchers in medicine, business, computer science, and engineering to understand the nature of research conducted in the area of CH. A systematic mapping study was found to be suitable for this task as it provided a high-level framework for combining interdisciplinary research efforts as well as an analytical framework that spanned disciplinary boundaries.

Mapping Questions

The aim of this study was to present an overview of the available publications pertinent to CH. Following the systematic mapping study method, the study was guided by a set of mapping questions. Table 1 presents the 6 mapping questions (MQs) and the rationale for conducting this study. More detail as to the logic supporting the selection of suitable MQs is included in the Data Extraction Strategy section below. The study search strategy as well as the inclusion and exclusion criteria (EC) were based on these 6 MQs.

Figure 1. Systematic mapping process.
Table 1. Mapping questions.

<table>
<thead>
<tr>
<th>ID</th>
<th>Questions</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>MQ1</td>
<td>Which publication channels are the main targets for CH research?</td>
<td>To identify where CH research can be found and to identify targets for publication of future studies</td>
</tr>
<tr>
<td>MQ2</td>
<td>How has the frequency of studies related to CH changed over time?</td>
<td>To identify the publication trends over time of CH literature</td>
</tr>
<tr>
<td>MQ3</td>
<td>What are the research types of CH studies?</td>
<td>To explore the different types of research reported in the literature concerning CH</td>
</tr>
<tr>
<td>MQ4</td>
<td>Are CH studies empirically validated?</td>
<td>To discover whether research on CH has been validated through empirical studies</td>
</tr>
<tr>
<td>MQ5</td>
<td>What are the approaches that were reported in CH research?</td>
<td>To discover the CH approaches reported in the existing CH literature</td>
</tr>
<tr>
<td>MQ6</td>
<td>What are the main topics and conditions in CH literature?</td>
<td>To identify the research areas and health conditions discussed in papers</td>
</tr>
</tbody>
</table>

MQ: mapping question.
CH: connected health.

Search Strategy

As CH is inherently interdisciplinary, our goal was to use the systematic mapping method to study research contributions on the topic across disciplines. We, therefore, searched papers from the most recognized scientific literature databases in each of the chosen disciplines.

The papers of the study were retrieved from 7 databases of scientific literature, namely, (1) Institute of Electrical and Electronics Engineers Xplore Digital Library, (2) Association for Computing Machinery Digital Library, (3) ScienceDirect, (4) SpringerLink, (5) MEDLINE and PubMed, (6) Business Source Complete (EBSCO), and (7) ABI and INFORM Collection (ProQuest), with the help of the corresponding search engines. The search was performed in October 2018. Different search strings were proposed and discussed over the course of joint meetings to arrive at a set of primary keywords. Two of the authors tested different strings of potential keywords such as “Connect Health,” “Connecting Health,” “Connect-Health,” or “Connecting-Health.” After evaluating the search results, the authors agreed to proceed using the following search strings: (“Connected” AND “Health”) OR (“Connected” AND “-” AND “Health”).

The search was applied to the title, abstract, and keywords to include relevant papers. On the basis of our methodology, we included a wide selection of papers on the first iteration and thereafter relied upon the inclusion criteria and EC to identify the relevant literature [13].

Paper Selection Criteria

The search results that were retrieved from the 7 chosen search engines were merged in a single list and saved in a spreadsheet document. Duplicate entries were removed based on the digital object identifier (DOI) and the intertitle lexical distance (the Levenshtein metric was used to measure the lexical distance) with the help of a custom Python script [14]. A total of 7 papers had to be manually reviewed as potential duplicates.

The final list of papers was distributed to all authors for analysis. On the basis of the area of expertise, pairs of authors were assigned to analyze papers retrieved from each database. A total of 3 areas of expertise were identified as follows: technical (computer science and engineering), medical, and business. Each pair of authors reviewed the title, abstract, and keywords and made a recommendation as to whether that paper should be included or excluded. Discrepancies across coding teams were resolved through further scrutiny of the paper.

The inclusion criteria were limited to studies that discussed CH. In total, 240 papers were identified after the removal of duplicates, whereas 32 papers were excluded after meeting at least one of the following exclusion criteria: EC1—papers that focus on CH comorbidities, that is, the paper discusses the connection between health conditions, not CH as a concept; EC2—papers that focus on law; EC3—papers that focus on medical procedures only, without connection to CH; and EC4—papers that focus on evaluating climate but not in relation to CH. Figure 2 presents the process of the study selection.
Data Extraction Strategy

The selected studies were analyzed to collect information that would give answers to the MQs according to the data extraction strategy outlined in Table 2 below.

Table 2. Data extraction strategy.

<table>
<thead>
<tr>
<th>Mapping questions</th>
<th>Description of classification categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>MQ1</td>
<td>Publication source and publication channel</td>
</tr>
<tr>
<td>MQ2</td>
<td>Publication year</td>
</tr>
<tr>
<td>MQ3</td>
<td>Research types [15]: real-world CH(^b) approaches are implemented and undergo evaluation; solution proposal—a new CH solution or a significant extension of an existing solution is proposed, and the evaluation of the solution is based either on empirical data or theoretical argumentation; opinion paper—a CH study that is based on the personal opinion of the author(s); review—studies that present a review of existing CH literature; other—the remainder of research types associated with CH studies. This is assigned to studies where research type is either unknown or does not fall into one of the aforementioned main categories (eg, experience papers, which express the personal experience of author(s) without providing any scientific evidence to support it)</td>
</tr>
<tr>
<td>MQ4</td>
<td>Empirical types [16,11]: case study—an empirical inquiry that investigates a CH approach within its real-life context; survey—an empirical inquiry method for collecting quantitative information concerning a CH approach, for example, a questionnaire; experiment—an empirical method applied under controlled conditions to evaluate a CH approach; history-based evaluation—nonempirical studies evaluating CH approaches in previously completed projects; theory—nonempirical research approaches or theoretical evaluation of a CH approach; other—the remainder of CH studies that do not fit within the previous types</td>
</tr>
<tr>
<td>MQ5</td>
<td>Contribution types: method—a manner of procedure and steps taken to acquire knowledge in CH; tool-based technique—a technique based on a software tool to accomplish CH tasks; model—a system representation that allows CH to be investigated through a hierarchical structure; framework—a real or conceptual structure intended to serve as a support or guide for CH; other—the remainder of CH approaches. This includes CH studies of approach not fitting other classes, along with very rare approaches that have been grouped in this category to facilitate abstraction and visualization. The approaches grouped herein are feasibility study, field research, process, guideline, and network analysis</td>
</tr>
<tr>
<td>MQ6</td>
<td>Main topics and medical conditions</td>
</tr>
</tbody>
</table>

\(^a\)MQ: mapping question.  
\(^b\)CH: connected health.

MQ6 comprised 2 parameters: the topic of the paper and the medical condition examined within it. With regard to the topic of the paper, we did not have a predefined list of topics but relied on an open coding process where the researchers conducting the analysis selected a descriptive word for the topic of the paper. To identify the main topics of the included papers,
the authors relied on the title, abstract, and keywords. After compiling all topic words, we curated the topic list to come up with a consistent list (eg, using the same word for body-worn sensors and wearables). Similarly, with regard to the medical condition examined, no predefined classification was used that allowed coders to assign the medical condition, if any, of each CH paper. Again, the resulting condition list was curated to develop a more consistent list (eg, using the same word for ageing and elderly).

**Synthesis Method**

The synthesis method used was based on the following steps: (1) enumerating the number of papers per publication channel and the number of papers per bibliographic source per year; (2) enumerating the primary studies that are classified in each MQ’s response; (3) presenting visualizations for the classification results, which have been used in the analysis; and (4) presenting a narrative summary to discuss the principal findings.

**Results**

**Overview**

This section describes the results related to the systematic MQs presented in Table 1. Multimedia Appendix 1 gives an overview of the classification results for all the included papers [6-11,17-217]. Custom Python scripts have been developed to process the classification data and generate the tables (Multimedia Appendix 1) and figures (Figures 3 and 4) of this section. The Pandas and the Matplotlib Python [218,219] libraries were used to manipulate the tabular input data and plot the results, respectively.

**Figure 3.** Publication trend per year−total number of connected health papers published per year; the number of papers reported for the year 2018 only includes papers published until October 2018, with a projection of estimated papers based on linear extrapolation (presented as superimposed gray line).
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**Figure 4.** Bubble graphs associating the empirical types with the research types (left) and the approaches (right) of the included connected health studies. The vertical axis (empirical type) is shared between the two graphs. The size and shade of each bubble represents the absolute frequency of connected health papers belonging to a given pair of empirical type and research type (left) or approach (right); absolute frequencies less than 5 are not typed inside the bubble because of space limitations. The horizontal and vertical axes labels are accompanied by the relative frequency (ie, percentage) of the class.
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Mapping Question 1: Which Publication Channels are the Main Targets for Connected Health Research?

The majority of the CH papers were published in scientific journals (139/208, 66.8%), whereas 32.9% (68/208) were published in scientific conferences. Table 3 lists the publication forums that have published at least two CH papers.

Mapping Question 2: How Has the Frequency of Studies Related to Connected Health Changed Over Time?

Figure 3 presents the publication trend per year from 2000 to 2018. It must be noted that the analysis does not include the full body of CH work published in 2018 as our search was performed before the end of that year. We have added a projection for year 2018, estimating the total number of papers. Our projection assumes that publication frequency would remain consistent till the year end. As Figure 3 shows, there is a gap in publications from 2001 to 2004. Less than 5 papers per year were published until 2008, whereas from 2013 to 2017, the number of publications rises steadily.

Mapping Question 3: What are the Research Types of Connected Health Studies?

Figure 4 shows the research types of the included studies. The majority of the papers are solution proposal studies (77/208, 37.0%), 23.5% (49/208) of the selected studies evaluated CH approaches, 20.6% (43/208) reviewed literature, 16.8% (35/208) reported the opinions of authors about CH, and 1.9% (4/208) of the papers analyzed were classified as other.

Mapping Question 4: Are Connected Health Studies Empirically Validated?

Figure 4 presents our findings as to whether or not the included studies were empirically validated and, if so, the empirical validation approaches used. The majority of the studies were, in fact, empirically validated. More specifically, 28.3% (59/208) were validated in case studies, 26.4% (55/208) in controlled experiments, and 13.4% (28/208) with surveys. Nonempirical papers included, for example, those focused on theory (25/208, 12.0%) and those using history-based evaluation (11/208, 5.2%).

Mapping Question 5: What Are the Approaches That Were Reported in Connected Health Research?

Figure 4 shows the wide range of approaches taken in the included CH studies. The approaches most frequently reported belonged to other categories (66/208, 31.7%), followed by methods (56/208, 26.9%) and tool-based techniques (43/208, 20.6%). Only 10.0% (21/208) of the papers were classified as presenting frameworks, with 8.1% (17/208) suggesting models.

Mapping Question 6: What Are the Main Topics and Diseases in Connected Health Literature?

Tables 4 and 5 present the results for the main topic and condition of the included CH studies. Topics with fewer than two occurrences have been omitted from Table 4. The most common research topics of the included CH papers were health care (16) and disease management (13), followed by telemedicine/telehealth (11) and electronic health (eHealth)/mobile health (9). Table 4 lists all research topics and their frequencies, whereas Table 5 lists the conditions and their frequencies. As for the main conditions reported in our study, diabetes (12), aging (10), cardiovascular diseases (10), cancer (7), chronic diseases (7), and dementia (4) were among the prevalent conditions found in the selected studies.
Table 3. Publication sources that have published 2 or more connected health papers.

<table>
<thead>
<tr>
<th>Publication source</th>
<th>References</th>
<th>Number of published papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>In the 14th International Conference on Telecommunications</td>
<td>Starić et al (2017) [135], Maramis et al (2017) [204]</td>
<td>2</td>
</tr>
<tr>
<td>BMC&lt;sup&gt;c&lt;/sup&gt; Medical Informatics and Decision Making</td>
<td>Allaert et al (2017) [118], Tharmalingam et al (2016) [119]</td>
<td>2</td>
</tr>
</tbody>
</table>

<sup>a</sup>eHealth: electronic health.  
<sup>b</sup>JMIR: Journal of Medical Internet Research.  
<sup>c</sup>QJM: Quarterly Journal of Medicine.  
<sup>d</sup>BMC: BioMed Central.
Table 4. Frequencies of the main topics associated with the reviewed articles; main topics with a single occurrence have not been included because of space limitations (N=208).

<table>
<thead>
<tr>
<th>Topics</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care</td>
<td>16 (7.6)</td>
</tr>
<tr>
<td>Disease management</td>
<td>13 (6.2)</td>
</tr>
<tr>
<td>Telemedicine/telehealth</td>
<td>11 (5.2)</td>
</tr>
<tr>
<td>Electronic health/mobile health</td>
<td>9 (4.3)</td>
</tr>
<tr>
<td>Monitoring</td>
<td>8 (3.8)</td>
</tr>
<tr>
<td>Security</td>
<td>8 (3.8)</td>
</tr>
<tr>
<td>Consumer health informatics</td>
<td>7 (3.3)</td>
</tr>
<tr>
<td>Sensors</td>
<td>6 (2.8)</td>
</tr>
<tr>
<td>Information and communication technologies challenges</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td>Personal health devices</td>
<td>4 (1.9)</td>
</tr>
<tr>
<td>Education</td>
<td>3 (1.4)</td>
</tr>
<tr>
<td>Usability</td>
<td>3 (1.4)</td>
</tr>
<tr>
<td>Medical education</td>
<td>3 (1.4)</td>
</tr>
<tr>
<td>Innovation</td>
<td>3 (1.4)</td>
</tr>
<tr>
<td>User-centered design</td>
<td>3 (1.4)</td>
</tr>
<tr>
<td>Interoperability</td>
<td>3 (1.4)</td>
</tr>
<tr>
<td>The internet of things</td>
<td>3 (1.4)</td>
</tr>
<tr>
<td>Software engineering</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Privacy</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Medication adherence</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Lifestyle coaching</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Ageing</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Personalization</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Service delivery</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Elderly</td>
<td>2 (0.9)</td>
</tr>
</tbody>
</table>
Table 5. Frequencies of the target conditions associated with the reviewed articles; of note, only 77 of the reviewed articles have been mapped to a target condition (N=208).

<table>
<thead>
<tr>
<th>Condition</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No (condition)</td>
<td>131 (62.9)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>12 (5.7)</td>
</tr>
<tr>
<td>Ageing</td>
<td>10 (4.8)</td>
</tr>
<tr>
<td>Cardiovascular diseases</td>
<td>10 (4.8)</td>
</tr>
<tr>
<td>Cancer</td>
<td>7 (3.3)</td>
</tr>
<tr>
<td>Chronic diseases</td>
<td>7 (3.3)</td>
</tr>
<tr>
<td>Dementia</td>
<td>4 (1.9)</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>3 (1.4)</td>
</tr>
<tr>
<td>Stroke</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Mental health</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>General health</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Psychosis</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Chronic skin disease (psoriasis, dermatology)</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Vital signs</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Stress</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Renal conditions</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Malaria</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Hemodialysis</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Dental issues</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Arrhythmia</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Obesity</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Palliative care</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Urinary incontinence</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Glaucoma</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Blood transfusion service</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Hearing issues</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Environmental exposure</td>
<td>1 (0.4)</td>
</tr>
</tbody>
</table>

Discussion

This section discusses the results and main findings of this study. First, each mapping question is discussed in its specific subsection. Finally, the limitations of this study are discussed.

Principal Findings

Publication Channels

Publication channels provide information about how research activities in CH have been established in the scientific community. The results of this study show that the majority of CH publications appear in peer-reviewed scientific journals (139/208, 66.8%). Although both journals and conferences aim to disseminate research and contribute to the development of a field, journals are typically considered more prestigious because of manuscript review criteria and acceptance practices. In addition, journals usually present more extended pieces of research work and contribute toward the establishment of a knowledge base for a field. Although the process of publication is longer compared with conferences, journals potentially have a larger impact in terms of visibility and audience reach [220-222]. CH studies are often published in peer-reviewed journals with high impact factors, such as the Journal of Medical Systems, Studies in Health Technology and Informatics, Telemedicine and eHealth, and Journal of Medical Internet Research. This indicates that CH research efforts to date have focused on the establishment of a body of knowledge. On the other hand, conferences offer a dynamic environment that enables researchers to communicate with colleagues, exchange research interests, and receive specialized feedback. Conference publications could, therefore, be considered innovation-laden.
venues that denote the evolution of research in a field, as they often facilitate the presentation of novel ideas based on preliminary results. Conferences appear to be channels for the introduction and establishment of innovative research to experts of a particular area of research [220-222]. The first published conference papers on the topic of CH appeared in 2016. In the following two years, CH research was accepted and published by two international conferences. This finding could indicate efforts to further develop a research community to highlight and nurture CH research. The establishment of the European Network for the Joint Evaluation of Connected Health Technologies research coordination program, the funding of two Innovative Training Network CH projects (cancer: activating technology for connected health [CATCH] and connected health early stage researcher support system [CHESS]), and the expansion of the European Connected Health Alliance organization across Europe have all served to connect stakeholders under the umbrella of CH [223-225]. This coordination of effort has potentially led to the increase in both journal and conference publications as researchers come together around a shared interest in CH.

Publication Trend

The papers matching our inclusion criteria, while spanning a publishing period from 2000 to 2018, show that CH research has attracted increasing attention since 2013. A publication gap between 2001 and 2004 coincides with the infancy of the CH field, likely reflecting the fact that the evolution of CH research was a slow and gradual process underpinned by the fermentation of experts from different academic disciplines. Overall, Figure 3 draws a very typical picture of the evolution of a research field, with sporadic publications in the beginning followed by an exponential increase in the yearly production of scientific literature. One could argue that the discourse around personal health records (PHRs) and patient services started around early 2000s, whereas the focus until that point had tended toward classic telemedicine. The PHR concept, and the shift from telemedicine to patient-centered services may have then driven the publication of CH-related papers. The growth of publications after 2009 can be attributed to various factors. The emergence of CH in the past decade coincides with a demographic shift where the older population is ultimately projected to outnumber the young people [226]. This increasing aging population with its chronic and degenerative diseases has been projected to exert severe financial pressure on future health care systems [226,227]. At the same time, the development of new technologies has facilitated the promotion of CH solutions. The proliferation of devices and apps enabled by internet of things in health care over the last decade [228], along with the adoption of smartphones and wearables by everyday users, has transformed health care delivery, enabling remote health monitoring and personalization of health care services [17,229,230]. Likewise, providers such as Amazon, Google, Salesforce, International Business Machines corporation, and Microsoft began to establish new data centers for hosting cloud computing apps in 2009 [231]. Taking that into consideration, we could argue that the emergence and evolution of the CH approach from 2009 onward reflects a demand for the provision of CH services to exploit technological advances and bring together patients and stakeholders to “offer the correct information to the correct person at the correct time” and make better decisions for health and care [17]. In terms of eHealth policies and regulations, the trends are consistent with the development of the CH paradigm as, according to the World Health Organization, the number of countries with eHealth and telehealth policies or strategies has started to increase significantly since 2009 [232].

Research Types

Our results show that CH researchers focused primarily on suggesting novel solutions or extending existing research to explain, identify, and provide details of the CH approach (77/208, 37.0%). The 23.5% (49/208) of papers that centered on evaluation also represent attempts to comprehend and develop previous research through evaluating a solution with a valid approach [13,15]. This leads us to conclude that much of CH research is at a development stage, where new concepts are proposed, developed, and evaluated to demonstrate their potential value. However, the existence of a significant number of literature reviews (43/208, 20.6%) indicates that there is maturity in the discipline that allows reviews of the existing research. Through these reviews, researchers aim to identify the research gaps to drive the growth of future research endeavors. If we view this finding alongside the publication trend, which shows that the body of CH research grew over the last few years, then we could argue that there is rapid growth in this discipline. This argument is given weight by the commission of European Union–funded projects such as CHESS in September 2015 and CATCH in 2016 [223,224]. Another factor to consider is that CH as a vision builds upon the best possible utilization of health data. Therefore, the growth of CH research can be considered to also be related to the availability of relevant health data. From 2016 onward, the amount of available networked data is more than 10.000 billion GB, almost double the amount of available data in 2014 [233].

Empirical Studies

Our findings support the idea that over half of the CH studies are based on empirically informed approaches. More specifically, the majority of the solution proposals were empirically validated with case studies (59/208, 28.3%), followed by experiments (55/208, 26.4%), whereas 13.4% (28/208) used surveys. Case studies have been shown to be particularly suited to how and why questions, real-life contexts, and the building of theory [234]. They offer an opportunity to use real-time methodologies where the collection of data and empirical material “takes place at the same time as such data are unfolding and where events depend on each other in a sequential order” [235]. In particular, case studies can offer an “opportunity to observe and analyze a phenomenon previously inaccessible to scientific investigation” [236]. This predominance of case study approaches to the study of CH reflects the relative immaturity of this field of research and a need to build understanding and theoretical contributions in the area through better understanding of individual cases and their contextual parameters. An experiment, on the other hand, is predicated on the analysis of covariance and assumes that participants can be assigned at random, that there are equal
numbers of cases in each cell of the factorial design, and “the correlations between or among the independent variables of a factorial design are zero” [237]. The high number of experiment-based studies can be likely explained by the high number of papers exploring specific technical solutions that can be validated in controlled conditions. This raises the possibility that CH researchers are channeled into empirical approaches that have long been considered gold standard in engineering and health research.

**Approaches**

The results for this MQ show that the majority of the included papers belong to other types of studies (66/208, 31.7%), which means that they used approaches that were not defined by our classification scheme. This finding could arise from a variety of factors. More than half of the included papers were from the medical discipline, a fact that has given rise to classification challenges, as reviewers were not able to fit them into one of the defined categories. Although mapping studies are common in the medical discipline [12], classifying research approaches that spanned studies from different disciplines was difficult. A more detailed classification scheme that incorporated classification systems from all disciplines may have delivered more precise results but would have made aggregation difficult and may have obscured any similarities across disciplines. Methods (56/208, 26.9%) were reported to be among the most frequent approaches, followed by tool-based techniques (43/208, 20.6%). This potentially reflects both the relative immaturity and the inherently interdisciplinary nature of the field of CH at this stage. Before researchers can develop models or frameworks that might be applied to CH, they must come to an agreement as to those methods and techniques that are both feasible and acceptable across the new field. The interdisciplinary nature of CH research makes it even more important to focus on methods. As Klein puts it: interdisciplinarity is “a means of solving problems and answering questions that cannot be satisfactorily addressed using single methods or approaches” [238]. Researchers prefer, however, those methods that are traditional to their discipline [239] and so time must be spent discussing and agreeing to those methods and techniques that can span the interdisciplinary boundaries of CH.

**Research Topics and Conditions**

The topic analysis shows that technical and medical disciplines dominate the research topics of the papers, with some references to related disciplines such as education or innovation research. The topic descriptions show a large body of papers discussing measurement-based monitoring with sensors and wearables. This reflects the fast development of body-worn sensors and wireless communication methods that allow the transfer and storage of large amounts of data for further analysis. Another body of papers focused on patient perspectives in CH solutions through a consumer viewpoint or user-centered design, which might reflect an increasing interest in patient empowerment and self-management solutions. The growth of CH as a research field might also reflect regulatory moves toward a data economy where rules for using personal data are clearer (eg, General Data Protection Regulation). Related topics included security, privacy, and interoperability issues. It has been suggested that leveraging interoperable CH technologies for chronic disease management can have multiple positive effects not only on patients but also on clinical outcomes, thus contributing, for example, to the promotion of outpatient care [87]. Although the implementation of CH interoperable scenarios in real-life contexts, such as the Whole System Demonstrator Program in the United Kingdom, had overall positive outcomes [87], issues related to security and lack of data standardization are among the challenges yet to be overcome [106,203].

Diabetes, cancer, and chronic heart conditions dominate the medical conditions covered. This is unsurprising given that these are leading health problems on the global stage [240]. This may also indicate that lifestyle-related conditions are especially suited to CH, as lifestyle changes require patient empowerment and may benefit from technologies used for unobtrusive measurement and personal health devices. Papers discussing issues related to aging, including dementia and falls were often present; among less common conditions, multiple sclerosis seemed to draw more attention.

**Limitations**

Owing to the interdisciplinary nature of our topic, we used an interdisciplinary team of researchers for analysis. Having researchers with different backgrounds could decrease inter-rater reliability, especially where we did not have a predefined list of values, as with the topic and condition parameters. Nevertheless, for the analysis of results, the authors relied upon the interpretation of descriptive statistics and visualizations, thus decreasing the threat to validity. In the same vein, to alleviate the authors’ influence on the classification process, the development of the classification scheme relied on widely accepted guidelines [13]. The differences between content and style of abstracts in different research disciplines and traditions may have resulted in slight differences in information retrieval process. In some cases, the abstract did not include all information needed to classify the paper, and the researchers had to read parts of the full text to obtain all relevant information. However, the vast majority of the 208 publications identified have been classified purely based on the title, abstract, and keywords. In our view, subtle differences in the publication screening process have had only minor impacts on the main conclusions drawn from the 208 publications identified in our study.

The differences in publication practices between the disciplines probably had an influence on how the results of MQ1 were interpreted, as the role of conference and journal publications differs between disciplines [241]. For example, many highly regarded conferences within the business discipline do not publish conference proceedings (eg, European Group for Organizational Studies). Indeed, even those conferences that do publish proceedings may only do so for a subsection of the best papers, and authors will still be offered the option of removing their papers from those proceedings to protect future publishing opportunities (eg, Academy of Management). These factors combine to mean that verbal discussions may well have commenced within the business academic community in conferences that are not reflected within our review as it deals only with published material.
As the methodology of the systematic mapping study that we used in this research was originally developed in the context of software engineering, it is likely that some of the analysis parameters were less optimal in other disciplines. This is reflected, for example, in the large number of studies classified into the category other for the parameter approach. In the joint analysis meetings, the coding authors shared experiences of their difficulties in classifying the papers within the agreed analysis parameters. Alternative solutions were discussed, but it was difficult to reach a consensus that would have been satisfactory across disciplines. Ultimately, we decided to use the classification parameters proposed by our methodology. The validity of our conclusions is only applicable within the CH context.

To limit the threat related to the identification of primary studies and to include as many relevant papers as possible, 2 of the authors ran several iterations to test different strings of keywords. The adoption of the final set of keywords was used as it returned the largest number of studies. However, the list of studies might be incomplete, as additional or different terms might have an impact on the final selection of papers [242]. Nevertheless, in light of the interdisciplinary endeavor and the scope of the study, we believe that we have included the majority of the relevant literature. For the bibliographic search, no timeframe was defined; hence, the representativeness of the included studies was not affected by this factor. The results of this study should be considered under the prism of the specific search string and classification scheme and offer a baseline for future endeavors.

Our search strategy and inclusion criteria have omitted studies that are referenced in grey literature. However, the literature search was conducted in the world’s most leading and comprehensive databases for scientific knowledge. Furthermore, to alleviate the threat of publications’ nonavailability because of subscription paywalls, we performed the initial screening using a combination of university libraries to improve our access to papers. To address validity threats because of duplication, duplicate entries were removed based on the DOI and the intertitle lexical distance with the help of a custom Python script, which was ultimately manually reviewed to ensure duplicate removal.

Conclusions

On the basis of our results, we can conclude that CH research is an established field of research. The interdisciplinary nature of the field can be seen especially in papers at the intersection of the medical and technical disciplines. The number of papers in the business research publication forums is still smaller. However, business-related themes are visible in topics of papers, such as consumer orientation and innovation research, although at a much smaller scale than the topics of more technical and medical nature. For CH to succeed, money needs to move differently around the health care system. Most developed health care systems continue to reimburse care in a cure rather than a prevention mode. Cutting-edge technologies and redesigned care pathways may fail if they run contrary to the flow of health care finance. Our findings emphasize the need to increase business research in the area of CH or to find the vocabularies and keywords necessary to link existing business research with CH endeavors.

There is a growing need to involve and engage patients in their own care and, by extension, in the design of digital solutions to improve their efficacy. Tailored CH interventions may more effectively reach the intended audience in a meaningful way, but this requires in-depth understanding of the condition’s needs, barriers, and facilitators. The important role that health care professionals play in the health care system is in contrast with their lack of involvement in the design of CH. In the same vein, recent research suggests that health care professionals’ education in Europe is lacking in the area of health care information technologies [243]. Emerging trends such as user-centered design and the inclusion of patient representatives attempt to address these problems by creating CH solutions that are tailored to the characteristics and tasks of the intended users. Adoption of these and similar approaches could further the field of CH research and implementation.

Given that CH research has become far more widespread in the years since 2013, perhaps it is time to devote more research resources to the scalability of CH as reflected in empirical approaches that facilitate the use of larger populations.

We see our findings as the foundations of a research roadmap for CH researchers that challenge current thinking in health care. Such a research agenda would go beyond investigations into the feasibility of individual technical solutions to examine and develop ecosystems of stakeholders, technologies, and infrastructures that together form new kinds of systemic solutions. Such an agenda would require more focus on research that addresses interdisciplinary methodological questions alongside the creation of vocabularies and frameworks for researchers working in different disciplines to effectively collaborate and examine interdisciplinary research questions through joint methodological approaches.
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Abstract

Background: Inappropriate antibiotic prescription is one of the key contributors to antibiotic resistance, which is managed with a range of interventions including education.

Objective: We aimed to summarize evidence on the effectiveness of digital education of antibiotic management compared to traditional education for improving health care professionals’ knowledge, skills, attitudes, and clinical practice.

Methods: Seven electronic databases and two trial registries were searched for randomized controlled trials (RCTs) and cluster RCTs published between January 1, 1990, and September 20, 2018. There were no language restrictions. We also searched the International Clinical Trials Registry Platform Search Portal and metaRegister of Controlled Trials to identify unpublished trials and checked the reference lists of included studies and relevant systematic reviews for study eligibility. We followed Cochrane methods to select studies, extract data, and appraise and synthesize eligible studies. We used random-effect models for the pooled analysis and assessed statistical heterogeneity by visual inspection of a forest plot and calculation of the I² statistic.

Results: Six cluster RCTs and two RCTs with 655 primary care practices, 1392 primary care physicians, and 485,632 patients were included. The interventions included personal digital assistants; short text messages; online digital education including emails and websites; and online blended education, which used a combination of online digital education and traditional education materials. The control groups received traditional education. Six studies assessed postintervention change in clinical practice. The majority of the studies (4/6) reported greater reduction in antibiotic prescription or dispensing rate with digital education than with traditional education. Two studies showed significant differences in postintervention knowledge scores in favor of mobile education over traditional education (standardized mean difference=1.09, 95% CI 0.90-1.28; I²=0%; large effect size; 491 participants [2 studies]). The findings for health care professionals’ attitudes and patient-related outcomes were mixed or inconclusive. Three studies found digital education to be more cost-effective than traditional education. None of the included studies reported on skills, satisfaction, or potential adverse effects.

http://www.jmir.org/2019/9/e14984/
Conclusions: Findings from studies deploying mobile or online modalities of digital education on antibiotic management were complementary and found to be more cost-effective than traditional education in improving clinical practice and postintervention knowledge, particularly in postregistration settings. There is a lack of evidence on the effectiveness of other digital education modalities such as virtual reality or serious games. Future studies should also include health care professionals working in settings other than primary care and low- and middle-income countries.

Clinical Trial: PROSPERO CRD42018109742; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=109742
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Introduction

Antibiotic resistance is one of the most important public health concerns globally, and the magnitude of the problem is increasing [1]. The World Health Organization (WHO) warns that “without urgent action, we are headed for a post-antibiotic era, in which common infections and minor injuries can once again kill” [2]. Each year, in the United States, at least 2 million people become infected with bacteria that are resistant to antibiotics, and annually, 23,000 people die as a direct result of these infections [1,3]. Indirectly, antibiotic resistance contributes to the increasing costs of health care worldwide. Failure to address the issue of antibiotic resistance is estimated to result in excess of 10 million deaths worldwide and cost up to US $100 trillion annually by 2050 [4].

The main causes of antibiotic resistance include overprescription of antibiotics, overuse of antibiotics in livestock and fish farming, poor infection control in hospitals and clinics, patients not finishing their treatment, a lack of hygiene, and poor sanitation [5-7]. Adding to the problem is a shortage of health manpower and training facilities coupled with a lack of effective educational programs for health care professionals [8]. In line with the aforementioned challenges, the WHO supports countries through its competency framework on antimicrobial resistance (AMR) by providing guidance on the requisite competencies for health workforce learners at preregistration and postregistration levels in order to help address AMR in policy and practice settings [9].

The use of information and communication technology in education, ie, digital education, could improve antibiotic management education [10]. Digital education offers several potential advantages over traditional education methods, such as easier access to learning materials and facilitating the learning process without time or location constraints. Through its range of different modalities, digital education enables different educational experiences with varying forms and levels of interactivity, immersion, duration of the intervention, feedback, etc. Digital education also allows for uncomplicated and scalable dissemination of the latest evidence. For antimicrobial resistance, digital platforms are increasingly being used to deliver education and training, and there is potential to increase their uptake by, for example, ensuring that such programs are accredited and health care professionals are incentivized through various means [11,12]. As antibiotic resistance is the most prevalent form of antimicrobial resistance [13] and can potentially be prevented through health professions education [14,15], this paper focuses on the use different forms of digital education for antibiotic management by pre- and postregistration health care professionals.

Digital education (also known as electronic learning or digital learning) is the act of teaching and learning by means of digital technologies. It is an overarching term for an evolving multitude of educational approaches, concepts, methods, and technologies. Digital education can be further characterized by specific pedagogies and instructional methods, contexts of provision, and technical affordances of hardware and software [16]. It includes, but is not limited to, offline and online digital education [17-19], serious gaming and gamification [20], massive open online courses, virtual reality [21], virtual patient simulations [22], and mobile digital education [23] (Multimedia Appendix 1) [24-28].

Past reviews [29,30] on the effectiveness of educational interventions for the management of antibiotics focused mainly on traditional modes of intervention such as the use of text-based or paper-based interventions. To our knowledge, there are no reviews assessing the effectiveness of digital education for health professions on antibiotic management. To address this gap, we performed a systematic review on the effectiveness of digital technology either alone (single modality), combined with other digital technology (multimodalities), or combined with traditional education (blended digital education) to deliver education on antibiotic management for both pre- and postregistration health care professionals.

Methods

Search Strategy and Selection Criteria

We carried out a systematic review and meta-analysis by following Preferred Reporting Items for Systematic reviews and Meta-Analysis guidelines [31]. The protocol for this review was registered in the International Prospective Register of Systematic Reviews (PROSPERO, CRD42018109742) [32]. Randomized controlled trials (RCTs) and cluster RCTs (cRCTs) of pre- and postregistration health care professionals using any type of digital education (either standalone or blended) with any type of control (including traditional education and other forms of digital education) measuring change in clinical practice, knowledge, skills, attitudes, satisfaction, patient-centered outcomes (as primary outcomes); adverse-effects; or economic outcomes (as secondary outcomes) were eligible for inclusion in this review. We included participants and holders of the qualifications listed in the Health Field of Education and
Training (section 091) of the International Standard Classification of Education: Fields of Education and Training (United Nations Educational, Scientific and Cultural Organization) and excluded studies with participants from the field of traditional, alternative, and complementary medicine. We excluded crossover trials due to the high likelihood of carry-over effect. A detailed description of the methodology is provided in a previous study by Car et al [16].

We developed a comprehensive search strategy for Medline (Ovid), Embase (Ovid), Cochrane Central Register of Controlled Trials (CENTRAL, Wiley), PsycINFO (Ebsco), Educational Research Information Centre (Ebsco), Cumulative Index to Nursing and Allied Health Literature (Ebsco), and Web of Science Core Collection (Thomson Reuters; see Multimedia Appendix 2 for the Medline [Ovid] search strategy). Databases were searched from January 1, 1990, to September 20, 2018. We chose 1990 as the starting year for our search, as the use of computers was limited to basic tasks prior to this period [16]. We also searched the International Clinical Trials Registry Platform Search Portal and metaRegister of Controlled Trials to identify unpublished trials (see Multimedia Appendix 3 for the lists of Clinical Trial Registries).

The search results from each source were combined in a single library, and duplicate records were removed using reference management software [33]. Three reviewers (BK, GD, and LG) independently screened titles and abstracts of all records to identify potentially relevant studies. We retrieved full-text copies of articles deemed potentially relevant and independently assessed the retrieved articles against the eligibility criteria. Finally, we searched reference lists of all the studies that we deemed eligible for inclusion in our review and relevant systematic reviews.

Three reviewers (BK, GD, and LG) independently extracted relevant characteristics related to participants, intervention, comparators, outcome measures, and results from all the included studies using a standard data collection form. Any disagreements were resolved by consensus through discussion.

Data Analysis

For continuous outcomes, we reported mean values and SDs of the outcomes in each intervention group along with the number of participants and P values. For dichotomous outcomes, we reported risk ratio (RR) with 95% CIs. We were unable to identify a clinically meaningful interpretation of effect size in the literature for digital education interventions. Therefore, in line with other studies in the field, we presented outcomes using postintervention standardized mean difference (SMD) and interpreted the effect size using the Cohen rule [34,35].

Where studies reported more than one measure for each outcome, the primary measure, as defined by the study authors, was used in the analysis. Where no primary measure was reported, the measure that was most consistent with the outcomes presented in other included studies and the first measurement after the intervention were reported.

For cRCTs, we attempted to obtain data at the individual level. In cases where the statistical analysis of the cRCT had already been adjusted for data clustering, we extracted the reported effect estimates and used them directly for our analyses. If a meta-analysis of the included studies was indicated, we assessed statistical heterogeneity by visual inspection of a forest plot and by examining the I² statistic, with I²<25%, 25%-75%, and >75% representing a low, moderate, and high degree of heterogeneity, respectively [35]. We used a narrative approach to data synthesis instead of reporting pooled results from meta-analysis if we detected substantial clinical, methodological, or statistical heterogeneity across included studies.

For meta-analysis, we used a random-effects model. Continuous outcome data were presented in the form of standardized mean difference (SMD) (due to the use of different scales), along with 95% CIs. In the analysis of continuous outcomes, we used the inverse variance method. We displayed the result of the meta-analysis in a forest plot that provided effect estimates and 95% CIs for each individual study as well as a pooled effect estimate and 95% CI. We performed meta-analysis using Review Manager Software 5.3 [36]. We adhered to the statistical guidelines described by Higgins et al [35].

Three reviewers (BK, GD, and LG) independently assessed the methodological risk of bias of included studies in accordance with the Cochrane methodology [35]. The following individual elements of RCTs were assessed: random sequence generation, allocation concealment, blinding (outcome assessment), completeness of outcome data (attrition bias), selective outcome reporting (relevant outcomes reported), and other sources of bias (baseline imbalances). For cRCTs, we assessed the risk of the following additional domains: recruitment bias, baseline imbalance, loss of clusters, incorrect analysis, and comparability with individually randomized trials as recommended by Puffer et al [37]. Judgments concerning risk of bias for each study were scored as high, low, or unclear. Studies were judged to be at high risk of bias if there was a high risk of bias for one or more domains or unclear risk of bias in three or more domains. Studies were judged to be at unclear risk of bias if there was an unclear risk of bias for two domains. We incorporated the results of the risk of bias assessment into the review using risk of bias tables, a graph, and a narrative summary.

We developed a conceptual framework on how different digital education interventions focused on antibiotic management could contribute to an improvement in antibiotic-prescribing practices and a reduction in antibiotic resistance (Figure 1). The aim of the framework was to enable an improvement of health care professionals’ knowledge and skills (as well as other outcomes including patient-related outcomes) by empowering health professions education via digital education. We hope that by facilitating the delivery methods in health professions education, learning outcomes will be improved.
Figure 1. A simplified conceptual framework to address antibiotic resistance by empowering health professions education through digital education. *Causes of antibiotic resistance as per the World Health Organization (2018) data [2]. **Knight Gwenan et al (2018) [38].

Results

Overview

Our search strategy retrieved 44,054 unique references (Figure 2). We included 8 studies from 11 reports involving 655 health care practices, 1392 primary care physicians, and 485,632 patients [39-49]. Six studies were cRCTs [41-45,47], and two were RCTs [48,49]. Six studies randomized the participants into two groups, and two studies randomized participants into four groups. All participants were postregistration primary care physicians. The number of participants across the studies ranged from 12 [49] to 479 [47]. Two studies provided additional information for patients and caregivers in the form of leaflets or booklets as a part of the intervention [43,45]. Dekker et al [45] assessed the effects of an intervention that consisted of online digital education for primary care physicians and an information booklet for patients or caregivers. Little et al [43] delivered online digital education targeting primary care physicians and provided interactive booklets as additional resources for physicians to use during consultations with patients.
The content of the interventions focused on different aspects of antibiotic management ranging from a shared decision-making training program for antibiotic prescription in acute respiratory infection [44], management of antibiotic prescription in acute respiratory infections [43,45], inappropriate prescribing in primary care [41], a multifaceted education program to reduce antibiotic dispensing in primary care [42,48], and an antibiotic decision management guide [49].

All studies were conducted in high-income countries, except for one study that was conducted in an upper–middle-income country (China) [47]. Of the seven studies conducted in high-income countries, two were performed in the United States [41,49], two were solely performed in the United Kingdom [42,48], one was performed in six European countries (England, Wales, Belgium, the Netherlands, Spain, and Poland) [43], one was performed in Canada [44], and one was performed in the Netherlands [45]. All studies were conducted in clinical settings: either primary care or hospital/clinics. All studies received funding support from nonindustrial sponsorship, except one study where the authors received funding support from companies (Johnson & Johnson and “Research-In-Motion corporations”) [49].

For the intervention groups, three studies used blended digital education (ie, online plus traditional education such as face-to-face interactive workshops; group discussions and reflections, printed leaflets, posters) [42,44,48], three studies used online digital education, which involved online training materials as well as emails with feedback and suggestions [41,43,45]; and two studies used mobile digital education devices, namely, a mobile phone or personal digital assistant [47,49]. The duration of the interventions ranged from 1 hour [42] to 18 months [41]. Three studies did not provide information about the duration of the interventions [43,45,47].

For the control groups, one study used a traditional continuing medical education program, while the other seven studies employed usual practice (ie, participants received no additional intervention other than usual on the job training). Additionally, one study compared different forms of online digital education programs to traditional education [43].

The included studies reported outcomes such as clinical practice (n=6 studies), patient-related outcomes (n=4 studies), knowledge (n=2 studies), health care professionals’ attitude toward the intervention (n=2 studies), and economic outcomes (n=3 studies). None of the studies reported adverse or unintended effects of interventions. Table 1 presents a detailed description of the characteristics of the included studies.
<table>
<thead>
<tr>
<th>Study author, year, study design, country</th>
<th>Population (n)</th>
<th>Setting and source of funding</th>
<th>Field of study</th>
<th>Intervention type</th>
<th>Duration of the intervention</th>
<th>Control</th>
<th>Outcome(s) assessed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bochicchio, 2006, RCT®, US [49]</td>
<td>12 primary care physicians</td>
<td>Primary care setting, industrial funding (Johnson &amp; Johnson, Research-In-Motion Corporation)</td>
<td>Antibiotic decision management guide</td>
<td>Mobile digital education</td>
<td>3 months</td>
<td>Traditional education (usual practice)</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Butler, 2012, RCT, UK [48]</td>
<td>68 practices, 263 primary care physicians, and 480,000 patients (approximate number)</td>
<td>Primary care setting, nonindustrial funding</td>
<td>Multifaceted educational program to reduce antibiotic dispensing in primary care</td>
<td>Online blended education (online digital education plus traditional education)</td>
<td>1.5 hours</td>
<td>Traditional education (usual practice)</td>
<td>Clinical practice improvement; patient-related outcomes; economic outcome(s)</td>
</tr>
<tr>
<td>Chen, 2014, cRCT®, China [47]</td>
<td>100 practices and 479 primary care physicians</td>
<td>Primary care setting, nonindustrial funding</td>
<td>Management of upper respiratory infection</td>
<td>Mobile digital education</td>
<td>N/A</td>
<td>Traditional education (traditional CME® program)</td>
<td>Knowledge; clinical practice improvement; health care professionals’ attitude; economic outcome(s)</td>
</tr>
<tr>
<td>Dekker, 2018, cRCT, the Netherlands [45]</td>
<td>35 practices, 75 primary care physicians, and 1009 patients</td>
<td>Primary care setting, nonindustrial funding</td>
<td>Antibiotic prescription in acute respiratory infection</td>
<td>Online digital education</td>
<td>N/A</td>
<td>Traditional education (usual practice)</td>
<td>Clinical practice improvement; patient-related outcomes</td>
</tr>
<tr>
<td>Legare, 2012, cRCT, Canada [44]</td>
<td>9 practices, 149 primary care physicians, and 359 patients</td>
<td>Primary care setting, nonindustrial funding</td>
<td>Antibiotic prescription in acute respiratory infection</td>
<td>Online blended education (online digital education plus traditional education)</td>
<td>4 hours</td>
<td>Traditional education (usual practice)</td>
<td>Patient-related outcomes</td>
</tr>
<tr>
<td>Meeker, 2016, cRCT, USA [41]</td>
<td>47 practices and 248 primary care physicians</td>
<td>Primary care setting, nonindustrial funding</td>
<td>Antibiotic prescription among primary care practices</td>
<td>Online digital education</td>
<td>&gt;18 months</td>
<td>Traditional education (usual practice)</td>
<td>Clinical practice improvement</td>
</tr>
<tr>
<td>McNulty, 2018, cRCT, UK [42]</td>
<td>150 practices and 166 primary care physicians</td>
<td>Primary care setting, nonindustrial funding</td>
<td>Antibiotic dispensing in primary care</td>
<td>Online blended education (online digital education plus traditional education)</td>
<td>1 hour</td>
<td>Traditional education (usual practice)</td>
<td>Clinical practice improvement</td>
</tr>
<tr>
<td>Little, 2013, cRCT, six European countries (England, Wales, Belgium, the Netherlands, Spain, and Poland) [43]</td>
<td>246 practices and 4264 patients</td>
<td>Primary care setting, nonindustrial funding</td>
<td>Antibiotic prescription in acute respiratory infection</td>
<td>Online digital education (CRP® training)</td>
<td>N/A</td>
<td>Traditional education (usual practice)</td>
<td>Clinical practice improvement; health care professionals’ attitude; patient-related outcomes; economic outcome(s)</td>
</tr>
<tr>
<td>Yardley 2013, cRCT, six European countries (as mentioned above) [39]</td>
<td>246 practices and 4264 patients</td>
<td>Primary care setting, nonindustrial funding</td>
<td>Antibiotic prescription in acute respiratory infection</td>
<td>Online digital education (enhanced-communication training)</td>
<td>N/A</td>
<td>Traditional education (usual practice)</td>
<td>Clinical practice improvement; health care professionals’ attitude; patient-related outcomes; economic outcome(s)</td>
</tr>
</tbody>
</table>
Knowledge Outcome (Postintervention)

Two studies (491 participants) assessed knowledge as the primary outcome and evaluated it with multiple choice questionnaires. One study assessed short-term postintervention knowledge [47], and another study assessed both postintervention knowledge as well as knowledge retention at 3 months postintervention [49]. The pooled estimate suggests that the intervention (mobile phone or personal digital assistant device [mobile digital education]) may improve postintervention knowledge scores as compared to traditional education (SMD=1.09, 95% CI 0.90-1.28; $I^2=0\%$; 491 participants [2 studies], large effect size; Figure 3).

Clinical Practice Improvement

Six studies assessed the effectiveness of online digital education (either alone or in a blended format) and mobile digital education modalities in reducing antibiotic prescribing or dispensing rate [41-43,45,47,48]. Out of six studies, four studies [41,43,45,48] favored digital education and two studies [42,47] reported no difference in the effectiveness between digital education and traditional education. Because of high heterogeneity across the studies, the results of these studies are presented narratively.

Little et al [43] assessed the effectiveness of different forms of online digital education in comparison to traditional education and reported that the combined intervention (online training on point of care C-reactive protein [CRP] test and enhanced-communication skills) was associated with the greatest reduction in prescribing rate (combined intervention: RR=0.38, 95% CI 0.25-0.55, $P<.001$; online-based CRP training: RR=0.53, 95% CI 0.36-0.74, $P<.001$; enhanced communication skills training: RR=0.68, 95% CI 0.5-0.89, $P=.003$) compared to traditional education. Meeker et al [41] assessed the use of online digital education (peer comparison via email with feedback and suggestions for improving performance) in comparison to traditional education and reported a greater reduction in antibiotic-prescribing rates in the intervention group compared to the control (difference in mean change score: $-5.2\%$, 95% CI $-6.9$ to $-1.6\%$; $P<.001$) [41]. Similarly, Dekker et al [45] reported that the antibiotic prescribing rate was lower in the online digital education group (received online learning resources) compared to the traditional education group (RR=0.65, 95% CI 0.46-0.91) [45]. Butler et al [48] reported a reduction in the total oral antibiotic dispensing rate for the study year in online blended education (4.2%, 95% CI 0.6-7.7; $P=0.02$) compared to traditional education [48]. Chen et al [47] assessed the effectiveness of mobile phone text messaging in comparison to traditional education and reported no significant difference in antibiotic-prescribing rates postintervention between the groups (RR=1.02, 95% CI 0.94-1.1; $P=.63$) [47]. McNulty et al [42] compared online blended education to usual practice and found no significant difference in the antibiotic dispensing rates between the groups (dispensing rate ratio 0.973, 95% CI 0.945-1.001; $P=.06$) [42].

In general, the findings suggest that, compared to traditional education, a variety of different forms of online digital education (eg, email with feedback and suggestions, studying online learning resources, and online training on point-of-care CRP test) may improve primary care physicians’ clinical practice and reduce antibiotic prescriptions or dispensing rates. The
combined training of online-based point-of-care CRP test and communication skills was found to be more effective than other forms of online digital education and traditional education in reducing the antibiotic-prescribing rate among primary care practice.

**Primary Care Physicians’ Attitude Toward the Intervention**

Two studies assessed postintervention attitudes toward different forms of digital education on the topic of antibiotic prescriptions. Chen et al [47] assessed only the attitude of primary care physicians in the intervention group toward the intervention (ie, text messages containing evidence-based recommendations). One-third of the participants in the intervention group reported that they frequently adopted the recommendations in their clinical decision making, and 95% wanted to continue receiving the text messages. Little et al [43] compared three different forms of online training on antibiotic prescription and assessed primary care physicians’ attitudes towards the intervention. The study reported no difference between the participants of different online training groups regarding their perceptions of any potential damage that the intervention could have had on their relationships with patients and their confidence in reducing prescription Multimedia Appendix 4) [43].

**Patient-Related Outcomes**

Four studies assessed diverse patient-related outcomes [43-45,48] and reported mixed or inconclusive findings. Butler et al [48] reported there was no difference in the postintervention hospital admission rate (–1.9% reduction in the intervention group, 95% CI –13.2 to 8.2; P=.72) and reconsultation rate in the 7-day postintervention median scores (MD=–0.65, 95% CI –1.69 to 0.55; P=.45) between the intervention (ie, online blended digital education) and the traditional education (ie, usual practice) groups.

Dekker et al [45] reported that the reconsultation rate for children within the same disease episode was lower in the intervention group receiving online digital education than the group receiving traditional education (RR=0.66, 95% CI 0.38-1.16). However, the same study reported that the probability of consultation for a new respiratory tract infection within 6 months (RR=1.06, 95% CI 0.72-1.58) and hospital referral (RR=0.66, 95% CI 0.31-1.40) did not differ significantly.

Legare et al [44] reported that an online-based shared decision-making program enhanced patient participation in decision making and led to fewer patients deciding to use antibiotics for acute respiratory infections compared to traditional education (RR=0.48, 95% CI 0.34-0.68). However, there was no difference in the effects between the two groups regarding other patient-related outcomes such as adherence to the decision (SMD=–0.82, 95% CI –2.23 to 0.59), repeated consultations (SMD=0.80, 95% CI –0.60 to 2.20), decisional regret (SMD=0.25, 95% CI –1.07 to 1.57), quality of life (SMD=0.04, 95% CI –1.27 to 1.36), and intention to engage in shared decision making in future consultations regarding the use of antibiotics for acute respiratory infections (SMD= 0.16, 95% CI –1.16 to 1.47).

Little et al [43] reported that compared to usual practice, online digital education about CRP training had little or no difference in postintervention patient-related outcomes such as patient enablement (SMD=–0.11, 95% CI –0.24 to 0.01), patients’ satisfaction with consultation (SMD=–0.09, 95% CI –0.22 to 0.03), and antibiotic usage (SMD=0.13, 95% CI 0.01-0.26). Similarly, the study reported no difference in postintervention patient outcomes with the use of online training on enhanced communication skills compared to traditional education (Multimedia Appendix 4).

**Economic Outcomes**

Three studies reported that the intervention costs were lower than those of traditional education [43,47,48]. Butler et al [48] assessed the effects of online blended education compared to traditional education and reported that the mean cost of the program was £2923 (~US $4559) per practice (SD £1187 [~US $1852]), and there was a 5.5% reduction in the cost of dispensed antibiotics in the intervention group compared with the control group (~0.4% to 11.4%), which was equivalent to a reduction of about £830 (~US $1295) a year for an average intervention practice. Chen et al [47] also reported that total expenditure on text messages for each health worker in the intervention group was less than 2 ¥ (US $0.32) and for the control group with traditional education, it cost 560 ¥ (US $89.96) per health worker, for printed materials, accommodation, and transportation costs. This amounts to a 280-fold difference per person. Little et al [43] reported that online-based communication skills training was more cost-effective than traditional education (10% cost reduction) if the cost of antibiotic resistance was accounted for (£83.21 [~US $110.67] vs £92.46 [US $122.97]).

None of the included studies reported health care professionals’ post-intervention skills, satisfaction, and adverse or untoward effects of digital education.

The overall risk of bias was high or unclear for most of the studies. We judged high or unclear risk of bias for six studies where risk of bias was mainly unclear in selection, detection, recruitment, reporting, and comparability with individual RCT (for cRCTs) domains due to unclear/lack of information (in four studies), and high risk of allocation concealment and other bias due to baseline differences (in two studies). In two studies, we judged the risk of bias as low, as the studies provided detailed information on random sequence generation, allocation concealment, blinding of outcome assessment, attribution rate, reporting of outcomes of interest, and baseline differences (Figure 4).
Discussion

Principal Findings

Our review evaluated the effectiveness of digital education for health professions on antibiotic management compared with traditional education. Our results suggest that the use of online and mobile digital education in the management of antibiotics for postregistration health care professionals is associated with increased professional knowledge compared with traditional education. Health care professionals’ clinical practice improvement (reduction in antibiotics prescribing or dispensing) was evaluated in six of eight included studies, which showed that online digital education may be more effective than traditional education. We found that certain types of mobile digital education modes were associated with significantly lower costs compared to traditional education. Overall, the risk of bias was high or unclear due to a lack of information mainly in relation to selection, detection, recruitment, reporting, and comparability with individual RCT (for cRCTs) domains.

Literature has shown that primary care settings are the most significant contributor to avenues for inappropriate antibiotic prescribing. There is therefore an emphasis on interventions promoting prudent prescribing in primary care, as detailed globally in national action plans on AMR [50]. Correspondingly, studies included in our review had a primary care focus—to compare the effectiveness of different educational approaches such as nondigital interventions (ie, delayed prescriptions or face-to-face interactive sessions) with digital education (ie, delivered via mobile digital education or online digital education) to improve antibiotic management in these settings [39-49].

Past reviews [29,30] highlighted that antibiotic management can be improved by educational interventions. However, these reviews focused on the effectiveness of nondigital education (ie, traditional education such as the use of text-based or paper-based interventions and quality improvement strategies). To the best of our knowledge, no reviews evaluated the effectiveness of digital education on the management of antibiotics for health care professionals. Our review provides the most comprehensive and up-to-date evaluation of digital education on antibiotic prescription in health care professionals. It shows the potential effectiveness for the use of certain types of digital technologies.

Strengths and Limitations

Our review has a number of strengths. We used robust methodology to synthesize the evidence by following gold-standard Cochrane guidelines while conducting this systematic review. We used a comprehensive search strategy and searched all major bibliographic databases for eligible studies.

However, our review has some limitations, which may affect the generalizability of the evaluated evidence. First, all included studies were conducted in primary care settings, and all participants were primary care physicians. Therefore, there is a need for studies focusing on other types of health care professionals such as dentists and allied health care professionals and on other settings such as pharmacies and other hospital practices. Antibiotic stewardship activity is increasingly focusing
on the role of the community pharmacist in antibiotic prescription [51]. Second, all included studies focused on mobile digital education and online digital education. The effectiveness of other digital education modalities such as virtual reality, virtual patient scenarios, and offline digital education are underrepresented in the literature. Third, there is a lack of data reported in the included studies on health care professionals’ postintervention skills, attitude, satisfaction, and economic and patient-related outcomes. None of the included studies evaluated untoward or adverse effects of the intervention for patients (eg, patient mortality, morbidity, and medical errors) and for learners (eg, dizziness, vertigo, and loss of attention). Due to limited data from the included studies and heterogeneity across the studies, we could not perform any sensitivity analysis or subgroup analyses that we had initially planned. Moreover, we were unable to evaluate some of the risk of bias domains due to poor description of the studies and lack of information within the study, which may affect the comprehensiveness of the risk of bias assessment. We analyzed postintervention data for two studies that reported knowledge outcome, as we could not calculate mean change score for the comparisons. Fourth, most of the included studies (7/8) were from high-income countries and no or limited data were from low- and middle-income countries, indicating that the depth of evidence related to any given outcome is mostly limited to high-income countries. Fifth, our review focuses only on the effectiveness of the digital education for antibiotic management training and does not address other important aspects such as potential barriers and facilitators or attrition rates. Lastly, only three studies assessed the cost of intervention and none reported on health care professionals’ postintervention skills or adverse/untoward effects of digital education, thereby limiting the overall completeness and applicability of evidence.

Future Research
While the evidence included in our review is limited, it shows the potential effectiveness and applicability of certain digital education modalities such as mobile learning and online digital education in postregistration health professions education for antibiotic management. Future research should explore the effectiveness of other technologies such as virtual reality, virtual patient simulations, or serious gaming for training of health care professionals in diverse settings and measure outcomes such as change in skills and satisfaction.

Conclusions
Our findings suggest the potential effectiveness of mobile learning and online digital education for health professions education in antibiotic management. There is a lack of studies evaluating the effectiveness in low- and middle-income countries and of other forms of digital education such as virtual reality, virtual patient education, and offline digital education on antibiotic management. Future research should focus on assessing the effectiveness of different digital education modalities on health care professionals’ antibiotic management across different settings. This should also be extended to the role of digital education in the management of antimicrobials, in general. There is also a need to integrate the available evidence into health professions education programs or clinical practice, especially on the use of online and mobile digital education modalities for postregistration health professions education on antibiotic management.

Acknowledgments
We would like to thank Mr Gerard Dunleavy for the help with article screening, data extraction, and suggestions on the review. We gratefully acknowledge funding support from Lee Kong Chian School of Medicine Start-Up Grant, Nanyang Technological University Singapore, Singapore. LC and BK have full access to the data and take responsibility of the data. LC had final responsibility for the decision to submit for publication.

This study obtained funding from the Lee Kong Chian School of Medicine Start-Up Grant, Nanyang Technological University Singapore, Singapore. The funder of the study had no role in the study design, data collection, data analysis, data interpretation, or writing of the report. The corresponding author had full access to all data in the study and had final responsibility of the decision to submit for publication.

Authors’ Contributions
LC and BK conceived the idea for the review. BK, GD, and LG screened the studies and analyzed the data. BK and LC wrote the review. LC provided methodological guidance and provided critical inputs on the review. LG, MA, CC, OA, JC, and JoC provided insightful comments on and edited the review.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Description of the digital education modalities.
[PDF File (Adobe PDF File)31 KB - jmir_v21i9e14984_app1.pdf ]

Multimedia Appendix 2
MEDLINE (OVID) search strategy.
References


Abbreviations

AMR: antimicrobial resistance
CME: continuing medical education
cRCT: cluster randomized controlled trial
CRP: C-reactive protein
PROSPERO: International Prospective Register of Systematic Reviews
RCT: randomized controlled trial
RR: risk ratio
SMD: standardized mean difference
WHO: World Health Organization

Please cite as:

©Bhone Myint Kyaw, Lorainne Tudor Car, Louise Sandra van Galen, Michiel A van Agtmael, Céire E Costelloe, Onyema Ajuebor, James Campbell, Josip Car. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 12.09.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Review

Digital Health Professions Education in the Field of Pediatrics: Systematic Review and Meta-Analysis by the Digital Health Education Collaboration

Serena Brusamento¹, MPH, MD; Bhone Myint Kyaw², MSc, MBBS, PhD; Penny Whiting³, BA, MSc, PhD; Li Li⁴, MSc, MPH, MD; Lorainne Tudor Car¹,⁵, MSc, MD, PhD

¹Department of Primary Care and Public Health, School of Public Health, Imperial College London, London, United Kingdom
²Centre for Population Health Sciences, Lee Kong Chian School of Medicine, Nanyang Technological University, Singapore, Singapore
³Population Health Sciences, Bristol Medical School, University of Bristol, Bristol, United Kingdom
⁴Office of Medical Education, Lee Kong Chian School of Medicine, Nanyang Technological University, Singapore, Singapore
⁵Family Medicine and Primary Care, Lee Kong Chian School of Medicine, Nanyang Technological University, Singapore, Singapore

Corresponding Author:
Lorainne Tudor Car, MSc, MD, PhD
Family Medicine and Primary Care
Lee Kong Chian School of Medicine
Nanyang Technological University
11 Mandalay Road
Singapore
Singapore
Phone: 65 69041258
Email: lorainne.tudor.car@ntu.edu.sg

Abstract

Background: Reducing childhood morbidity and mortality is challenging, particularly in countries with a shortage of qualified health care workers. Lack of trainers makes it difficult to provide the necessary continuing education in pediatrics for postregistration health professionals. Digital education, teaching and learning by means of digital technologies, has the potential to deliver medical education to a large audience while limiting the number of trainers needed.

Objective: The goal of the research was to evaluate whether digital education can replace traditional learning to improve postregistration health professionals’ knowledge, skills, attitudes, and satisfaction and foster behavior change in the field of pediatrics.

Methods: We completed a systematic review of the literature by following the Cochrane methodology. We searched 7 major electronic databases for articles published from January 1990 to August 2017. No language restrictions were applied. We independently selected studies, extracted data, and assessed risk of bias, and pairs of authors compared information. We contacted authors of studies for additional information if necessary. All pooled analyses were based on random effects models. We included individually or cluster randomized controlled trials that compared digital education with traditional learning, no intervention, or other forms of digital education. We assessed the quality of evidence using the Grading of Recommendations, Assessment, Development, and Evaluations (GRADE) criteria.

Results: Twenty studies (1382 participants) were included. Participants included pediatricians, physicians, nurses, and midwives. Digital education technologies were assessed including high-fidelity mannequins (6 studies), computer-based education (12 studies), mobile learning (1 study), and virtual reality (1 study). Most studies reported that digital education was either as effective as or more effective than the control intervention for outcomes including skill, knowledge, attitude, and satisfaction. High-fidelity mannequins were associated with higher postintervention skill scores compared with low-fidelity mannequins (standardized mean difference 0.62; 95% CI 0.17-1.06; moderate effect size, low-quality evidence). One study reported physician change in practicing behavior and found similar effects between offline plus online digital education and no intervention. The only study that assessed impact on patient outcome found no difference between intervention and control groups. None of the included studies reported adverse or untoward effects or economic outcomes of the digital education interventions. The risk of bias was mainly unclear or high. The quality of evidence was low due to study inconsistencies, limitations, or imprecision across the studies.
Conclusions: Digital education for postregistration health professions education in pediatrics is at least as effective as traditional learning and more effective than no learning. High-fidelity mannequins were found to be more effective at improving skills than traditional learning with low-fidelity mannequins. Computer-based offline/online digital education was better than no intervention for knowledge and skill outcomes and as good as traditional face-to-face learning. This review highlights evidence gaps calling for more methodologically rigorous randomized controlled trials on the topic.

Trial Registration: PROSPERO CRD42017057793; https://tinyurl.com/y5qg9so6

(J Med Internet Res 2019;21(9):e14231) doi:10.2196/14231
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Introduction

Reducing childhood morbidity and mortality is a global health priority. Mortality remains high in many low- and middle-income countries (LMIC), despite improvements achieved as a result of the Millennium Development Goals [1,2]. Reducing childhood mortality and ensuring global access to health care through health workforce development is one of the 17 United Nations Sustainable Development Goals [3-5]. A major factor in reducing childhood morbidity and mortality is the quality of pediatric health care. This is influenced by the skills of the health professionals—physicians, nonphysician clinicians, nurses, and midwives. To provide optimal care, health professionals need continuous, high-quality, and up-to-date education [6]. Lack of access to learning resources, coupled with remote locations, limited health professionals, and a need for the ongoing provision of health services represent significant barriers to health professions education in many settings.

Pediatric health professions education is particularly important due to the unique nature of the diseases, need for timely and appropriate treatment, and the narrow margin of treatment error compared with the adult patients [7]. Additionally, there is a growing demand to educate pediatrics health professionals in certain topics that need timely incorporation/implementation of evidence-based recommendations and guidelines such as delivering updated guidelines on immunizations [8], chemotherapy [9], respiratory infections [10], and neonatal management [11]. Traditional forms of education such as face-to-face or didactic lectures or workshops might not be adequate to address these demands in a timely manner, and digital education can be an alternative option for educating pediatric health professionals as it provides an efficient, timely, and convenient mode for the learners which further helps to improve outcomes [12].

Digital education helps overcome resource, geographical, and time barriers. Computer-based and mobile learning allow learners to access educational materials without time or place restrictions, allowing them to work at their own pace and time from any location [13]. A further advantage of this type of learning is that it generally requires fewer tutors. Unlike face-to-face lectures or tutorials, the number of learners who can participate in this type of education is far greater. Computer-based offline digital education provides increased access to learning materials with limited internet connectivity [14,15]. Mobile learning or mLearning supports learning in a similar way by enhancing the delivery of learning materials without time and place limitation through a handheld mobile device. There are a number of mobile device–based functions such as short message service (SMS or texts), multimedia message service, podcasts, and mobile apps that support the delivery of educational materials based on the needs of learners and learning processes [16,17].

Simulation-based medical education such as training in virtual reality environments and virtual patient scenarios supports creation of 3D virtual world or patient case-based scenarios that are similar to real-life clinical scenarios, designed specifically for health professional training [18-20]. Similarly, training via psychomotor skills trainers such as high- or middle-fidelity mannequins allows for training of different types of psychomotor or technical skills acquisitions such as resuscitation and suturing skills [21-23].

The potential benefits of digital education for health professions education have been evaluated in previous reviews and acknowledged by the World Health Organization [12,14,24-27]. While there are reviews on the use of digital education in specific pediatric fields (eg, emergency or rehabilitation care) and for undergraduate education [28-30], we are unaware of any systematic review assessing the effectiveness of digital education in the field of pediatrics for postregistration health professionals. This review evaluates the effectiveness of different modalities of digital education for postregistration pediatrics health professionals in comparison with traditional learning or other forms of digital education. We assessed the impact of digital education on participants’ knowledge, skills, attitudes, clinical practice, and satisfaction compared with other forms of learning.

Methods

Systematic Review

The protocol for the systematic review was registered with PROSPERO [CRD42017057793] [31]. For a detailed description of the methodology, please refer to the methods as described by the Digital Health Education Collaboration [32], a global initiative focused on evaluating the effectiveness of digital health professions education through a series of methodologically robust systematic reviews.

For the purpose of this review, digital education can be defined as “an approach to teaching and learning, representing all or
part of the educational model applied, that is based on the use of electronic media and devices as tools for improving access to training, communication and interaction, that facilitates the adaptation of new ways of understanding and developing learning” [33]. Digital education encompasses a variety of learning modalities including computer-based online/offline digital education (online/offline digital education), high-fidelity mannequins, virtual reality environments, virtual patient scenarios, serious gaming and gamification, and mobile learning, etc [15,20,27,34-36]. It is often combined with traditional nondigital learning, known as blended learning. Traditional learning means learning via traditional forms of education such as paper- or textbook–based learning, didactic or face-to-face lectures, tutorials, box trainers, or low-fidelity mannequins.

Inclusion Criteria
We included studies involving learners who were enrolled in any postregistration health professional or continuing medical education (CME) programs. For this review, postregistration health professional programs can be defined as any type of study after a qualification which is recognized by the relevant governmental or professional bodies that enables the qualification holder entry into or continuation of work in the health care workforce in a more independent or senior role. We also included studies focusing on CME programs that involved the use of digital education to deliver the learning contents. We included all postregistration health professionals listed in the Health Field of Education and Training (091) of the International Standard Classification of Education except professionals from traditional, alternative, and complementary medicine [31].

We included individually or cluster randomized controlled trials (RCTs) that compared digital education interventions on any pediatric-related topic for postregistration health professions with traditional learning, no intervention, or other forms of digital education [37]. Eligible studies had to report at least one of the specified primary or secondary outcomes. Primary outcomes (measured using any validated or nonvalidated instruments) were (1) participants’ knowledge scores, (2) participants’ skills, and (3) participants’ attitudes toward the interventions or toward new clinical knowledge. Secondary outcomes included participants’ satisfaction with the intervention, participants’ change in clinical practice, the economic impact of digital education (eg, cost and cost-effectiveness), patient-related outcomes, and any adverse or unintended effects of digital education.

Search Strategy and Data Sources
We developed a comprehensive search strategy for 7 electronic databases: MEDLINE (Ovid), Embase (Elsevier), Cochrane Central Register of Controlled Trials (Wiley), PsycINFO (Ovid), Educational Research Information Center (Ovid), Cumulative Index to Nursing and Allied Health Literature (Ebsco), and Web of Science Core Collection (Thomson Reuters). The databases were searched for articles published from January 1990 to August 2017 without language or publication restrictions; studies published prior to this were not considered due to technological advances (Multimedia Appendix 1). We searched reference lists of all the studies that we deemed eligible for inclusion in our review and relevant systematic reviews. We also searched the International Clinical Trials Registry Platform Search Portal and metaRegister of Controlled Trials to identify unpublished trials.

Data Collection and Analysis
The search results from different electronic databases were combined in a single Endnote library, and duplicate records were removed. Three review authors (SB, BMK, and LL) independently screened titles and abstracts of all the records to identify potentially eligible studies. We retrieved full-text copies of the articles deemed potentially relevant. Finally, three reviewers (SB, BMK, and LL) independently assessed the full-text versions of the retrieved articles against the eligibility criteria. Any disagreements were resolved through discussion between the reviewers.

Data Extraction and Management
Each manuscript was independently extracted by two reviewers from a team of three (SB, BMK and LL). We extracted relevant characteristics related to types of participants (ie, doctors, nurses, or midwives), interventions used, comparators or control groups, outcome measures including details of assessment methods, and results from all included studies using a standard data collection form built on an Excel (Microsoft Corp) template (Multimedia Appendix 2). Any disagreements between the reviewers were resolved by discussion. We contacted study authors for any missing information, particularly information required to judge the risk of bias.

Measures of Treatment Effect
For continuous outcomes, we extracted mean postintervention scores, standard deviations (SD), and number of participants for each intervention group and control groups. We used these data to calculate standardized mean differences (SMD) with associated 95% confidence intervals using random effect models. For studies that reported only median and ranges, we converted these to mean and SD [38]. Dichotomous data were extracted as number of events and number of participants in each intervention group. These data were used to calculate odds ratios (ORs) with associated 95% confidence intervals using random effect models. We were unable to identify a clinically meaningful interpretation of effect size in the literature for digital education interventions. Therefore, in line with other studies in the field, we presented outcomes using postintervention SMD and interpreted the effect size using the Cohen rule [39,40].

Assessment of Risk of Bias in Included Studies
Three reviewers (SB, BMK, and LL) independently assessed the methodological risk of bias of included studies in line with the Cochrane methodology [40]. This includes domains covering random sequence generation, allocation concealment, blinding (outcome assessment), completeness of outcome data (attrition bias), selective outcome reporting (relevant outcomes reported) and other sources of bias such as baseline imbalances, inappropriate administration of an intervention, and contamination.

For cluster RCTs (cRCTs), we also assessed the risk of the following additional domains: recruitment bias, baseline
imbalance, loss of clusters, incorrect analysis, and comparability with individual RCTs as recommended by Puffer et al [41]. Judgments concerning the risk of bias for each study were scored as high, low, or unclear. Disagreements were resolved by consensus between the two authors or through discussion with a third author (Multimedia Appendix 3) [41].

Data Synthesis

We grouped studies by type of digital education, comparator group, and outcome. Where sufficient data were available, we used random effect meta-analysis to estimate summary effect estimates. Heterogeneity was assessed visually using forest plots and statistically using the $I^2$ statistic [42]. Where meta-analysis was not possible (except for skill outcome), a narrative synthesis was presented. We aimed to carry out prespecified subgroup analysis including the analysis based on country income such as LMIC versus HIC (high-income countries). However, due to the limited primary data, we were unable to conduct prespecified subgroup analyses.

We also prepared summary of findings tables for the major comparisons focusing on high-fidelity mannequins and computer-based education and assessed the overall quality of evidence by using GRADEprofiler (GRADEproGDT Web-based version, McMaster University) [43]. We presented the findings of the review based on Preferred Reporting Items for Systematic Reviews and Meta-Analyses statements, and details of the statements are presented in Multimedia Appendix 4. Descriptions of the terminologies used in this review are presented in Multimedia Appendix 5.

Results

Search Results

We used a common search strategy for a series of systematic reviews evaluating the effectiveness of digital education on different areas of health professions education. The overall searches identified 30,532 references. After reading titles and abstracts, 3466 references with different digital education interventions focusing on different areas of health professions education were identified, of which 54 studies focusing on pediatric education were selected for full-text review, and 20 trials fulfilled our inclusion criteria (1382 participants): 18 RCTs and two cRCTs (Figure 1).

Figure 1. Flow of studies through the review process.

Three studies were performed in the LMICs India [44], Ethiopia [45], and Lebanon [23]. The remaining were performed in HICs: North America (13 studies), Europe (3 studies), and Asia (1 study). Digital education was used for education in a variety of pediatric fields (Multimedia Appendix 6): neonatal/pediatric resuscitation and intubation (8 studies) [21-23,44-48], childhood...
obesity (2 studies) [49,50], pediatric emergency (1 study) [51], firearm injury prevention (1 study) [52], detection of childhood abuse (1 study) [53], drug prescriptions (1 study) [54], pediatric sedation (1 study) [55], child emergency nursing care (1 study) [56], counseling for parent’s smoking cessation (1 study) [57], pediatric orthopedic surgery (1 study) [58], and asthma (1 study) [59].

Participants in included studies were pediatricians (9 studies) [23,46,48,50-52,55,59,60]; postregistration nurses (4 studies) [22,44,53,56]; midwives and health extension workers (1 study) [45]; childcare health consultants (1 study) [49]; orthopedic surgery residents (1 study) [58]; family medicine residents (1 study) [47]; junior doctors (1 study) [54]; mixed participants including doctors, nurses, emergency technicians, and paramedics (1 study) [21]; and pediatric respiratory therapists and nurses (1 study) [57].

Seventeen studies were 2-arm studies: 9 compared digital education with traditional learning [21-23,44,45,47,48,56,58], 7 compared digital education with no intervention [50-54,57,59], and one compared 2 digital education methods [55]. Three studies included 3 intervention arms: 2 compared digital education with traditional learning and blended learning [46,60], and one compared digital education with traditional learning and no intervention [49]. Digital education technologies evaluated included high-fidelity mannequins (6 studies), computer-based education (12 studies), mLearning (1 study), and a virtual reality environment (1 study).

Risk of Bias Assessment and Quality of Evidence

The main limitation with the included studies was incomplete outcome data—5 studies were judged as high risk of bias for this domain [45,50,55,59,60], and for 3 studies, there was insufficient information on missing data to make a judgement [22,48,51]. Many studies were poorly reported, making it difficult to judge risk of bias. Randomization, concealment of allocation, and blinding of outcome assessors were poorly reported, with 8, 13, and 12 studies, respectively, judged at unclear risk of bias for these domains. However, only single studies were judged as high risk of bias for randomization [22], blinding of outcome assessment domains [23], selective reporting [57], and other bias [44]. Additional domains assessed for the 2-cluster trials were all at low risk of bias (Figure 2). The quality of evidence was low due to study inconsistencies, limitations, and/or imprecision across the studies (Multimedia Appendix 7).

The detailed results of included studies are presented in Multimedia Appendix 8. Where available, standardized mean differences are presented in Figures 3-5.

High-Fidelity Mannequins

Six studies (320 participants) assessed the use of high-fidelity mannequins to provide training in neonatal or pediatric resuscitation, 5 compared with low-fidelity mannequins [21,23,47,48,60] and one compared with traditional learning with checklist procedure training [56]. One study included an additional intervention group consisting of blended learning where participants receiving training used high-fidelity mannequins combined with team training [60].

All studies assessed participants’ psychomotor skill scores, although different measures of skill were used including time to complete different steps of the intubation and resuscitation, number of redirections provided during the procedure, and performance checklists for different tasks. Overall, high-fidelity mannequins were associated with greater postintervention skill scores compared with low-fidelity mannequins (SMD 0.62; 95% CI 0.17 to 1.06; $\hat{I}^2=53\%$, 5 studies; Figure 3). One study compared high-fidelity mannequins with traditional learning with checklist procedure training and reported higher postintervention skill scores in the intervention group (SMD 0.86; 95% CI 0.27 to 1.44; Figure 4) [56]. The study that included an additional blended learning group reported greater improvement in skill in the blended learning group compared with low-fidelity mannequins alone (SMD 1.34; 95% CI 0.82 to 1.87) [60].
Figure 2. Risk of bias summary: review authors’ judgements about each risk of bias item across all included studies.
Two studies assessed knowledge [21,56]. One found that knowledge gain was greater with high-fidelity mannequins than with traditional learning (SMD 1.10; 95% CI 0.50 to 1.71). The other found no difference between groups (SMD 0.04; 95% CI –0.41 to 0.48). One study assessed participant satisfaction and found weak evidence for greater satisfaction with high-fidelity mannequins compared with low-fidelity mannequins (SMD 1.11; 95% CI –0.01 to 2.22).

**Computer-Based Education**

Twelve studies (854 participants) assessed computer-based education, 7 compared with no intervention, 3 compared with traditional learning, one compared with traditional learning and no intervention, and one compared with blended learning and traditional learning. Nine studies evaluated computer-based online education including Web-based modules, tele-education, PowerPoint presentations, and online modules with audio-recorded patient cases. Two studies assessed offline computer-based education using PowerPoint presentations and computer-based video teaching. One assessed both online and offline digital education (Web- or CD-ROM–based learning plus 2 conference calls).

Seven studies (442 participants) assessed participant psychomotor skills postintervention [22,44,46,50,51,53,54]. The studies used different types of outcome measures such as time to complete different steps of the intubation and resuscitation, number of redirections provided during the procedure, and performance checklist for different tasks. Three studies compared computer-based education (online, tele-education, online video learning, and offline computer module with pictures and videos) with traditional learning [22,44,46]; one study included an additional blended learning group [46]. None of the comparisons suggested a difference in postintervention skill between learning groups (Figure 5). Two studies [53,54] compared computer-based learning (PowerPoint presentation, software, flash program, videos, animations, and online webpage) with no intervention, all reported greater improvement in skill following computer-based learning (Figure 5). Two studies did not report data in an appropriate form to include on the forest plot. One compared digital education (bimonthly, brief Web-based computer modules) with traditional learning to improve ultrasonography skills for pediatric emergencies and reported higher scores in the online learning group compared with traditional learning (P<.02) [51]. One study assessed primary care physicians’ adolescent weight management skills and favored digital education (online learning containing patients’ audio clips) over traditional learning (P=.001) [50].
Five studies (244 participants) assessed the effect of computer-based learning on knowledge [44,49,52,58,59]. One 3-arm study compared online education that included Web-based training on childhood weight management with traditional learning and no intervention. This study found no difference between online digital education and traditional learning (SMD 0.05; 95% CI –0.64 to 0.73) but reported greater knowledge scores following online digital education compared with no intervention (SMD 2.60; 95% CI 1.66 to 3.54) [49]. A further study that compared online and offline digital education with no intervention did not find any difference in knowledge between groups (SMD 0.40; 95% CI –0.44 to 1.23) [59]. Two studies compared online learning with traditional learning [44,58]. One found greater knowledge scores with online learning (SMD 2.56; 95% CI 1.52 to 3.59) [58] and the other found better outcome in the control group at postintervention with adjusted pretest values (SMD –16.59 to –10.77). However, it showed no difference between groups with unadjusted pretest values (SMD 0.17; 95% CI –0.40 to 0.74) [44]. One study that compared online learning with no intervention only reported knowledge outcomes for the intervention group [52].

Three studies (333 participants) provided information on attitude [52,57,59]. One study provided sufficient data to calculate SMDs; this study found no difference in attitude toward the intervention between digital education and no intervention groups (SMD 0.55; 95% CI –0.29 to 1.39) [59]. Two studies only reported information on attitude toward the intervention in the online learning group, with both suggesting positive attitudes toward online digital education [52,57].

Six studies (615 participants) provided information on satisfaction, although only 2 reported data in a suitable format to allow inclusion in the forest plot (Figure 5). One study reported greater satisfaction with offline digital education compared with no intervention (SMD 0.74; 95% CI 0.45 to 1.02) [54], and one study reported that participant satisfaction was similar for online digital education and traditional learning (SMD –0.18; 95% CI –0.74 to 0.39) [44]. Four studies only reported data for the intervention groups and reported that participants were satisfied with online and offline digital learning in terms of duration of the intervention, usability, format, and design [52,57-59].

**Mobile Learning**

One study (176 participants) compared mLearning using a smartphone-based mobile app software with traditional learning to provide training in neonatal resuscitation to midwives and health extension workers. The study reported greater knowledge (SMD 0.91; 95% CI 0.60 to 1.22) and skill (SMD 0.99; 95%
CI 0.68 to 1.30) scores in the mLearning group [45]. The study also assessed the impact on patient outcomes and found no difference in perinatal mortality rate between learning groups (OR 0.60; 95% CI 0.35 to 1.03).

Virtual Reality Environments
One small study (32 participants) compared a virtual reality environment (ie, commercial virtual learning platform, SecondLife, which provides computer-generated virtual patient scenarios for clinical cases management) with online digital education to provide training in pediatric sedation to pediatric residents. This study found no difference in skill (SMD 0.24; 95% CI -0.47 to 0.94) [55] or knowledge ($P_{=1.4}$) between groups. None of the included studies reported adverse or unintended effects of digital education interventions or economic outcomes.

Discussion

Principal Findings
We identified 20 studies assessing the effects of digital interventions for education in the field of pediatrics for postregistration health professionals. Included studies assessed a broad range of interventions, comparisons, and outcomes. All studies reported that digital education was either as effective as or more effective than the control intervention for outcomes including skill, knowledge, attitude, and satisfaction. Only one study with high risk of other bias due to baseline imbalances suggested that outcomes were worse with digital education compared with standard learning. All studies reported data on either skill or knowledge. One study reported physicians’ change in practicing behavior and found similar effects between offline plus online digital education and no intervention. The only study to assess impact on patient outcome found no difference between intervention and control groups. The risk of bias was mainly unclear or high and the quality of evidence was low due to study inconsistencies, limitations, and/or imprecision across the included studies.

Studies assessed the use of different forms of digital education technologies such as high-fidelity mannequins (30%), computer-based education (60%), mLearning (5%), and virtual reality environment (5%). The majority of participants included in the studies were pediatric residents and junior doctors. Only four studies focused on nurses and one on midwives.

Strengths and Limitations
Our systematic review has a number of strengths. We followed Cochrane guidance to minimize the risk of bias in the review process [40]. We used the Grading of Recommendations, Assessment, Development, and Evaluations (GRADE) criteria and assessed the quality of evidence for each primary and secondary outcome for the comparison with high-fidelity mannequin and low-fidelity mannequin. We conducted a comprehensive search across a broad range of databases to identify relevant studies. We searched for studies going back to 1990 as we considered that studies published before this were unlikely to be applicable to current practice due to technological advances. We included any postregistration health professionals working in the field of pediatrics to cover all available evidence on different types of participants on the topic. We also covered studies of any type of digital education interventions, which are primarily designed to deliver learning contents for pediatric education to synthesize the most robust evidence on the use of digital education for pediatric education. We believe that covering different types of health professions using different digital education technologies for pediatric education would provide the most comprehensive evidence on the topic. We conducted a formal risk of bias assessment to identify potential sources of bias in the primary studies. Two independent reviewers were involved in all stages of the review process to minimize the risk of bias and errors.

The small number of included studies meant that it was not possible to carry out any subgroup analyses or assess the risk of publication bias. Therefore, there is likelihood of publication bias, and the chances of publication bias cannot be ruled out in this case. The only comparison for which sufficient data were available to estimate summary effect sizes was for the impact of high-fidelity mannequins compared with low-fidelity mannequins on skill. Differences in interventions evaluated, populations targeted, and outcomes assessed also precluded meta-analysis for other outcomes and types of digital education.

The main methodological limitation of the included studies identified by our risk of bias assessment was the large number of withdrawals in 5 of the included studies. Almost half of the studies (9 out of 20) did not report on methods of randomization or allocation concealment and so it was not possible to judge whether appropriate steps were taken to minimize the risk of bias for these domains. Details of the intervention were often poorly reported, and most studies used a nonvalidated instrument to assess outcomes. Some studies did not assess skill level before the intervention so an imbalance across groups cannot be excluded. None of the studies reported following the Consolidated Standards on Reporting Trials (CONSORT) statement [61] or any other reporting guidelines. Twelve out of 20 studies included fewer than 50 participants, which meant they were unlikely to have sufficient power to identify differences between intervention groups. Only 3 of the 20 included studies were conducted in LMICs, thus the results of our review may have limited applicability for policymakers in these countries. There was limited information on outcomes such as attitude, satisfaction, patient outcomes, costs, and adverse or untoward effects of digital education.

We are not aware of any other systematic reviews that focus on the effectiveness of digital education interventions for health professions in the field of pediatrics. Our review highlights the most up-to-date and comprehensive evidence regarding the effectiveness of digital education on the topic.

Further primary studies are needed to assess the impact of digital education for continuation of education for health professionals in the field of pediatrics. Studies should compare digital education with traditional face-to-face learning rather than with no intervention. Possibilities to continue education of health care workers in LMICs are limited, and it is known that the level of knowledge and skills is lower than the level of postgraduate health care workers in HICs [62,63]. Therefore, it could be argued that digital education interventions could be...
advantageous in these settings. However, only 3 out of the 20 studies were conducted in these settings. With limited studies from LMIC and poor quality of evidence for reported outcomes, this means that the applicability of the evidence from our review might be limited for policymakers implementing health policies in these countries. Moreover, there is limited information on other outcomes such as attitude, satisfaction, costs, and adverse or untoward effect of digital education interventions.

Conclusion
Digital education for postregistration health professionals in pediatrics is at least as effective as traditional learning and more effective than no learning. High-fidelity mannequins were found to be more effective at improving psychomotor skills than traditional learning with low-fidelity mannequins. Computer-based offline/online digital education was better than no intervention for knowledge and skill outcomes and as good as traditional face-to-face learning. The evidence on other outcomes and other digital education modalities was limited. This review highlights evidence gaps in the field of digital education for health professions calling for more methodologically rigorous RCTs on the effectiveness of other forms of digital education such as mLearning, virtual reality environments, virtual patient scenarios, serious gaming and gamification, and massive open online courses for education of pediatric health professionals.
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