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Abstract

Background: Among areas that have challenged the progress of dementia care has been the assessment of change in symptoms over time. Digital biomarkers are defined as objective, quantifiable, physiological, and behavioral data that are collected and measured by means of digital devices, such as embedded environmental sensors or wearables. Digital biomarkers provide an alternative assessment approach, as they allow objective, ecologically valid, and long-term follow-up with continuous assessment. Despite the promise of a multitude of sensors and devices that can be applied, there are no agreed-upon standards for digital biomarkers, nor are there comprehensive evidence-based results for which digital biomarkers may be demonstrated to be most effective.

Objective: In this review, we seek to answer the following questions: (1) What is the evidence for real-life, home-based use of technologies for early detection and follow-up of mild cognitive impairment (MCI) or dementia? And (2) What transformation might clinicians expect in their everyday practices?

Methods: A systematic search was conducted in PubMed, Cochrane, and Scopus databases for papers published from inception to July 2018. We searched for studies examining the implementation of digital biomarker technologies for mild cognitive impairment or mild Alzheimer disease follow-up and detection in nonclinic, home-based settings. All studies that included the following were examined: community-dwelling older adults (aged 65 years or older); cognitively healthy participants or those presenting with cognitive decline, from subjective cognitive complaints to early Alzheimer disease; a focus on home-based evaluation for noninterventional follow-up; and remote diagnosis of cognitive deterioration.

Results: An initial sample of 4811 English-language papers were retrieved. After screening and review, 26 studies were eligible for inclusion in the review. These studies ranged from 12 to 279 participants and lasted between 3 days to 3.6 years. Most common reasons for exclusion were as follows: inappropriate setting (eg, hospital setting), intervention (eg, drugs and rehabilitation), or population (eg, psychiatry and Parkinson disease). We summarized these studies into four groups, accounting for overlap and based on the proposed technological solutions, to extract relevant data: (1) data from dedicated embedded or passive sensors, (2) data from dedicated wearable sensors, (3) data from dedicated or purposive technological solutions (eg, games or surveys), and (4) data derived from use of nondedicated technological solutions (eg, computer mouse movements).

Conclusions: Few publications dealt with home-based, real-life evaluations. Most technologies were far removed from everyday life experiences and were not mature enough for use under nonoptimal or uncontrolled conditions. Evidence available from embedded passive sensors represents the most relatively mature research area, suggesting that some of these solutions could be proposed to larger populations in the coming decade. The clinical and research communities would benefit from increasing attention to these technologies going forward.
technology; Alzheimer disease; cognition disorders; dementia; older adults; digital biomarkers; digital phenotyping; digital health

Introduction

Dementia and New Technologies

Interest in technologies as solutions for the challenges of dementia is high. Despite a plethora of technologies ranging from companion robots to fully functional smart home assessment environments, development and adoption has been slow or inconsistent [1]. In general, there is a wide spectrum of opinion about the utility of these technologies; these range from convinced technophiles, who believe that new technologies, particularly information and communication technologies (ICT) and artificial intelligence (AI), will revolutionize medicine, to skeptics or those not interested at all or who are even fearful of potential outcomes.

Among the most important areas that have challenged the progress of dementia care and treatment has been the assessment of those affected, those who are either at risk or presymptomatic, as well as those with clear, manifest symptoms [2,3]. At the root of this challenge is the need to identify symptoms and, most importantly, identify change in symptoms over time [3]. The latter is the essence of the diagnosis of dementia (ie, that there is a change from a prior state of normal cognition to a point where function is disturbed) [4,5]. This fact drives the basic approach that every clinician involved in mild cognitive impairment (MCI) and dementia assessment and care follows in their practice. It results in the need to assess, through careful history taking and neuropsychological assessment, whether a patient is experiencing change that reflects underlying neuropathology. It is vital to directing appropriate therapies [4,5].

Digital Biomarkers Development

To aid in the more precise assessment of patients, clinicians increasingly use biological and imaging biomarkers (eg, cerebrospinal fluid and positron emission tomography) to determine the patient’s particular risk for developing Alzheimer disease (AD) and other dementias, as well as to differentiate the dementia type [6-8]. Although these biomarkers are an advance to the current diagnostic schemas widely promoted [4,5], these now conventional biomarkers face several limitations: they are expensive, difficult to access, invasive or inconvenient, and they do not accommodate a high-frequency measurement strategy. In addition, clinical and neuropsychological assessments, although remaining the core gold standard, are time-consuming, require self-report, and are subject to interassessor variability. More importantly, they are performed at discrete points in time in contexts that can affect their sensitivity (eg, patient comorbid conditions, medications, motivation, etc).

To improve this current clinical paradigm, digital biomarkers provide an alternative and rapidly developing approach. Digital biomarkers are defined here as objective, quantifiable, physiological, and behavioral data that are collected and measured by means of digital devices, such as embedded environmental sensors, portables, wearables, implantables, or digestibles. Digital biomarkers allow objective, ecologically valid, long-term follow-up with frequent or continuous assessment that can be minimally obtrusive or function in the background of everyday activity. Further, these frequent measures can capture intraindividual variability in performance that may be the earliest indicator of change [9-12] and thus detect subtle health transitions (eg, healthy to MCI). Even more potentially transformative, this approach may also allow us to discover novel and innovative digital indicators, such as gait-speed variability over time [11,13] or computer use metadata [10,14].

The adoption of these methodologies has been hampered by a number of factors [15,16]. The approach requires an interdisciplinary team, there is a multitude of sensors and devices that can be used, and there are no agreed-upon standards for these digital biomarkers. Most importantly, there is not a large evidence base indicating which standards are most effective. Much of the literature focuses on a narrow perspective using a single device or technology (eg, a wearable or a cognitive testing app). Most research has been limited to small numbers of participants assessed in a smart apartment or bioengineering laboratory. However, there is a growing movement in this research area to bring the technologies out of the laboratory and to the larger community in so-called “living lab” or “life laboratory” settings. The focus in these settings is to develop and confirm the utility of these technologies in the everyday environment of older adults’ homes. In this review, we take stock of this research to answer the following questions: (1) What is the evidence for real-life, home-based use of technologies for early detection and follow-up of MCI or dementia? And based on this current evidence, (2) What transformation might clinicians expect in their everyday practices?

Methods

Information Sources and Study Selection

We followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [17]. A systematic search was conducted of PubMed, including the Institute of Electrical and Electronics Engineers (IEEE); Cochrane; and Scopus databases. We searched for papers published from inception to July 14, 2018, for original research studies examining the implementation of ICT for MCI to mild AD follow-up and detection in real-life settings. We used the following Medical Subject Headings (MeSH) search terms and keywords: “clinical trial,” “evaluation,” “assessment,” “Alzheimer*,” “cognitive impairment,” “MCI,” “dementia,” “cognition,” “technology,” “telehealth,” “telemonitoring,” “e-health,” “internet,” “sensors,” ”global positioning system,” “phone,” “smartphone*,” “computer,” “tablet,” and “smart home*.” We updated search terms after an initial review of our
search yield. We only considered English-language publications. Additional articles were obtained by scanning reference lists of literature collected on that basis. Two reviewers (AP and KW) conducted initial eligibility screening based on title and abstract, followed by assessment of full-text versions (see Figure 1 for more details). Any disagreements were resolved by consensus after a third opinion (JK).

**Figure 1.** Flow diagram of the study selection process.

![Flow diagram of the study selection process](image)

**Eligibility and Exclusion Criteria**

Published studies that included the following were considered for inclusion: community-dwelling older adults (aged 65 years or more); healthy participants, if cognitive status was monitored, or those presenting cognitive decline (i.e., from subjective cognitive complaints to early AD); a focus on home-based ICT evaluation for follow-up; and remote diagnosis of cognitive deterioration. Studies were excluded if they did or did not do the following: did not include data-generated results; included only moderate-to-severe AD; focused on caregiver support (e.g., social support); focused on behavioral and psychological symptoms of dementia management (e.g., global positioning system [GPS]-based wandering tracking); or took place in a controlled area (e.g., smart, simulated, apartment laboratory or single-test home). Computerized cognitive tests, which mostly involve online evaluation at discrete points in time without longitudinal continuous assessment, have already been reviewed elsewhere [18,19].

**Search Results**

An initial sample of 4811 English-language papers were retrieved from three electronic databases. After screening and review, 26 studies were eligible for inclusion in the review (see Tables 1-5) [10-14,20-40]. These 26 studies were observational studies taking place at home with community-dwelling older people, which is in line with the scope of the review. Sample size ranged from 12 to 279 participants. Mean age ranged from 64 to 89 years and percentage of female participants ranged from 49% to 92%. A total of 10 studies were considered comparative studies. Cognitive status was measured, with various methodological quality. There was a wide range of study duration, from 3 days to 3.6 years of follow-up.

We summarized and classified these 26 studies into four groups, although there was overlap, based on the proposed technological solutions to extract relevant data: (1) data from dedicated embedded or passive sensors, (2) data from dedicated wearable sensors, (3) data from dedicated or purposive technological solutions (e.g., games or surveys), and (4) data derived from use of nondedicated technological solutions (e.g., computer mouse movements). A fifth group includes solutions that fall into more than one category.
Table 1. Summary of 9 studies that included data from dedicated embedded or passive sensors in homes and cars (Group 1).

<table>
<thead>
<tr>
<th>First author (year), country</th>
<th>Technology description</th>
<th>Study description: design; number and type of subjects (number living alone, if relevant); setting; duration</th>
<th>Cognitive status and number of participants; age; number of male and/or female participants</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hayes (2008), United States [13]</td>
<td>Infrared motion sensors and magnetic contact door sensors</td>
<td>Comparative observational study; 14 elderly living alone in the community; 6-month follow-up (mean 315 days, SD 82)</td>
<td>Healthy group (n=7, CDR=0, MMSE≥24), MCI group (n=7, CDR=0.5, MMSE≥24); mean age 89.3 years; 5 males, 9 females</td>
<td>Walking speed and activity of MCI group was more variable than that of the cognitively healthy controls.</td>
</tr>
<tr>
<td>Suzuki (2010), Japan [20]</td>
<td>Passive infrared sensors to record in-house movements</td>
<td>Observational study; 50 elderly living alone in the community; 1-year follow-up</td>
<td>MMSE≥24; mean age 80.9 years; participant gender NC</td>
<td>Association between lower numbers of outings with decrease of indoor movements and cognition declines.</td>
</tr>
<tr>
<td>Kaye (2012), United States [21]</td>
<td>Unobtrusively measures every instance of walking past a line of four passive infrared motion sensors fixed sequentially on the ceiling</td>
<td>Observational study; 76 persons living alone and independently; 4-week period</td>
<td>Mean MMSE=28.3; mean age 85.9 years; 86% women</td>
<td>Faster speeds were correlated with better cognitive test scores.</td>
</tr>
<tr>
<td>Dodge (2012), United States [11]</td>
<td>Passive infrared sensors fixed in series on the ceiling of the homes</td>
<td>Observational longitudinal study; 93 elderly living alone at home independently; mean follow-up of 2.6 years (SD 1.0)</td>
<td>54 cognitively intact, 8 with aMCI, 31 with naMCI; mean age 84.9, 84.5, and 83.8 years, respectively; 88%, 84%, and 91% women, respectively</td>
<td>Daily walking speeds and their variability are associated with naMCI: naMCI presented a slowing of walking speed over 3 years. The highest and lowest variability were also found to be predominantly associated with naMCI.</td>
</tr>
<tr>
<td>Hayes (2014), United States [22]</td>
<td>Infrared motion sensors and magnetic contact door sensors</td>
<td>Comparative, observational, cross-sectional study; 45 elderly living independently and alone; 26 weeks</td>
<td>16 MCI, 29 cognitively intact; mean age 87 years; 89% female</td>
<td>aMCI volunteers had less disturbed sleep than both naMCI and cognitively intact volunteers, as measured by movement in bed, wake after sleep onset, and times up at night.</td>
</tr>
<tr>
<td>Petersen (2015), United States [23]</td>
<td>Total out-of-home daily time in hours assessed unobtrusively using an in-home activity sensor platform (eg, infrared sensors in each room and contact sensors on the doors to the home)</td>
<td>Observational study; 85 independent older adults who lived alone; 1 year</td>
<td>75 (CDR=0), 10 (CDR=0.5); mean age 86.4 years; 87% female</td>
<td>More hours spent outside the home was associated with better cognitive function.</td>
</tr>
<tr>
<td>Dawadi (2016), United States [24]</td>
<td>Smart homes: combination motion and light sensors on the ceilings and combination door and temperature sensors on cabinets and doors</td>
<td>Observational study; 18 community-dwelling seniors living alone; 2 years</td>
<td>7 cognitively healthy, 6 lowered performance, or cognitive difficulties (1 dementia, 4 MCI) (MMSE NC); age 84.7 years; 5 females, 13 males</td>
<td>Statistically significant correlation between sensor-based daily activity behaviors and clinician-provided cognitive assessment scores.</td>
</tr>
<tr>
<td>Urwyler (2017), Switzerland [25]</td>
<td>In-home, wireless, unobtrusive sensors network to detect activities of daily living</td>
<td>Comparative observational study; 20 participants living alone; 20 consecutive days</td>
<td>10 dementia, 10 healthy controls (MMSE=29.1 vs 23.0); age 76.7 vs 73.9 years; 70% female in both groups</td>
<td>Activity differed significantly between the healthy and diseased participants.</td>
</tr>
<tr>
<td>Seelye (2017), United States [26]</td>
<td>Continuous routine driving-monitoring using an unobtrusive driving sensor: passive sensing device plugged into participants’ vehicles data port</td>
<td>Observational study; 28 older adults living at home: 19 of 28 (68%) lived alone; average of 206 days</td>
<td>21 intact cognition, 7 MCI (average MMSE=28.6); mean age 82.0 years; 62% female</td>
<td>MCI participants drove fewer miles and spent less time on the highway per day than cognitively intact participants. MCI drivers showed less day-to-day fluctuations in their driving habits.</td>
</tr>
</tbody>
</table>

aThe number of participants living alone is specified when the information is relevant; for example, for ambient sensors but not for wearables devices.
bCDR: Clinical Dementia Rating.
cMMSE: Mini Mental State Examination.
dMCI: mild cognitive impairment.
eNC: not communicated.
Table 2. Summary of 6 studies that included data from dedicated wearable sensors: accelerometers and GPS-based solutions (Group 2).

<table>
<thead>
<tr>
<th>First author (year), country</th>
<th>Technology description</th>
<th>Study description: design; number and type of subjects (number living alone(^b), if relevant) and setting; duration</th>
<th>Cognitive status and number of participants; age; number of male and/or female participants</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Westerberg (2010), United States [27]</td>
<td>Sleep monitoring with a wrist-worn activity sensor device</td>
<td>Comparative observational study; 20 volunteers; 2 weeks</td>
<td>10 aMCI(^a) patients (MMSE(^d)=27.8), 10 controls (MMSE(^e)=29.3); mean age 71.1 and 72.5 years, respectively; 8 and 7 females, respectively</td>
<td>Actigraphy parameters failed to reveal significant differences between groups.</td>
</tr>
<tr>
<td>Shoval (2011), Israel [28]</td>
<td>Tracking using a location kit: a GPS with radio frequency identification</td>
<td>Observational study; 41 community-dwelling participants; 28 days</td>
<td>13 healthy, 21 MCI(^c), 7 mild dementia (MMSE and CDR(^f) NC(^g)); mean age 72.9, 78.3, and 81.9 years, respectively; 54% female</td>
<td>The spatial range of the mobility of elderly people with cognitive impairment is severely restricted, with most out-of-home time spent in close proximity.</td>
</tr>
<tr>
<td>Tung (2014), Canada [29]</td>
<td>GPS-enabled mobile phone</td>
<td>Observational comparative study; 52 older adults; 3 days</td>
<td>19 mild-to-moderate AD(^h) (MMSE=23.1), 33 controls (MMSE NC); mean age 70.7 and 73.7 years, respectively; 40% and 64% female, respectively</td>
<td>GPS-derived area, perimeter, and mean distance from home were significantly smaller in the AD group compared to controls.</td>
</tr>
<tr>
<td>Wettstein (2015), Germany and Israel [30]</td>
<td>Mobility data: questionnaires and GPS receiver with a global system for mobile communications modern and a monitoring unit in the home</td>
<td>Observational comparative study; 257 older adults; 4 weeks</td>
<td>35 mild AD (mean MMSE=24.1), 76 MCI (mean MMSE=27.0); 146 healthy persons (mean MMSE=28.6); age 74.1, 72.9, and 72.5 years, respectively; 49% female</td>
<td>Questionnaire-based cognitively demanding activities showed a significant difference between MCI and cognitively healthy participants, and a significant difference between AD and cognitively healthy participants.</td>
</tr>
<tr>
<td>Takemoto (2015), United States [31]</td>
<td>GPS and accelerometer</td>
<td>Observational study; 279 older adults; 6 days</td>
<td>MMSE NC; mean age 83 years; 71% female</td>
<td>Number, distance, and minutes of pedestrian trips, as well as vehicle trips were not associated with cognitive functioning.</td>
</tr>
<tr>
<td>Mancini (2016), United States [32]</td>
<td>Quality and quantity of turning during normal daily activities by wearing three inertial sensors (one on their belt and two on shoes) during the day</td>
<td>Observational study; 35 elderly adults: 16 nonfallers, 12 one-time fallers, and 7 recurrent fallers; 7 days</td>
<td>Nonfallers (MMSE=28.3), one-time fallers (MMSE=28.9), recurrent fallers (MMSE=28.0); age 83.9, 86.0, and 88.4 years, respectively; 66% female</td>
<td>Visuospatial and memory function scores were associated with quality of turning.</td>
</tr>
</tbody>
</table>

\(^a\)GPS: global positioning system.
\(^b\)The number of participants living alone is specified when the information is relevant; for example, for ambient sensors but not for wearables devices.
\(^c\)aMCI: amnestic MCI.
\(^d\)MMSE: Mini Mental State Examination.
\(^e\)MCI: mild cognitive impairment.
\(^f\)CDR: Clinical Dementia Rating.
\(^g\)NC: not communicated.
\(^h\)AD: Alzheimer disease.
Table 3. Summary of 6 studies that included data from dedicated or purposive ICT<sup>a</sup>-monitoring solutions, such as phone-based automated interviews, Nintendo Wii, and virtual reality (Group 3).

<table>
<thead>
<tr>
<th>First author (year), country</th>
<th>Technology description</th>
<th>Study description: design; number and type of subjects (number living alone&lt;sup&gt;b&lt;/sup&gt;, if relevant) and setting; duration</th>
<th>Cognitive status and number of participants; age; number of male and/or female participants</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mundt (2007), United States&lt;sup&gt;33&lt;/sup&gt;</td>
<td>Use of IVR&lt;sup&gt;c&lt;/sup&gt; technology (ie, pressing keys) to administer simple cognitive evaluations by phone during a 20-minute, computer-automated telephone call</td>
<td>Observational comparative study; 107 community-dwelling participants; 24 weeks: IVR administered at home at weeks 4, 12, and 20</td>
<td>36 cognitively normal, (MMSE&lt;sup&gt;d&lt;/sup&gt;=28.1), 37 MCI&lt;sup&gt;e&lt;/sup&gt; (MMSE=25.6), 34 mild dementia (MMSE=20.0); mean age 76.7 years; 42% female</td>
<td>The automated administration of IVR simple cognitive tests via phone calls reliably and validly discriminated cognitive functioning among normal, MCI, and mild dementia.</td>
</tr>
<tr>
<td>Allard (2014), France&lt;sup&gt;34&lt;/sup&gt;</td>
<td>Monitoring of behavior, semantic memory performance, and daily life experiences using a personal digital assistant five times a day</td>
<td>Observational study; 60 older adults; 7 days</td>
<td>60 healthy participants (mean MMSE=27.0); mean age 75.1 years; 45% female</td>
<td>Magnetic resonance imagery markers were significantly associated with mobile assessments of semantic memory performance.</td>
</tr>
<tr>
<td>Brown (2016), United Kingdom&lt;sup&gt;35&lt;/sup&gt;</td>
<td>Touch screen system to assess multiple domains of health and behavior; cognitive tasks scheduled once per day</td>
<td>Observational study; 40 community-dwelling adults; three periods of approximately 7 days</td>
<td>40 healthy participants (mean MMSE=28.63); mean age 72 years; 24 females, 16 males</td>
<td>Convergent validity with, and similar levels of, reliability to the standard cognitive battery.</td>
</tr>
<tr>
<td>Seelye (2016), United States&lt;sup&gt;36&lt;/sup&gt;</td>
<td>Completion of a short 12-item weekly online questionnaire of health and life events, administered on desktop computers</td>
<td>Observational study; 83 independent, community-dwelling older adults; 1 year</td>
<td>59 healthy (MMSE=28.8), 24 MCI (MMSE=27.4); mean age 86.2 and 87.9 years, respectively; 88% and 75% female, respectively</td>
<td>Online questionnaire performance significantly correlated to cognitive test. MCI participants submitted their questionnaires progressively later in the day and they needed greater assistance from staff as compared with intact participants.</td>
</tr>
<tr>
<td>Zygouris (2017), Greece&lt;sup&gt;37&lt;/sup&gt;</td>
<td>Tablet personal computer with software enabling the self-administration of a cognitive assessment through virtual reality</td>
<td>Comparative, two-arm, observational study; 12 elderly living at home; 1-month follow-up</td>
<td>6 healthy and 6 MCI; mean 64 years; 3 males, 9 females</td>
<td>Performances to complete the given exercise differed significantly between healthy and MCI groups, yielding a correct classification rate of 92% for MCI detection.</td>
</tr>
<tr>
<td>Leach (2018), United States&lt;sup&gt;38&lt;/sup&gt;</td>
<td>A Nintendo Wii balance board used to quantify postural sway twice daily, under a single-task condition and under a dual-task condition, using a daily word-search task administered via a Nook tablet</td>
<td>Observational study; 20 healthy community-dwelling elderly; 30 days</td>
<td>Mean MMSE=28.6; mean age 87.0 years; 65% females</td>
<td>Linear relationships were observed between the day-to-day variability in postural sway and cognitive status.</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICT: information and communication technologies.

<sup>b</sup>The number of participants living alone is specified when the information is relevant; for example, for ambient sensors but not for wearables devices.

<sup>c</sup>IVR: interactive voice response.

<sup>d</sup>MMSE: Mini Mental State Examination.

<sup>e</sup>MCI: mild cognitive impairment.
Table 4. Summary of 4 studies that included data derived from nondedicated ICT\(^b\) solutions use, for example, secondary analysis of everyday computer use and pill box use (Group 4).

<table>
<thead>
<tr>
<th>First author (year), country</th>
<th>Technology description</th>
<th>Study description: design; number and type of subjects (number living alone(^b), if relevant) and setting; duration</th>
<th>Cognitive status and number of participants; age; number of male and female participants</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hayes (2009), United States [39]</td>
<td>Adherence to a twice-daily vitamin C regimen measured using an electronic 7-day pill box</td>
<td>Observational cross-sectional study; 38 participants living independently in the community; 5 weeks</td>
<td>A high cognitive function group (MMSE(^c)=28.8) and a low cognitive function group (MMSE=28.0); mean age 82.8 years; 68% female</td>
<td>The low cognitive function group was significantly less adherent than the healthy elders. Very mild cognitive impairment had a detrimental and significant impact on medication adherence.</td>
</tr>
<tr>
<td>Kaye (2014), United States [10]</td>
<td>Remotely monitored computer use</td>
<td>Comparative observational study; 113 elderly living independently and alone or who were the only computer user; mean 36-month follow-up</td>
<td>38 MCI(^d) and 75 cognitively intact; mean age 85 years; 92% female</td>
<td>Decrease in number of days with use, mean daily usage, and an increase in day-to-day use variability in MCI subjects.</td>
</tr>
<tr>
<td>Seelye (2015), United States [40]</td>
<td>Mouse pointer movement variables were computed during routine home computer use using algorithms that identified and characterized mouse movements within each computer use session</td>
<td>Observational comparative study; 62 older adults living at home alone or who were the only computer user in the household; 1 week</td>
<td>42 healthy (MMSE=28.8), 20 MCI (MMSE=27.3); mean age 87.9 and 87.5 years, respectively; 88% and 80% female, respectively</td>
<td>MCI was associated with making significantly fewer mouse moves and making mouse movements that were more variable, less efficient, and with longer pauses. Mouse movement significantly associated with several cognitive domains.</td>
</tr>
<tr>
<td>Austin (2017), United States [12]</td>
<td>Computer monitoring software used to track the terms people entered while conducting Internet searches as a measure of language and cognition</td>
<td>Observational study; 42 community-dwelling older adults living alone; 6 months</td>
<td>Cognitively intact, with the exception of 1 participant (CDR(^e) score 2.0, suggesting MCI); average age 81.1 years; 83% female</td>
<td>Individuals with higher cognitive function used more unique terms per search and employed less-common terms in their searches.</td>
</tr>
</tbody>
</table>

\(^{a}\)ICT: information and communication technologies.  
\(^{b}\)The number of participants living alone is specified when the information is relevant; for example, for ambient sensors but not for wearables devices.  
\(^{c}\)MMSE: Mini Mental State Examination.  
\(^{d}\)MCI: mild cognitive impairment.  
\(^{e}\)CDR: Clinical Dementia Rating.

Table 5. Summary of a solution that falls into more than one category (Group 5).

<table>
<thead>
<tr>
<th>First author (year), country</th>
<th>Technology description</th>
<th>Study description: design; number and type of subjects (number living alone(^a), if relevant) and setting; duration</th>
<th>Cognitive status and number of participants; age; number of male and/or female participants</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seelye (2018), United States [14]</td>
<td>Weekly online survey metadata metrics based on survey engagement patterns</td>
<td>Observational study; 110 healthy older adults; 3.6-year follow-up</td>
<td>110 with intact cognition at the beginning and 29 transitioned to MCI(^b) during study follow-up (MMSE(^c)=28.8); mean age 84.8 years; 77% female</td>
<td>At baseline, incident MCI participants completed surveys later in the day than cognitively intact participants. Longitudinally, incident MCI participants showed an increase in survey completion time compared with cognitively intact participants.</td>
</tr>
</tbody>
</table>

\(^{a}\)The number of participants living alone is specified when the information is relevant; for example, for ambient sensors but not for wearables devices.  
\(^{b}\)MCI: mild cognitive impairment.  
\(^{c}\)MMSE: Mini Mental State Examination.

In the first group (ie, embedded dedicated sensors), we can principally cite smart home technologies [11,13,20-25] and smart car technologies [26]. Studies in the second group (ie, data from wearable dedicated technologies) mainly rely on accelerometers and GPS solutions [27-32]. The third group (ie, dedicated ICT solutions) imply ICT-supported monitoring solutions [33-38]. These mainly employ online surveys or touch-screen tests [34-36] as well as computer-automated telephone calls [33] or a Nintendo Wii-dedicated game [38]. The fourth group (ie, monitoring of nondedicated ICT solutions use) consists of secondary analyses of commonly used technologies, including everyday computer use [10,12,40] and
The exclusive use of ambient passive sensors in homes and cars does not guarantee good acceptability to end users. As an example, people may have an intrusive perception of a 3D camera or microphones. However, authors do not report any acceptability issues for experiments involving infrared, temperature, humidity, luminescence, and magnetic door contact sensors or driving sensors [11,13,20-26]. Studies on monitoring the use of personal computers have yielded comparable results [10,12,40]. However, this has only been validated in a select population thus far, as discussed in the Limitations section below, and acceptability outcomes are not always reported.

The completion rate of repeated remote assessments using ICT monitoring solutions was high, generally above 80% [33-35]. Over a longer period of time, Seelye et al [14,36] reported that online weekly health forms were submitted on schedule 75% of the time. Using a Nintendo Wii balance board, Leach and al [38] found an average of 3 days of missing posture and cognitive data over the 30-day observation period for each subject.

For the wearable devices, most studies do not report acceptability issues, such as refusal rate at inclusion and adherence data during follow-up. Mancini et al [32] reported that all 35 participants complied with the protocol (ie, wearing inertial sensors) for 7 consecutive days, while Shoval et al [28] found that participants actively wore the device for 88% of the days. Finally, Wetstein et al [30] reported that the major reasons given to refuse participation in their study were distrust and fear of being observed. In the case of wearable, samples are smaller and/or durations are shorter, which limits comparisons.

**What Transformation Might Clinicians Expect?**

With advances in monitoring technologies, we can anticipate what clinicians might expect in their practice in the coming years. A major limitation of all these studies is the selection of volunteers that are relatively homogeneous (ie, white, educated, receptive to technology, and living in urban areas). If, in the future, there is wider use of ICT and digital biomarkers in clinical practice, a perceived advantage of technologies over traditional biomarkers, we need to develop ICT in a way that ensures its acceptance and usability under nonoptimal conditions for long periods of time. Most of the solutions presented in these studies are not mature enough for this goal.

The evidence base from dedicated embedded sensors (Group 1) seems to be the most mature research area in this field. There is evidence that these sensor-based technologies are sensitive to detecting cognitive and functional change. Nevertheless, this is still an area of active research, not yet translated into wide clinical adoption. Several advances are needed. Most studies dealing with embedded sensors are limited to participants living alone. It remains technically complex to disambiguate activity in multi-person homes in a real environment. New sensing approaches and data fusion algorithms are in development, but this remains work in progress. Dedicated home systems require installation, which can be a barrier to wider dissemination. Several approaches to this need have been developed, including prepared field kits (ie, "sensors in a box") for ready deployment [41] and online video installation guides [15]. With these and other advances, one can reasonably anticipate that some of these solutions could be proposed in everyday care to a large population in the coming decade. The Collaborative Aging Research Using Technology (CART) Initiative [42] in the United States is a multi-site, nationwide project that uses multiple embedded sensing technology and diverse data to facilitate research in the field of independence and health of older adults from diverse communities. Funded by the National Institutes of Health and the Department of Veterans Affairs, the CART Initiative has been designed to enable expansion of the home-based sensing platform to 10,000 homes across the United States in several years.

Dedicated wearable sensors (Group 2) have several barriers to overcome before readiness for large community-wide implementation. They have been perceived as obtrusive and stigmatizing. Although their adherence rate may be lower, their great advantages are that their use is not limited to people living alone and they can provide both indoor and outdoor information. We believe, however, that significant progress can be made by improving both their accuracy [43] and their development and...
evaluation processes. Technical-centered development of these devices in laboratory settings disregards the barriers to successful implementation in real-life situations and, more particularly, acceptability for unselected (eg, low computer literacy and cognitively impaired) populations. This real-life implementation depends on technical improvements for deployment in suboptimal contexts (eg, uncertain Internet coverage) and on the end user’s acceptability. In recent years, several research teams have tried to design creative multiphase studies, applying iterative modifications of a proposed digital technology-associated solution or using participatory design approaches [44,45]. Living laboratory, iterative design approaches, here defined as a “research method which brings together end users, developers, and health professionals in a cocreation and evaluation process,” introduce an intermediate phase closer to real life before deployment. Participatory design methodology also emphasizes the involvement of users throughout the innovation process. Widespread diffusion of these concepts in medical research has not yet been achieved. However, health-related functions of dedicated wearable devices have become commonly offered in routine use devices (eg, GPS and accelerometers) and hopefully will be integrated in a more efficient way for health use in the near future [46,47].

Dedicated ICT solutions (Group 3), such as embedded assessment algorithms within home-based cognitive computer games, remains a promising area [48]. Surprisingly, few trials evaluated such solutions in a home environment. Trials involving mobile phone apps are also promising, notably in the psychiatry field [49,50], but they are not at an advanced stage in the dementia research area of interest, other than assessments taking place in a dedicated place with the presence of an operator outside of the home [51-53]. Finally, a promising field is in the monitoring of nondedicated ICT solutions (Group 4), as they have the advantage of unobtrusiveness in common with the embedded dedicated sensors (Group 1), and they do not require the installation of dedicated devices. This area is limited by the willingness of this population to adopt ICT solutions in their everyday lives. Nevertheless, generations follow one another, and future older adults may be more likely to be interested in new technologies. In that case, assessing those solutions in an ideal target population may be seen as less of a limitation if a large dissemination is expected within the next 5-10 years.

The wider adoption for all these technologies will require particular attention to specific use cases, ranging from detecting early cognitive decline to assessing change in function during treatment; ease of deployment; data provenance and analysis; and creating not just evidence for efficacy but evidence for effectiveness. The first drivers of this transformation will likely be the research community and the growing adoption of community-based studies. Clinical trials in particular are an area where this approach is very promising. Often, proof of efficacy in trials leads to practice adoption.

**Limitations**

As already stated by Pillai et al [54], keywords describing ICT and AI vary and they are not always specified in the papers, as this research field is not yet mature. Nevertheless, it is unlikely that we have missed many relevant studies, as we chose the broadest possible key search terms and followed up with an extensive hand search of full-text references and key terms. Promising results from studies related to screening and assessment rather than follow-up [55,56], or conducted in controlled settings, are not presented in this paper. All the studies reviewed here were conducted in real-life homes of older adults. Several issues were not highlighted in this paper, including health inequalities [57], ethical issues, data security, information overload for clinicians, and business models of technology implementations, among others. These key issues also need to be addressed early during the evaluation and development process of health technology research, before larger dissemination can occur [58].

**Conclusions and Future Research Directions**

The studies included in this review cover a diversity of designs and approaches representing many new avenues of research. There is no conclusive evidence at this stage on the superiority of one or many digital biomarker assessments over others. This is a new area of research. Even for studies based on the same cohorts and, therefore, on comparable populations and locations, the technologies used (eg, driving or computer tracking), sample sizes engaged, and statistical methods differ. For similar outcomes of interest (eg, activity), there is a wide range of digital biomarkers: walking speed, overall activity, outdoor time, etc. It is difficult to know which biomarkers will be most relevant for broader future applications. Further, it is not yet clear which outcomes are best correlated with cognitive decline or, more generally, with mental health. Choices will probably initially focus more on the ease of implementation of a technical solution in a given environment than on direct comparisons as to their accuracy, a comparison that is difficult to make in practice.

Nevertheless, monitoring cognitive and functional domains using ICT devices will grow rapidly and will likely involve AI [59,60] and innovative biomarkers derived from such methods as automated speech and language analysis, motor performance assessments, computer use abilities, and online questionnaire responses and their metadata. These advances will facilitate the transition to proactive, personalized, and participatory medicine. In achieving this goal, the gap between real-life clinical practice and clinical research will be narrowed with clinical trials reflecting patients’ typical activities and outcomes [3,41].

Integration of heterogeneous data (eg, environmental data and multiple biomarkers) will improve our understanding and management of cognitive decline; accordingly, some of these solutions may become adopted into everyday care among the wider population in the coming decade.
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Abstract

As Facebook continues to grow its number of active users, the potential to harness data generated by Facebook users also grows. As much of Facebook users’ activity consists of creating (and commenting on) written posts, the potential use of text data for research is enormous. However, conducting a content analysis of text from Facebook users requires adaptation of research methods used for more traditional sources of qualitative data. Furthermore, best practice guidelines to assist researchers interested in conducting qualitative studies using data derived from Facebook are lacking. The purpose of this primer was to identify opportunities, as well as potential pitfalls, of conducting qualitative research with Facebook users and their activity on Facebook and provide potential options to address each of these issues. We begin with an overview of information obtained from a literature review of 23 studies published between 2011 and 2018 and our own research experience to summarize current approaches to conducting qualitative health research using data obtained from Facebook users. We then identify potential strategies to address limitations related to current approaches and propose 5 key considerations for the collection, organization, and analysis of text data from Facebook. Finally, we consider ethical issues around the use and protection of Facebook data obtained from research participants. In this primer, we have identified several key considerations that should aid health researchers in the planning and execution of qualitative studies involving content analysis of text data from Facebook users.

Introduction

Social media platforms provide an information-rich opportunity to reach diverse populations that would otherwise be difficult to identify. Facebook, in particular, is the most dominant player in the social media landscape. Over the past decade, the number of active Facebook users has grown from 145 million in 2008 to more than 1.2 billion in 2018 [1,2]. As of 2018, approximately two-thirds of US adults use Facebook [3]. In addition, about 75% of Facebook users visit the site at least once per day and spend upward of 50 min daily on Facebook [3,4], where they get entertainment, read news, communicate with friends and family, and exchange social support [5].

As a significant portion of individuals’ social lives is conducted (and hence displayed and recorded) on Facebook, it is a potentially rich source of qualitative data for researchers [6]. Numerous studies ranging in topic from psychopathology [7,8] and chronic physical illnesses (eg, cancer or diabetes) [9,10] to substance use [11,12] have incorporated data from Facebook, recruited from and included Facebook users as study participants [13,14], or conducted behavioral interventions on the Facebook platform [12]. Despite the rising number of studies on Facebook, relatively little is understood about how qualitative data from Facebook users can best be captured and used for health research purposes. Individual and group interviewing, focus groups, individual and group ethnographic interviewing, and observational data are among the most common methods used to traditionally collect qualitative data [15-17]. These sources of qualitative data naturally allow researchers to unpack deep meaning within a select group of people [18], probe for underlying values, beliefs, and assumptions [19], and obtain

http://www.jmir.org/2019/8/e13544/
more nuanced or novel information than that derived from other methods such as close-ended survey questions [19]. However, because of the nature of Facebook data, qualitative research methods may require additional adaptation to best capture the visual, virtual, and textual interactions on social media with accuracy [20].

In this primer, we explore the opportunities, as well as potential pitfalls, of conducting qualitative research with Facebook users and their activity on Facebook. Our focus here is purposefully narrow. We limit our approach to content analysis and user-generated text related to health topics on Facebook. We begin with an overview of the forms of qualitative data and data analysis best suited to the Facebook environment, focusing on text data generated by Facebook users. Then, we consider gaps in current qualitative methods based on the existing published literature. Finally, we present 5 key issues that must be addressed in a successive manner when conducting qualitative content analyses of health-related topics involving Facebook data, and we offer potential options to address each of these issues.

Overview of Using Qualitative Data on Facebook

Data obtained from Facebook users offer substantial opportunities for qualitative researchers. As described in Table 1, user-generated videos, images, reactions, and text are a rich source of qualitative data on Facebook. For the purpose of this paper, we focused on user-generated textual data. There are 3 primary types of user-generated textual data on Facebook:

1. Posts: A post is written by a Facebook user, and that post then appears on another Facebook user’s timeline. A status update is a common type of post in the Facebook environment, which will appear in the news feed of a user’s Facebook friends. A news feed is a list of updates from a user’s Facebook friends that is intended to provide the user a quick update on what their Facebook friends have been doing on Facebook.

2. Comments: A comment is a response to a Facebook post or a response to another comment itself.

3. Messages: A message is privately sent from one user to another Facebook user, typically a Facebook friend. A message does not appear on a user’s Facebook timeline or in their news feed.

All 3 of these types of user-generated text on Facebook may be accompanied by image(s), video(s), and/or emoticon(s). An emoticon, or emoji, is a graphic facial expression that can appear embedded in text communication on Facebook and is primarily used to provide emotional information that would otherwise only be found in traditional face-to-face interactions (eg, tone of voice) [21].

Social media qualitative research methods can be described in 3 ways: active analysis, passive analysis, and research self-identification [22]. Active analysis on Facebook involves the participation of research members in communication with Facebook participants. For instance, Cheung et al [11] created a study Facebook group and invited participants to join. The research team member serving as the Facebook group moderator actively participated in generating content (ie, posts and comments) that aimed to stimulate engagement with study participants. Passive analysis on Facebook involves the study of information patterns observed on Facebook or the interactions between users in existing Facebook groups. For example, Kent et al [13] investigated public attitudes about obesity and cancer by performing a keyword search on Facebook to identify relational themes, grammatical elements, and valence of the sentiments contained in Facebook posts and associated comments. Finally, research self-identification is when researchers use Facebook as a research recruitment tool to gather participants for Web-based interviews, focus groups, or surveys. For example, Pedersen et al [14] designed 3 different sets of study advertisements that appeared on approximately 3.6 million targeted Facebook users’ news feed. By clicking on the study advertisements, Facebook users were redirected to a study survey and were given the option to participate in the study.

To determine current approaches to the use of qualitative data on Facebook, we performed a literature search in April 2018 for papers that used qualitative methods to analyze user-generated Facebook text related to health topics (ie, any acute or chronic disease including substance abuse disorders). Our review identified 23 studies published between 2011 and 2018. The majority of these studies extracted data from public Facebook pages or groups [7-11,13,23-37]. Of 23 studies, 18 used passive analysis [7-10,13,23-28,30-36], 5 used active analysis [11,12,29,37,38], and none used research self-identification. Among the passive analysis studies, the number of posts, comments, and groups or pages analyzed ranged from 25 to 500, 233 to 15,972, and 1 to 840, respectively. In addition, among the active analysis studies, the number of posts analyzed and participants included ranged from 6 to 469 and 79 to 160 participants, respectively. Nearly all studies used a process of manual coding, although 1 study used machine learning techniques [37]. A wide range of health issues was examined from breast cancer to smoking cessation. Further descriptive characteristics can be found in Multimedia Appendix 1.
**Table 1.** Potential sources of data for qualitative data analysis within Facebook.

<table>
<thead>
<tr>
<th>Filters</th>
<th>Data included</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timeline</td>
<td>User-generated and user-directed posts, comments, reactions, shares, photos, videos, tagged posts and photos, and when the participant added someone as a friend. Displays public data</td>
</tr>
<tr>
<td>Activity log</td>
<td>User-generated and user-directed posts, comments, reactions, shares, photos, videos, tagged posts and photos, pages liked, and when the participant added someone as a friend. Displays public and private data</td>
</tr>
<tr>
<td>Posts</td>
<td>Posts generated by the user</td>
</tr>
<tr>
<td>Posts tagged in</td>
<td>Posts where other users tag the user</td>
</tr>
<tr>
<td>Others’ posts to your timeline</td>
<td>Posts that others generate on the user’s timeline</td>
</tr>
<tr>
<td>Hidden from timeline</td>
<td>A privacy setting that limits who can see posts on a participant’s timeline</td>
</tr>
<tr>
<td>Photos and videos</td>
<td>Photos and videos that the user posts, uploads, or is tagged in</td>
</tr>
<tr>
<td>Likes and reactions</td>
<td>Likes and reactions generated by the user</td>
</tr>
<tr>
<td>Comments</td>
<td>Comments generated by the user</td>
</tr>
<tr>
<td>Articles you have read</td>
<td>Articles read by the user</td>
</tr>
<tr>
<td>Notes</td>
<td>User-generated full-length posts without limited character length and can include tagging and pictures</td>
</tr>
<tr>
<td>Videos you have watched</td>
<td>Videos watched by the user</td>
</tr>
<tr>
<td>Following</td>
<td>A list of pages the user follows</td>
</tr>
<tr>
<td>Groups</td>
<td>A list of groups the user is a member of</td>
</tr>
<tr>
<td>Search history</td>
<td>Content the user searches on Facebook</td>
</tr>
</tbody>
</table>

**Gaps in Current Qualitative Approaches**

Our review identified a number of limitations within the existing literature. First, most studies did not provide detailed descriptions of their methods [39,40]. In particular, description of data extraction methods was frequently missing [7,11,13,23,25,27-31,33,34,37]. Furthermore, there are few existing resources that offer guidance for researchers seeking to use Facebook for health-related topics. Lack of methodological descriptions and advice in the literature pose as barriers to researchers trying to replicate study results or apply the same methods in pursuit of novel research questions in the health domain. Second, none of the studies analyzed bidirectional interactions among participants and other Facebook users. Bidirectional interactions are social exchanges of user-generated and received text between Facebook users. Received text is text directed to a Facebook user, such as a friend’s comment to that Facebook user’s post (hereafter, user-directed text). These interactions are commonly displayed as a chain of communication on a user’s timeline or news feed that exemplify how individuals use and interact with others on Facebook. By collecting only user-generated text or user-directed text on Facebook, studies are only capturing one side of Facebook user’s interactions with other Facebook members. However, collecting bidirectional interactions provides more context of social exchanges on Facebook, which can assist in more meaningful interpretations of the data. Therefore, it is important to establish methods for researchers seeking to capture this type of information. Third, most studies that included either manual or machine-coding techniques lacked familiarization methods before coding [8,11-13,24-27,29-38]. Familiarization methods include researchers immersing themselves with the data before coding by actively reading the data to understand the depth and context of the content [41]. To conduct rigorous and trustworthy thematic analyses, it is vital to read through the entire dataset at least once before coding [41,42].

Owing to these limitations, in this paper, we identify and discuss 5 key issues in the process of conducting qualitative research using data obtained from Facebook. These issues are summarized in Textbox 1 and described in detail below. In addition, we use our own experience from a recent research project to illustrate 1 potential approach to handle each of these issues. Our experience derives from a study in which we used Facebook advertisements to recruit a sample of military veterans [43]. Study participants completed a Web-based survey about their psychiatric symptoms and social support, and a subgroup was invited to participate in an additional in-person study visit in which they provided access to some of their Facebook data. For qualitative analysis in this project using Facebook data, we used content analysis, which, for our study, was a more directed approach that allowed us to begin by identifying key concepts and variables as initial coding categories.
Step 1. What kind of Facebook user will be included in the study?

- The method of recruitment of Facebook users will affect participants’ characteristics and generalizability of results.
- The degree of activity on Facebook by a study subject will impact the amount of data available for analysis.

Step 2. What Facebook data will be analyzed?

- Facebook contains a combination of public and private information about individual users.
- Filters can be used to select desired variables and data about Facebook users.
- It is helpful to predetermine a period of Facebook use to be included in data analysis.

Step 3. How will the Facebook data be obtained?

- Options include partnering with Facebook, collecting publicly available data, creating a research study–specific Facebook page or group, or downloading participants’ Facebook data.
- Each option has pros and cons related to the complexity of the process and comprehensiveness of data obtained.

Step 4. How will the Facebook data be analyzed?

- Depending on the size of the dataset, researchers may prefer a manual versus more automated approach to coding and data analysis.
- Qualitative data analysis and other software can assist with the data analysis.
- Consider the model of qualitative analysis used in the study.

Step 5. How will participant’s Facebook data be protected?

- The Connected and Open Research Ethics is a Web-based resource [44] to help navigate ethical issues around social media research.
- Common ethical issues include the following: who will informed consent be obtained from, how will data of research subjects be kept secure, and how will the privacy of research subjects be maintained.

**Step 1: What Kind of Facebook User Will Be Included in the Study?**

In deciding what kind of Facebook user will be included in the study, it is important to consider how participants will be recruited.

For studies that involve delivery of an intervention through Facebook (ie, active analysis), the platform offers 2 main features that researchers can use to recruit and maintain participants: Facebook pages and Facebook groups. Facebook pages are public, whereas Facebook groups can be public, or private or secret. In public Facebook groups, only invited members can see content. However, in secret Facebook groups, only invited members can see content, and the group is hidden—it cannot be searched for, or found, using the Facebook search engine [45]. Facebook pages and all Facebook groups can be created to recruit and conduct an intervention. In addition, researchers can access existing public Facebook pages and groups comprising current members to collect data. However, these pages and groups cannot be tailored to a researcher’s interventions. Furthermore, Facebook advertisements can be used to target a specific population by leveraging demographic profiles available on Facebook. Furthermore, Facebook advertisements can use additional information (eg, interests) added by a user to their profile. Some studies recruit both current Facebook users and other participants who are willing to open a Facebook account for the study [45]. In addition, it is important to consider the degree to which participants are regularly and actively using Facebook. Regular users will tend to have a richer record of their Facebook activity. That said, not all users of Facebook actively engage in behaviors that create a record of interaction on Facebook (eg, posting and commenting) [46]. Facebook users can be categorized into 2 types of users based on the frequency of engaging in these behaviors: active users and passive users. Active users contribute to Facebook interactions by posting and commenting frequently. Passive users tend to observe Facebook interactions and not actively contribute. For active analysis studies, both active and passive users can be considered for recruitment. Interventionists may consider designing posts to initiate interactions among participants, especially from passive users.

In addition, studies intending to observe Facebook user’s interactions with other users (ie, passive analysis) can use 2 public group features available on Facebook: Facebook pages and public Facebook groups. As these pages and groups are public, researchers are able to openly view all Facebook data without restrictions. As a result, researchers can search for an existing public page or group related to a health topic of interest and then collect the data presented within the page or group. Data found in public Facebook pages and groups can be from both active and passive users. Typically, there is a direct relationship between the number of members part of a Facebook page or group and the amount of data available. One drawback about using public Facebook pages and groups is that the pages and groups about a health topic of interest must already exist. Alternatively, passive analysis studies can recruit Facebook participants individually through Facebook advertisements. An
advantage of this approach is the ability to continue an advertising campaign until enough participants and data are collected, whereas a disadvantage of it is the requirement for a nontrivial advertising budget.

Paid advertisements on Facebook are also useful for studies seeking to recruit participants from Facebook to participate in interviews, focus groups, surveys, or other research activities (ie, research self-identification). Facebook advertisements can be used to target particular users using the methods described above. Facebook users can be directed to a study website when they click on the advertisement, which then can further describe the study and include Web-based informed consent. Furthermore, Facebook advertisements can record user actions such as advertisement clicks (ie, number of times the advertisement was clicked on) and comments on the post containing the advertisement.

Finally, as with other Web-based studies in which in-person contact with a study participant does not occur, exclusion criteria should be carefully considered to reduce misrepresentation of participants and potentially counterfeit responders (ie, responders pretending to fit a certain demographic for study compensation).

An Applied Example

We used research self-identification methods to recruit participants through Facebook advertisements [43]. Advertisements contained a call to action to participate in a health research study. Study advertisements broadly targeted Facebook users in the United States of any age or gender who had interests relevant to military veterans. Advertisements were hosted by Facebook pages affiliated with our university. This allowed us to draw on the established base of Facebook users interested in and following our university on Facebook.

To reduce misrepresentation of participants, we excluded individuals who completed the survey in less than 5 min, had a duplicate or multiple survey responses, or incorrectly answered military-related insider knowledge questions [14,47]. To help ensure study subjects had enough Facebook data to analyze, we chose to collect qualitative data from participants who reported using Facebook at least once a day.

Step 2: What Facebook Data Will Be Analyzed?

In deciding what Facebook data will be analyzed, it is critical to determine the setting in which the data will be collected. For active or passive analysis studies collecting data from public, private, or secret Facebook groups or pages, it is important to consider downloading individual Facebook user’s profile information in addition to the information exchanged in groups or pages. A Facebook user’s profile information shows how the user interacts in multiple Facebook settings compared with a singular setting (ie, a Facebook page or group). Therefore, collecting and analyzing data from a user’s Facebook profile provides more context to how they interact, whom they interact with, and in which environments (ie, public or private) they are more active. Understanding how research participants interact on Facebook can be used to supplement the context of the responses and inform future intervention processes.

In addition, given how expansive the amount of Facebook data can be, even just from a single Facebook user, it is vital to determine the scope of data that will be analyzed. As described in Table 1, Facebook features, such as Filters, allow data to be viewed in already separated Facebook variables such as user-generated data (ie, notes, posts tagged in, and timeline review). These filters can be manipulated to display specific data of interest. Although filters can help find user-generated and user-directed data, it is important to also capture these same data in the timeline. The timeline shows how Facebook users are interacting, which helps provide context when analyzing the data.

Furthermore, it is also important to determine how long it takes to collect the Facebook data. Data collection time is dependent on how active the Facebook user is and, for pages or groups, how many users are part of a page or group. These factors can impact additional study procedures (eg, interviews) at the time of the Facebook data collection period.

Our Experience and Applied Example

In our study, we sought to capture all our veteran participants’ written social interactions on Facebook. We did this by collecting user-generated and user-directed comments, status updates, and posts from the activity log and the timeline. The timeline was also included as it contains data from both public and private settings on Facebook. By collecting both user-generated and user-directed data, we were able to capture bidirectional interactions between study participants and other Facebook users within their social network.

In addition, data were collected over a 4-week period around the time of the participants’ survey completion. We decided to collect participant’s Facebook data at the time of the in-person interview so that a research member could be physically present to assist a participant in the process of downloading his or her Facebook activity. After informed consent, the initial 10 min of the session were used to collect the participant’s Facebook activity information, which was sufficient to collect users’ Facebook data, ranging up to approximately 70 user-generated posts.

Step 3: How Will the Facebook Data Be Obtained?

Option 1: Partner With Facebook

Facebook data can be obtained through a research partnership with Facebook. Kramer et al [48], supported by Facebook resources, collected posts and manipulated news feeds of 689,003 Facebook users over a 20-year period. Burke and Kraut [49], led by a Facebook researcher, collected user-directed comments, private messages, timeline posts, likes, and pokes, as well as user information such as number of profiles viewed, news feed stories clicked on, and photos viewed from 10,557 Facebook users. Some advantages of partnering with Facebook are that studies can have access to massive amounts of data including Facebook variables that are not shared with users or...
third parties [50]. In addition, one can leverage Facebook resources (ie, data processing systems) to track how much people are discussing specific topics of interest and the subsequent opinions of those topics expressed in everyday conversation. Such Facebook resources efficiently gather large-scale data in which data are retrieved almost instantaneously. However, a challenge of partnering with Facebook is meeting their collaborative requirements, such as finding a Facebook sponsor to lead the research effort, and the faculty principal investigator’s institution paying up to 40% of overhead costs for a hosted researcher [51]. Therefore, this process can be resource intensive in terms of both time and financial investment by the partner researcher.

Option 2: Publicly Available Data

Active and passive analysis studies can obtain Facebook data through public Facebook pages and groups. There are several studies using extraction methods such as manual extraction (eg, copying and pasting data into a spreadsheet) or contracting through external models and third-party services for manual extraction. Abramson et al [9] copied and pasted each public timeline post from the Breast Cancer Organization page into a spreadsheet with the corresponding responses. Eghdam et al [8] used Netvizz version 1.25, a data collection software created by Facebook, to collect anonymous data from public Facebook groups. Kent et al [13] used a Web-crawling service that mined publicly available posts and comments from Facebook using keywords related to obesity. Furthermore, Kosinski et al [50] provide Pennebaker’s Linguistic Inquiry and Word Count (LIWC), and the Apply Magic Sauce, a website developed by the University of Cambridge psychometrics center, [52] as an additional resource for data collection. An advantage of using public data is that there are a lot of data for a range of health topics, and informed consent by the participant is not required. However, the challenge of using data shared publicly could be biased because of social desirability influences and other censoring by a given participant. Studies suggest that both privacy concerns and the user’s audience can impact self-disclosure on Facebook, especially when it comes to sharing health information [53-57]. Eysenbach and Till [22] recommend working with group moderators to develop an adequate plan for informing group members of the use of their data. Although they identify obtaining permission from the group moderator as insufficient on its own, group moderators have greater knowledge of their group members and may be able to provide important information on how to best obtain consent for use of data.

Option 3: Create and Monitor a Facebook Page or Group

In addition, for active analysis studies, Facebook data can be obtained by creating and monitoring a Facebook page or group. Beullens and Scheper [12] collected 2575 pictures and 92 status updates by creating a study Facebook profile and sending friend requests, including a study overview message, to 166 college students. Tower et al [38] collected post information by creating a Facebook group and inviting 198 nursing students to join the group through email. The invitation advised the group to post information related to their study. A faculty member initiated discussion in the Facebook group. The text and associated attributes were downloaded onto a spreadsheet. An advantage of creating and monitoring a Facebook page or group is that it allows a research team to customize a group specific to a particular health topic. Subsequently, targeted individuals can be invited to this page or group and be presented a set of specific questions/instructions to stimulate participant engagement. In addition, only group settings can be made private, which can create a more secure environment for participants to disclose personal information. However, a disadvantage of private groups is that there is a permanent setting that organizes user-directed posts such that the most recent interactions appear at the top of the group feed versus a chronological ordering of the post [45]. As a result, posts containing important content may be pushed to the bottom of the group feed because of frequent posting in the groups, thereby making it difficult for participants to find information posted by the groups interventionists [45]. In addition, although Facebook groups can be private or secret, they are still not the Facebook user’s natural environment—that is, the social network comprising Facebook friends the user normally interacts with. Therefore, Facebook users recruited into an intervention conducted in a private or secret group may behave differently in groups created by researchers, especially when they know they are being observed by researchers [58].

Option 4: Private Messages

Furthermore, for active analysis studies, Facebook data can be obtained by asking participants to copy and paste user-generated Facebook text (eg, text from timeline posts or private messages) and provide it to a research team member through a Web-based portal or through private messaging to a Facebook account created by the research team. Bazarova et al [37] collected 474 most recent status updates, timeline posts, and private messages by inviting 79 participants to copy and paste their data into a Web survey. An advantage of having users provide their Facebook data through the private messaging feature or a Web-based portal is that it creates a secure environment in which participants’ Facebook data can be kept confidential from other Facebook users or study participants. However, one disadvantage of this particular method is that researchers would neither be able to observe passive interactions among a particular group of Facebook users nor observe interactions as a result of a proposed set of questions/instructions regarding health-related topics.

Our Experience and Applied Example

A fourth option, applicable to active and passive analyses and some research self-identification studies, is directly downloading participants’ Facebook data during an in-person study visit. We chose this option because it was the only one that allowed us to download individual’s Facebook profiles without establishing a partnership with Facebook. For instance, in our own study, we obtained Facebook data by downloading participants’ Facebook activity information. During the in-person interview, users’ Facebook activity log and timeline data were collected separately by study staff using the following steps: (1) ask participants to login to their Facebook account, (2) follow the steps described in Figure 1, (3) scroll backward on the selected page chronologically until 1-month period before the date of...
the survey; (4) save as an HTML file on OHSU Box (a cloud-based data storage service that complies with local security and regulatory policies), (5) open saved file with Safari to view extracted data, (6) log participants out, and (7) ensure that no username or password information was retained by making sure user login information was not saved by the browser. We noted some advantages of downloading participants’ Facebook profile information, such as a participants’ Facebook profile can provide insight to how individuals interact, who they interact with, and what environment (ie, public and private) they are more active in. This helped us understand how study participants interacted on Facebook. However, a challenge of downloading participants’ Facebook profile information is that it requires participant consent, and it can be more difficult to collect massive quantities of private data because of the length of the collection period.

**Figure 1.** Steps to access the timeline (eg, blue square) and activity log (eg, red squares) on Facebook.

**Step 4: How Will the Facebook Data Be Analyzed?**

_qualitative Facebook data are commonly analyzed using methods such as content analysis to assess a wide range of qualitative data or else constant comparison to identify themes [6]. In deciding how qualitative Facebook data will be analyzed, it is important to consider the quantity of the data as well as the qualitative approach being used. For active and passive analysis studies using larger datasets, it is preferable to analyze data using software programs. AlQarni et al [34] analyzed 1551 posts using predetermined themes, and further inductive codes were used to independently extract and analyze the Facebook posts to determine major content themes. Thematic analysis was performed using NVivo, a qualitative software used to code, store, and potentially exchange data with SPSS for further statistical analysis. Kramer et al [48] used LIWC (2007) software to analyze 689,003 posts to determine if the valence of the posts was positive or negative. Keller et al [32] used ATLAS.ti, a qualitative software used to code data, to code 1614 comments for major and minor themes. It is important to note that ATLAS.ti can be used to code HTML files of individual’s Facebook downloads; however, this has not been done in social media qualitative research studies [59]. Instead, ATLAS.ti has been traditionally used to code Microsoft Word documents of transcribed interviews.

Our Experience and Applied Example

As our study contained a relatively small dataset (23 subjects with 201 posts and 424 comments), we opted to analyze data manually. User-generated text from status updates, posts, and comments and user-directed text from posts and comments from the HTML files were copied and pasted into an Excel spreadsheet and analyzed for markers of social support. Our codebook contained 3 different types of social support that have previously been described in the literature (emotional, instrumental, and informational) and a fourth category for other evidence of social support (eg, “Wow, that’s a great joke”). In addition, we coded the valence of user-directed social support as positive, negative, or neutral. Before coding, each coder read over the entire dataset to familiarize themselves with the content of the data. The familiarization process helped lead to more meaningful interpretations of the data because we were able to easily provide context to each piece of text we coded. As is common in qualitative research, after an initial training period, 2 coders independently coded participants’ data. Furthermore, each coder created a memo describing their experiences during the coding process. This highlighted the challenges and successes of the coding process, which guided conversations around any discrepancies. In addition, the memo process brought awareness to potential challenges of coding text on social media, which can be addressed early on for future social media...
qualitative work. Furthermore, the memo process also identified general themes that were prevalent in the data.

**Step 5: How Will Participants' Facebook Data Be Protected?**

It is important to highlight that Facebook research raises several ethical questions. Owing to the nature of studying Facebook communities, researchers can potentially violate the privacy rights of Facebook users. Facebook users that are members of public Facebook pages or groups do not expect to become research subjects nor do the Facebook friends of study participants (ie, *nonparticipants*). The boundary between private and public Facebook data may sometimes be unclear. The majority of Facebook users are aware that their data may not be private [22], especially in a public setting on Facebook. However, the literature regarding social media users comprehension of privacy literacy is limited [60]. As a result, researchers should ensure that informed consent language is clear regarding how a participant’s Web-based data will be used. Pilot testing of informed consent language may help ensure that the information presented is easily comprehensible for a broad range of populations. Regardless, it is important to maintain the safety and anonymity of individuals’ Facebook information whether or not they are a research participant.

In addition, it is important to note the potential ethical dilemmas associated with establishing a research partnership with Facebook. Facebook is a powerful company with a rich source of data; however, Facebook has received public scrutiny because of their misuse of their users’ Facebook data. Therefore, the responsibly is placed on the research teams to ensure that Facebook users’ data are obtained ethically and protected. Arigo et al [61] recommend including research team members who are well versed with Facebook’s cooperate terms and conditions and privacy policies. It is strongly encouraged that research teams are knowledgeable of the peculiarities of Facebook before establishing a partnership to assist in the development of research methodological procedures regarding data collection and privacy.

As each institutional review board (IRB) will vary in its familiarity with social media research, we recommend closely consulting with professional and independent organizations (eg, Association of Internet Researchers Ethics Working Group Guidelines, The National Committee for Research Ethics, and The Humanities Research Ethics Guidelines for Internet Research) as well as Web-based resources such as the Connected and Open Research Ethics (CORE). CORE can provide assistance in how to address potential ethical issues for researchers and IRBs interested in social media research. Common ethical questions that have been raised on CORE include the following: (1) Who will informed consent be obtained from—is informed consent required for *nonparticipants* on a research subject’s account?; (2) How will data from research subjects be kept secure on the social media platform?; and (3) How will the privacy of research subjects be maintained? CORE has created a collaborative platform where researchers can exchange expertise and questions pertaining to social media research. Features such as the Resource Library, Q&A Forum, and the CORE Network provide scientists access to IRB-approved research protocols and consent forms and allow researchers to discuss collaboratively ethical design or potential social media strategies [44].

**Our Experience and Applied Example**

In our study, participants interested in an optional, in-person interview provided contact information with which study staff used to arrange the study visit. For individuals who were unable to come in-person, we conducted interviews through phone but did not download their Facebook data. Overall, 2 separate informed consents were obtained, once online for those completing the survey and again in-person for those sharing their Facebook data. During the informed process for those sharing their Facebook data, participants were informed that their timeline and activity log would be collected to observe their online social interactions and Facebook usage. In addition, participants were informed that their Facebook data would be labeled with a unique code to protect their identity. All study procedures were approved by the IRB of Oregon Health & Science University.

**Limitations**

There are several limitations to this study. First, this study represents 1 proposed framework. Additional validation of this framework among other experts would be a helpful next step. Second, the scope of the study is limited. We primarily focused on content analysis of user-generated Facebook text related to health topics using a content analysis approach to qualitative analysis. Studies that intend to use other models of qualitative analysis may require somewhat different approaches to the use of data from Facebook. Nontext qualitative data from Facebook (eg, images, videos, and emoticons) also bear further examination. Third, because our key considerations are primarily directed toward health-related studies, it is unclear whether they are generalizable to other research topics that harness data from Facebook. Finally, our applied example did not address methods for collecting data from existing closed Facebook groups, although studies that did do so were identified in our literature review. Studies that involve interaction with Facebook group members require additional consideration, and future research could help elucidate this area by extending the work presented by Eysenbach and Till [22].

**Conclusions**

Although there are an increasing number of studies that are using qualitative data obtained from Facebook users, there has been little published to date, summarizing the current state of this research. Our review of the literature and own experience conducting this type of research have led us to identify several key considerations for health researchers interested in conducting qualitative studies involving Facebook data. Our hope is that future research continues to refine and develop approaches to conducting research in this exciting area.
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Abstract

Background: Recent advances in mobile technologies for sensing human biosignals are empowering researchers to collect real-world data outside of the laboratory, in natural settings where participants can perform their daily activities with minimal disruption. These new sensing opportunities usher a host of challenges and constraints for both researchers and participants.

Objective: This viewpoint paper aims to provide a comprehensive guide to aid research teams in the selection and management of sensors before beginning and while conducting human behavior studies in the wild. The guide aims to help researchers achieve satisfactory participant compliance and minimize the number of unexpected procedural outcomes.

Methods: This paper presents a collection of challenges, consideration criteria, and potential solutions for enabling researchers to select and manage appropriate sensors for their research studies. It explains a general data collection framework suitable for use with modern consumer sensors, enabling researchers to address many of the described challenges. In addition, it provides a description of the criteria affecting sensor selection, management, and integration that researchers should consider before beginning human behavior studies involving sensors. On the basis of a survey conducted in mid-2018, this paper further illustrates an organized snapshot of consumer-grade human sensing technologies that can be used for human behavior research in natural settings.

Results: The research team applied the collection of methods and criteria to a case study aimed at predicting the well-being of nurses and other staff in a hospital. Average daily compliance for sensor usage measured by the presence of data exceeding half the total possible hours each day was about 65%, yielding over 355,000 hours of usable sensor data across 212 participants. A total of 6 notable unexpected events occurred during the data collection period, all of which had minimal impact on the research project.

Conclusions: The satisfactory compliance rates and minimal impact of unexpected events during the case study suggest that the challenges, criteria, methods, and mitigation strategies presented as a guide for researchers are helpful for sensor selection and management in longitudinal human behavior studies in the wild.

(J Med Internet Res 2019;21(8):e12832) doi:10.2196/12832
KEYWORDS
research design; human activities; behavioral research; longitudinal studies; wearable electronic devices; organizational case studies; in situ research

Introduction
Overview
Recent advances in portable consumer technologies have led to a surge in the development of electronic devices [1] for monitoring and tracking human activity, wellness, and behavior. Aided by the ubiquity of personal smartphones, Bluetooth, and Wi-Fi, many devices currently on the market can discreetly collect physiologic and behavioral signals and upload the information to remote servers. Because of the growing support for distributed and personalized sensing, diverse research communities are taking a keen interest in this field, empowering the coordination of research studies of populations outside the laboratory and in natural home or work environments (also known as studies in the wild) [2]. For research into everyday human behavior, such as daily routines, studies conducted in natural settings can yield more relevant and insightful data than those performed in the laboratory [3-8].

Several factors need to be considered for the collection of data in natural human settings using sensing devices. Different sensors have different sampling rates, power restrictions, and communication capabilities. Participants also have their own habits and daily routines into which the sensors and the data collection procedures need to be embedded. A data collection framework designed to operate in the wild should therefore be flexible enough to accommodate different data communication channels and be capable of capturing information from different people with different needs at different times. These factors and a host of other challenges mentioned in this work complicate the data collection process and ultimately affect the quality of data available for analysis.

Background
Several previous studies have described some of these challenges [9-11] and offered strategies for mitigating them [12-15]. Other works offer data collection plans for particular fields of study that address the unique concerns of their research areas [16,17]. This paper subsumes many of the challenges and suggestions from these other works and aims to provide a comprehensive collection of methods and suggestions that help researchers address the challenges related to sensor selection and management in research studies. It specifically focuses on longitudinal studies aiming to unobtrusively capture and assess aspects of human experience and natural behavior; thus, it assumes a participatory study framework instead of a provocative approach [2]. Some examples of unobtrusive human behavior studies are StudentLife [6], AffectiveROAD [18], and a dataset on emotion recognition from wearable physiological sensing [19].

Objectives
Figure 1 illustrates a sequence of research program states at various stages for these types of studies. The scope of this paper covers the preplanning stages pertaining to sensor selection and the stages during a study related to sensor and data management. The key assumptions were as follows: (1) researchers already have a clear research objective in mind and have researched previous literature to develop a sense of the types of physiologic and behavioral signals that may be helpful in achieving the goals and (2) researchers have surveyed the landscape of sensing technologies and are beginning to design a study protocol and select the appropriate sensors.

To the best of the authors’ knowledge, this paper represents a first attempt to present a comprehensive guide for selecting and managing sensors for in situ research studies. The guide is based on a survey of related work [9-15] and the authors’ experiences in designing a multiweek research study. It describes the main challenges that differentiate longitudinal and unobtrusive [20] studies in the wild from studies conducted in controlled laboratory settings. It also provides an overview of modern portable sensing capabilities and information workflows and outlines a general data collection framework that leverages an internet-enabled infrastructure for real-time data collection and feedback. It enumerates several criteria (or dimensions) that researchers should consider when designing a data collection protocol using portable sensors for a known participant population, and discusses the manner in which these dimensions can affect human subjects’ concerns and data quality. Furthermore, it illustrates a snapshot of some of the many consumer technologies and products available for sensing in the wild as of mid-2018. This case study employs all the criteria and methods discussed, evaluating these with respect to participant compliance and the number of notable unplanned events occurring during data collection.
Methods

Overview

This section discusses the challenges involved in designing protocols and using sensors to collect data about human behavior in the wild, presenting a general-purpose framework that researchers can use for envisioning and orchestrating sensor data flow. This framework subsumes the most common information flows provided by modern sensing technologies. This section also presents an exposition of the various criteria and dimensions for which all sensors should be evaluated before the beginning of the data collection period, as well as a snapshot summary of many modern consumer technologies and products available for each type of sensing. The checklist form in Multimedia Appendix 1 provides a concise checklist of the challenges in this section. The authors’ hope is that researchers will use this checklist in their discussions and planning about protocol design to help account for the numerous sensing challenges.

Challenges and Risk Mitigation Strategies

Studies conducted outside of controlled laboratory settings are of interest to researchers, as participants can be examined in their day-to-day environments where natural behaviors occur. Nevertheless, in the wild, many potentially confounding variables cannot be fully controlled, yielding unpredictable sources of variability alongside logistical difficulties. Some challenges in this kind of data collection are mitigated through careful planning and effective communication before the study begins. Other challenges are predictable, but they occur spontaneously, and they must be managed reactively with the aid of semiautomated systems. This section highlights the primary difficulties that are unique to studies in the wild and suggests strategies to help overcome them.

Sensor Logistics, Deployment, and Maintenance

One of the foremost difficulties is the logistical burden of deploying and maintaining sensors. As research teams have limited direct control over the environment for in situ studies, they should be aware of the different potential sensor failure modes and have a plan for quickly detecting and recovering from them.

Sensor failure is often inevitable, especially for studies conducted at scale, and an effective solution is to simply replace the devices by preplanning to streamline this process. For example, arranging to have trained personnel available to meet with participants in their environment to swap defective devices can minimize data losses because of downtime. For sensors
deployed in the environment itself (as opposed to wearable sensors), devising a mounting scheme that will allow for easy replacement may also help.

To aid the tracking of the status of all sensors in a large study, planning in an upfront manner to create semiautomated tools that monitor the state of each sensor as often as possible can help identify failures quickly, report them to personnel for maintenance, and further decrease data collection downtime [21]. Moreover, the use of automated tools may become a necessity if the number of participants, sensors, or hours of recording becomes large. Data-driven approaches for detecting and identifying anomalous sensor data streams have been recently proposed in the literature [22,23]. Implementing a strategy for automated ongoing maintenance of the deployed sensors is much easier once the research team has direct access to recent sensor data. A data flow framework (presented in a later section; Information Flow Layers) outlines and describes the communication channels that carry sensor data to the data servers (the collection of systems where the data are collected and securely stored for later processing). Researchers can use this framework to plan communication paths for each sensor and then set up a script to run on the research server, which monitors these data streams and notifies assistants when sensors malfunction. For example, automatic programs can be used to assess the quality of electrocardiography (ECG) signals and give feedback to the research support staff about potential fitting and usage problems [24].

Specific logistics and deployment strategies will be unique to each research study, and they will largely be influenced by the restrictions and constraints imposed by the research environment. For example, some hospitals require all equipment to be powered using 3-prong plugs; therefore, all sensor chargers are required to be used through 3-prong adapters. Other restrictions may include Wi-Fi availability, permission to mount sensors on the walls, availability of charging ports for sensors, and space for sensor storage, to name a few. Permissions for the research personnel to access all areas in which the study takes place should also be considered.

Data Loss

Data loss may occur for several reasons, including sensor or data pipeline malfunctions, poor participant compliance, and attrition, among other reasons. For example, sensors may fail to deliver data, as they run out of battery power or break, or they may fail to deliver when network outages interfere with data transfers. Subjects may also neglect the data collection protocol (including forgetting to wear the sensor or wearing the sensors without following instructions), forget to recharge a worn device, or fail to upload data at the end of each session, for example, the Hexoskin garment requires manual data upload via Universal Serial Bus (USB). In more extreme cases, subjects may become frustrated with the study and elect to drop out, thereby reducing the total amount of available data.

The key to mitigating these various sources of data loss is being aware of where in the data stream pipeline the losses occur. The Data Acquisition and Flow Framework section of this paper enumerates the communication paths that help carry sensor data to their destination on a research server. Once researchers have decided on a sensor suite, and once they know which paths are required, small scripts or monitoring systems can be instrumented to test or infer status of each communication channel and report failures to the research team. For cases where data loss occurs at the source (ie, the participants), this section describes a mechanism for sending feedback to the participants to notify them of the data loss and encourage them to remedy it.

Data Signal Quality and Unintentional Variability

Related to data loss, the signal quality of sensor data is a concern that presents a substantial challenge for research in the wild. The term signal quality used here refers to the ability of each sensor to measure its signal(s) of interest. Poor data quality may occur when sensors are not properly worn or maintained, such as when a wristband photoplethysmography (PPG) sensor to measure heart rate is worn too loosely or when a microphone is obscured. Instances of improper or inconsistent sensor usage are inevitable in large studies in the wild, and they can lead to an unintentionally higher degree of variability in the data captured across all participants, which may consequently skew the resulting statistical analyses.

Early steps should be taken to ensure that participants receive proper training for using the adopted sensors before the study begins and that clear and accessible instructions are made available to serve as a reminder. Making plans to monitor the quality of sensor data streams so that appropriate actions can be taken to rectify problems is also highly beneficial, especially for long-term studies. Once a process is in place to determine the quality rating of recent data, different intervening actions may be appropriate, depending on the participant population, study environment, and the goals of the research project. Some example interventions for improving data quality include the following: retraining participants in sensor usage, adjusting sensor fit, improving the network infrastructure to reduce downtime, or simply sending reminders to participants (eg, smartphone push notifications) to remind them to wear their devices and upload the data. Quickly responding to rectify data quality drops can help preserve the value of the data and minimize data loss. If low-quality data persist despite these measures, automated signal enhancement methods may still be employed to algorithmically improve data quality. The Data Acquisition and Flow Framework section illustrates how data from the sensors can be aggregated on a research server.

Privacy and Security

Among the opportunities to generate scientific knowledge are significant challenges to the ethical conduct of research on human subjects [25]. Threats to privacy and data security constitute the greatest risk to participants of behavioral research in the wild. As sensing technologies become ubiquitous and data science advances, it is possible to use passively collected digital data to identify and predict a surprising range of human behaviors with increasing accuracy [26]. Participants are often unaware that when they consent to share data from their fitness tracker, they may be allowing researchers to infer information about their alcohol consumption, sexual activity, and mental health symptoms. The accidental or malicious release of this information could cause significant social, occupational, and...
psychological consequences to participants. The informed consent process must provide clear and transparent communication about what data are collected and how the data will be used by researchers, how data are either anonymized or kept confidential, and how data are securely transferred, stored, and destroyed. Researchers must stay up to date on evolving privacy and security concerns and best practices for mitigating risk.

Another significant challenge when conducting studies in the wild is respecting and protecting the privacy of nonparticipants coincidentally present in the research environment. For research scenarios in which raw audiovisual data are collected, extra steps must be taken to ensure that either no personally identifiable information (PII) is recorded about nonparticipants or that they are informed that they may be recorded, where appropriate and depending on municipal or state regulations and institutional review board (IRB) approval. A tactic for avoiding the collection of PII, even accidently, is to immediately transform the collected raw data streams, such as audio or video, into anonymized features—intonation, mel-frequency cepstral coefficients, gestures, and posture—and record these instead [27].

Another important step toward maintaining privacy is to ensure secure transmission of sensor data to the research server with as few transfers to intermediate nodes as possible. The Criteria Related to Protection of Human Subjects section in this paper discusses methods for securely transmitting information across a network, and the Data Acquisition and Flow Framework section can help researchers plan secure communication paths.

**Data Acquisition and Flow Framework**

State-of-the-art electronics and sensing technologies offer a wide variety of communication protocols for sending information among devices. Selection of the appropriate sensors for a research project depends on many factors, which are discussed in more detail in the Considerations and Criteria for Sensor Selection section. A crucial step toward evaluating each sensor is to understand the ways in which its data can be transmitted through different communication channels and how its data flow may be affected by the choice of other sensors and data hubs.

The proposed general sensing framework, deemed suitable for studies in the wild, depicts common transmission paths for data flowing from multiple sensor streams through disparate network paths and arriving on a secure server that is accessible only by the research team. The framework aggregates data in a single place, allowing for simpler implementations of automatic stream monitoring and participant feedback systems.

**Information Flow Layers**

Figure 2 depicts potential information pathways through different communication channels for passing data obtained from sensors (in the left column) to data servers (right column), where all the information passes through an intermediate data hub layer (middle column). These intermediate hubs are any devices that act as bridges to facilitate the aggregation and delivery of transient sensor data into long-term storage. Most of the available sensors in the market support a data flow matching some combination of paths in this figure. The primary aim in this framework is the aggregation of all sensor data onto a single research server where additional processing, monitoring, and feedback can be performed. The following subsections describe each of these layers (columns) in detail.
**Sensors**

Sensors for studies in the wild can broadly be grouped into 3 categories: environmental sensors, nonwearable (human) trackers, and wearable sensors.

**Environmental Sensors**

These devices passively capture information about their surroundings. Some examples of data captured by these types of sensors include the following: temperature/humidity/CO$_2$ levels, inertial measurements (eg, from accelerometers, gyroscopes, or magnetometers), and acoustics. These devices often perpetually broadcast information about their surroundings, using low-energy Bluetooth or radio-frequency identification (RFID) signals. Sampling rates below 1 Hz or event-based sampling techniques are typical, as environmental data usually change slowly (at least compared with physiological signals).

**Nonwearable Trackers**

These devices are placed in the environment, and they capture information about subjects and their behaviors indirectly or in a passive way. A few instances of these types of devices include the following: RFID scanners, Doppler effect and under-the-mattress sleep trackers, infrared gaze trackers, and video cameras. These sensors often operate on wall power and may include network capabilities for simplifying data transmission to long-term storage on the data servers. They also often include companion websites or smartphone apps for visualizing metrics extracted from the sensor data.

**Wearable Sensors**

These types of sensors encompass the set of custom-built or consumer products that are worn or carried on the subject’s body to collect physiologic or contextual data or features extracted from data, for example, heart rate from electrocardiogram data, for behavior and activity tracking. Devices such as smart watches/wristbands, smart undergarments (underwear, T-shirts, and bras that collect data), smart rings, voice activity detectors, and smart shoe soles are some examples. Many of these devices can be recharged for long-term use over multiple sessions, and they generally either communicate via Bluetooth with companion apps installed on users’ smartphones or via USB connections with personal computers. The companion apps tend to provide visualizations of the received data and upload functionality for long-term storage on third-party servers. Interestingly, when running certain tracking apps in the background, smartphones themselves can also serve as wearable sensors, collecting information about user movement and smartphone usage patterns.

**Data Hubs**

Data hubs are devices dedicated to collecting, aggregating, and transmitting sensor information to data servers. Transient data sources, such as many environmental sensors, have little memory, and they need to have their data collected continuously and retransmitted to a data server for long-term storage. Wi-Fi–enabled data hub devices with Bluetooth capabilities can serve as conduits for these types of data streams, whereas personal computers can act as data hubs for USB-only sensors. Battery-powered sensors collecting data at a high rate usually
Communicate via USB, as the bandwidth and transmission speed are higher, and as wireless data transmission drains more power. Battery-powered sensors can afford to send a smaller amount of data through Bluetooth, whereas smartphones can often serve as both data hubs and data visualizers.

**Data Servers**

The term *data servers* refers to the collection of machines in which all the sensor data are stored. A typical consumer off-the-shelf sensing device will provide some pipeline for getting data off the sensor and into a data store in the cloud, usually owned by the sensor product’s company. These companies often provide an application programming interface (API) for accessing the data, using automated tools that transmit the data securely to protect subject privacy. Eventually, all the sensor information needs to be aggregated in a single place, the research team’s own server, so that the team has permanent and easy access to it. The aggregation of all sensor data on this server continuously throughout the data collection process enables monitoring and feedback systems to help manage some of the challenges mentioned in the *Studies in the Wild: Challenges and Risk Mitigation Strategies* section.

**Considerations and Criteria for Sensor Selection**

Minimizing participant risk and burden while maximizing the amount and quality of data is of primary importance. The set of sensors used plays a major role in a study’s outcome, as data quality is inherently constrained by the sensors’ characteristics and the participants’ interactions with those sensors. Selecting the appropriate sensors to employ in a research study can be complicated, as the market provides many options, and each device has unique qualities and capabilities.

This section establishes a comprehensive list of the different criteria that should be considered before data collection begins. In practice, researchers must strike a balance between meeting their research objectives and ensuring a smooth participant experience to maximize attrition and minimize data loss. Both needs are constrained by the properties of the sensors that are available or can be produced. The criteria are partitioned according to whether each criterion is a characteristic of the sensor or whether it primarily concerns either the researchers or the participants. It is important for researchers to carefully review each one of these criteria, as they are highly connected, and each choice affects the outcome and experiences for both researchers and participants.

**Table 1. Considerations and criteria for sensor selection.**

<table>
<thead>
<tr>
<th>Research objectives and logistics</th>
<th>Sensor characteristics</th>
<th>Participant engagement</th>
<th>Human subject protection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signals of interest</td>
<td>Sensor customizability</td>
<td>Cohort and individual suitability</td>
<td>Access and usability</td>
</tr>
<tr>
<td>Data properties and quality</td>
<td>Cost</td>
<td>Burden to participants</td>
<td>Privacy</td>
</tr>
<tr>
<td>Data access logistics</td>
<td>Battery life</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sensor synergy</td>
<td>Operating system support</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Additional experiment setup costs</td>
<td>Robustness</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sensor acceptance among target population</td>
<td>Provider support</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>On-site infrastructure requirements</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*Empty cells are filled with a dash for visual clarity.*

**Criteria Related to Research Objectives and Logistics**

The criteria in this section pertain to the logistical implications of the selected sensors and ways in which the selection affects the final outcomes and goals of a research project.

**Signals of Interest**

These criteria relate to the signals and how they are measured.

**Target Signals**

Before data collection begins, researchers need to consider what type of signals they want to measure from the participants or the environment. Varying amounts of potentially relevant information can be obtained from signals collected from different sources, such as physiology, for example, heart rate, breathing rate, electrodermal activity (EDA), behavior (eg, time spent speaking, sleeping duration and stage progression, number of steps per time interval, social interactions, and surveys), and the environment (eg, temperature, humidity, and CO₂ levels). The utility and overall quality of the chosen signals depend on the sensors’ measurement mechanisms.

**Measurement Mechanism**

The physical mechanism through which a signal is acquired affects its quality and overall utility for future analysis. As an example, human location and kinematic data can either be reconstructed from a series of Global Positioning System (GPS) coordinates or inferred from an inertial measurement unit (IMU), such as an accelerometer and gyroscope. The GPS data tend to produce more accurate location measurements and less accurate
kinematic ones; the IMU location accuracy drifts over time but yields better kinematic figures, whereas GPS data can be used in the aid of calibrating step count from an IMU [28]. Another example is heart rate data, which can be obtained through PPG or ECG, each of which yields significantly different signal qualities and properties. The measurement mechanism may be constrained by a sensor’s form factor requirements (wristband vs garment), which may limit the quality of data that can be obtained.

Data Properties and Quality
These criteria are important for assessing the quality and potentially undesirable aspects of gathered data.

Sampling Rate
For most consumer sensing technologies, the sampling rate is fixed by hardware design and power constraints, and it cannot be altered. It is always possible to decrease the number of samples considered for analysis purposes by downsampling data originally collected at a higher rate. However, upsampling data collected at a lower rate introduces distortions into the signal [29], and that may impact its utility for later analysis. The sampling rate of any sensing device should be at least twice that of the desired underlying signal’s maximum frequency for the recording to provide reasonable fidelity (per the Nyquist-Shannon sampling theorem). The human voice, for example, can be characterized by pitch and formants (among many other features), which require sampling rates at least twice the maximum vocal frequency (typically greater than 8 kHz) for adequate analysis. However, tracking the position of a person inside of a building can be sampled around once per second, with meter-level accuracy based on average indoor walking speeds [30]. Researchers should be aware of the analytical power of the target signals and choose sensors capable of capturing data at a frequency where meaningful information can be extracted.

Signal-to-Noise Ratio
The data will only be useful if the signal-to-noise ratio (SNR) of the measurements is higher than a certain threshold. Noise in this case refers to any unwanted alterations to a signal during the measurement process, and it can appear for many reasons. If the noise is too high, it might not be possible to extract the relevant information from the measurements. For example, ECG-based heart pulse measurements may be subjected to noise when a participant moves or when the electrodes attached to the skin briefly detach during physical activity. Audio recordings of people socializing may also include unwanted background sounds. As unexpected sources of noise can occur in a research study, test runs with a small cohort should be conducted for sensors under consideration and then inspected to determine whether the SNR is adequate to extract meaningful information. Researchers may be able to improve a sensor’s SNR by understanding where noise is introduced into the measurements and taking steps to reduce it.

Accuracy and Precision
Accuracy refers to the bias of the measurements, and precision is a representation of the variance of the measurements over time. High-accuracy (low bias) and high-precision (low variance) sensors are the most desirable. Published scientific validation studies pertaining to the accuracy and precision of measurements are available for some commercial and research-grade sensors. In situations where no previous validation work exists for a device, researchers should consider performing their own validation tests, using state-of-the-art, gold-standard sensors as the basis for comparison. As an example, in a study examining the measurement accuracy and precision of wrist-worn PPG devices (eg, Fitbit) among a diverse group of participants performing various physical activities, heart rate measurements were accurate to within 5% of clinical-grade devices, and the measured number of step counts varied within 15% of the actual number [31].

Drift
Measurement drift is a natural phenomenon that can occur in any sensor, caused by unintentional modifications to the device or object being measured [32]. When all other factors are held constant, measurements of a signal may drift up or down because of, for example, temperature or humidity shifts, changes in electrode impedance, or physical movement of the body. In many cases, drift is caused by physiological or environmental factors that cannot be controlled in the wild, but there are many common techniques for removing drift effects, including high-pass filters [33], adaptive filters [34], and time-variant filters [35]. In other cases, drift can be caused by sensor wear or material corrosion; therefore, it is important for research teams to consider the impact that normal usage and time will have on the sensors, and it is important to consider how this may cause a drift in the measurements.

Data Access at Various Stages of Processing
In some applications, it is important to be able to access the raw (unprocessed and unfiltered) signals. This is most relevant for research involving the denoising of signals, artifact removal, feature extraction, or even the estimation of other data streams from correlated signals [36]. Many consumer sensor devices provide preprocessed signals with artifacts already removed and which have been transformed into higher-level features, such as step count, heart rate, sleep quality, or physical readiness. Some sensor product companies elect to keep their preprocessing techniques unpublished; therefore, it can be difficult for researchers to understand exactly what each feature represents. These ready-made features can be useful for analysis, but researchers should be cautious when using features with no published methodology unless the features have been previously validated in scientific experiments. In cases where a provided feature cannot be trusted or is proven unhelpful in analysis, having access to the raw data to extract more meaningful features may be beneficial.

Data Access Logistics
These criteria concern the ease with which data are stored and accessed by researchers.

Data Upload Procedure
How and when data are transferred from sensor devices through the network to a data server can have a profound impact on a research project. As far as data upload procedures are concerned, there are 2 types of sensors: the ones that require manual
interaction and the ones that automatically and transparently upload data once configured. Manual interaction is often required for devices that collect a large amount of data and need to transfer it in bulk (eg, a Hexoskin ECG sensor uploads to a personal computer via USB). Automatic uploading is typically available for sensors that can stream information transparently to a data hub or smartphone over either Wi-Fi or Bluetooth (eg, an Omnisignal ECG sensor uploads data wirelessly to a smartphone app). Both researchers and participants usually benefit from the automated paradigm, as there is less work involved for both parties, and data becomes available sooner, but the researchers need to consider its impact on smartphone battery drain and network bandwidth contention.

**Ease of Data Access**

Once the data have been successfully transferred from sensors to the data servers, data need to be stored on a research server that is easily accessible to the research team. Some sensors may be configured to upload information to the research server directly. For example, some companies supply a website where researchers can log in, visualize, and download participant data. Some companies track uploaded sensor data separately per user, in which case the research team would be responsible for creating and managing the participant accounts. Companies may provide tools to facilitate the download of data, such as Web-based (eg, REST) interfaces or APIs. The existence of well-documented guidebooks or a responsive technical support staff for these tools should be considered when selecting sensors.

**Sensor Synergy**

These criteria concern potential symbioses among sensors and signals.

**Redundancy of Signals**

There are situations in which measuring the same underlying signals using different measurement devices might be advantageous to a research effort. One such circumstance is when a sensor’s accuracy and precision are unknown, but it is otherwise an appropriate pick for research. For example, if this device is a PPG-based wrist-worn sensor for heart rate tracking, then collecting heart information in parallel (perhaps on a subset of the participants), using an ECG sensor that has been validated against a gold standard, can enable researchers to infer the measurement quality of the PPG sensor. In a different scenario, researchers may decide that a certain signal is so important to capture in its full fidelity that using a single sensor that may occasionally fail or experience higher noise levels is not adequate. Using multiple sensors to capture the same signal adds fault tolerance to the measurement of that target signal, and this may also help reduce systemic measurement errors (eg, by averaging).

**Sensor Versatility**

Using a sensor that can adequately serve multiple purposes may be preferable to using multiple sensors instead. There are many reasons why this may be beneficial, such as cost, reductions in participant and research staff burdens, and simplicity. For example, it is possible to program a smartphone to gather human-produced audio and record participant proximity to known locations within a building by exploiting its Bluetooth or Wi-Fi connectivity. This approach uses a single sensor to achieve both goals instead of using 2 separate devices to capture each signal.

**Additional Setup Costs**

These criteria describe the (perhaps hidden) extra time and financial costs associated with setting sensors up for experiments.

**Installation and Maintenance Costs**

Once purchased, sensors require installation and maintenance throughout a research study to ensure measurement consistency and minimize data loss. Some sensors, such as Bluetooth beacons, may come packaged with installation tools that interfere with maintenance objectives (eg, double-stick tape for wall mounting). Using alternative installation devices (eg, adhesive Velcro strips) in anticipation of device malfunctions or required battery replacements can help expedite repairing or replacing these devices when necessary. This may add a small additional per-unit cost to some of the chosen sensors, but this can save time and may help save money in other ways.

**Participant Training and Support**

Participants who will wear sensors throughout a study should be trained to use these devices according to study rules and objectives. Generally, support staffing may be required, as the complexity and number of sensors increases or the sensors’ robustness decreases.

**Service Costs**

Some companies, such as those producing sensors targeted for research rather than consumer use, may offer additional services for some cost. These services may include data aggregation and storage, data visualization, more convenient data access, or real-time monitoring and quality tracking for incoming data. Researchers should identify which services, if any, may be necessary.

**Sensor Acceptance Among Target Population**

Regardless of every desirable quality a sensor may possess for the research team and objectives, it cannot be beneficial if participants recruited from the target population will not accept or use it. There are many reasons why participants may reject any specific sensor, such as discomfort, obtrusiveness, complexity, or fashionability. These objections cannot be anticipated fully; thus, researchers should assess beforehand whether the target population would be generally willing to engage with the potential sensor set selected for use.

**On-site Infrastructure Requirements**

Studies conducted in the wild, which use sensors, depend on the study site infrastructure. As researchers converge on a set of desired sensors for a specific study, the infrastructural resources necessary at the study site(s), which can satisfy the sensor requirements, will emerge. In some cases, the existing infrastructure may not provide the resources required, but it can sometimes be augmented (eg, with additional wireless data hubs or power extension cables) to suit the needs of the research project. Supplementing the infrastructure may not be possible in other situations because of costs or prohibitive regulations, and researchers may have to settle for less desirable sensors.
with fewer requirements. Some other examples of the infrastructural considerations that should be accounted for include the following: the total network bandwidth usage for all participants, the availability of power and network outlets, and access to a secured network for sensitive or private data transfer.

Criteria Related to the Evaluation of Sensor Characteristics

The criteria in this section describe various ways to evaluate sensors compared with other potential sensor choices. Each choice poses a certain set of constraints on the study, which can affect the research team, the study objectives, and the participants; thus, this merits vigilant consideration.

Sensor Customizability

These criteria address the alterability of sensor functionality.

Hardware Design

Presently, most commercial sensors are not designed with extensibility or hardware-level customization in mind. Therefore, it is difficult to alter the sampling rate, storage capacity, or battery life to suit the needs of a research study. There exist customizable do-it-yourself (DIY) hardware platforms (eg, Arduinos or Raspberry Pis) that researchers may want to consider in cases where no existing ready-made option is sufficient.

Software Customization

Many sensors on the market, which stream data to a smartphone, have a companion phone app, typically providing data visualization, high-level data summaries, or some types of behavioral interventions (eg, stand up and stretch, or get extra sleep tonight). Some devices, such as smartwatches, contain their own displays for visualizing data and haptic feedback for alerts and interventions. These features can be useful to participants, but they may misalign or interfere with the goals of a research study; therefore, customized versions may be desired.

Certain sensors offer software development kits, enabling researchers to build their own software for collecting, visualizing, and storing sensor data. Other devices, such as the Apple Watch or Wear OS–enabled gear, support software extensions installed on the device, giving researchers more control over the visual and haptic feedback to suit the needs of a study.

Cost

The total monetary cost of a sensor device itself is an important factor for researchers to consider, and it may impact the total number of participants who can be recruited and supported throughout a study. Sensor prices can sometimes be negotiated with their providers, depending on the number of devices desired.

Battery Life

Sensor battery lives vary greatly and depend on the device types and their functionality. On the basis of the survey of devices available today, wearable sensor battery life spans range from several hours to nearly a week. Most devices are rechargeable in just a few hours, but researchers should offer suggestions to participants about when to recharge to maximize the analytical utility of the data. Some strategies for minimizing the impact of data loss caused by recharging are as follows: staggering the recharge periods for different participants (so at least some data are always present) and choosing recharge times that coincide with periods where the devices could not normally be worn anyway (eg, while sleeping or taking a shower). It is inevitable that participants will at times forget to recharge their sensors, and researchers should have a plan for handling these situations as well. Other devices, such as many tiny and portable environmental sensors, consume a small amount of power, and they can operate continuously for over a year. These devices are often not designed for recharging, and they may need to be replaced throughout the research study.

Operating System Support

Some wearable sensors designed to stream data to a smartphone companion app may only support phones running on a particular operating system (eg, iOS or Android), which can create difficulties for the research team. Researchers could elect to recruit only those participants with compatible smartphones, but this will introduce a selection bias that may impact the generalizability of the research findings or may reduce the number of potential participants. If researchers determine that a sensor with partial smartphone support is necessary, these negative effects could be mitigated by providing the interested participants using incompatible smartphones with a temporary and inexpensive compatible smartphone for use during the study.

Robustness

These criteria concern the ability of sensors to endure repeated use and proneness to failure.

Physical Design

Different sensors have distinct physical characteristics that make them more or less suitable for reliable operations over an extended period of time. Some properties worth evaluating are as follows: whether a device is sturdy and can handle mild physical wear, how easily a worn device may fall off, whether its buttons and other inputs function well after prolonged use, how well it stays in place without shifting, and how quickly it resumes operation after being reattached. Researchers should consider performing a pilot study to fully understand and evaluate the sensors beforehand.

Firmware

The reliability of a sensor's firmware is important, as any failure may lead to loss of data. A few probing questions worth answering are as follows: is the firmware code stable or does it crash? Can it handle a barrage of unexpected inputs and continue to function? If the device sleeps, does it resume data collection once awakened? Researchers should stress-test sensor firmware before committing to any device to ensure they understand the possible failure modes and recovery procedures.

Companion Software

Some sensors require a companion app running on a second device, such as a smartphone or computer, to facilitate data collection and long-term storage. This software needs to be
resilient to minimize data loss. Ideally, it functions consistently, showing no signs of glitches or crashing. Its ability to receive data from the sensor and either cache or upload data to a data server should be seamless and fault tolerant. Research teams should stress-test this software to understand when and how it fails, so that the support staff will be prepared to help participants. A few tests worth performing are as follows: disconnecting the sensor from the app or removing the network uplink during a data transfer to see if sensor data are lost and switching foreground apps or providing random inputs to see if the app crashes. Once the failure modes of the companion software are understood, steps can be taken to remedy them or at least to alert participants.

**Provider Support**

Some companies are interested in building a scientific reputation for their sensor products; therefore, they are concerned with supporting research studies. This support comes in a few forms, and the criteria below pertain to the beneficial impact this support can have during and on the outcome of data collection.

**Prestudy Support**

Before data collection, it is essential for researchers to fully understand the properties and unique characteristics of each sensor under consideration to make the most informed choices. Virtually all sensor providers offer documentation and a communication channel for answering specific technical questions. Some of these providers may offer additional services for research teams, including direct communication to key technical or support personnel and free samples for testing.

**Logistics**

Research teams should seek any available logistical aid, offered by the sensor product companies, that may help the study function more smoothly. Teams should ensure that sensors can be provided on time and that there is a backup plan for any sensors that need replacement. It is advisable to seek help from the product companies to train the research staff for proper fitting of the sensors, especially for those requiring specialized knowledge. Other kinds of logistical help may include preconfiguration of sensors (eg, to specific Wi-Fi networks), custom delivery options (packaging, rush shipping), tailored fittings, or an emergency contact. Moreover, some sensor providers offer ongoing assistance, ranging from providing quality metrics and statistical reports of the study participants to ensuring APIs support the types of data monitoring and quality metrics and statistical reports of the study participants.

**Criteria Related to Participant Engagement**

These criteria pertain to how sensors affect the participants’ perception of a research experiment and willingness to engage with a study throughout its duration.

**Cohort and Individual Suitability**

These criteria relate to the ability of sensors to meet the needs of members of a cohort.

**Sizing and Fit**

Garments and sensors that match each participant’s unique physical characteristics are best equipped to provide usable data. Devices that are too large or too small can cause discomfort, possibly leading to side effects, such as blistering or reductions in data quality.

**Technological Literacy**

Each sensor provides a unique interface for operating with its hardware and companion app software. Researchers should ensure interfaces are simple enough for all potential participants in the target population. In cases where the interface is unfamiliar, researchers will need to provide instructions, describing not only how to operate and interact with the devices but also how to check that they are in a proper state and performing the desired function at any time.

**Fashionability**

The selected suit of sensors should comply with dress codes of the environment in which they will be worn. Moreover, the design and appeal to wear sensors should be considered by the research team to ensure that all participants are comfortable wearing the sensors from an esthetic perspective.

**Burden to Participants**

These criteria address the physical and mental burdens sensors impose on research participants.

**Physical Interference**

Obtrusive sensors may physically interfere with normal activities, causing frustration or eventually leading participants to avoid wearing these sensors or drop out of the study. For example, undergarment or chest strap sensors may become uncomfortable after a few hours or produce skin rashes, preventing participants from using them further. Another example is desk-mounted, infrared eye-tracking devices that require participants to keep their heads in view, which may incidentally encourage poor posture. Other job-specific scenarios should be considered, such as the use of smart rings in hospital settings, where they can interfere with minimal hygiene requirements. Sensors that can adequately collect the intended signals without interfering or causing discomfort will improve the participants’ acceptance of the devices, potentially minimizing attrition.

**Time Investment**

Studies conducted in the wild, which ask participants to wear or interact with sensors over an extended period, inherently push more responsibility onto the participants to manage and operate the sensors. Daily upkeep, such as cleaning and charging the devices and verifying that they are functioning as intended, requires a time investment that burdens participants and can cause frustration if the demands are too high. Choosing sensors with low upkeep and training costs will reduce this burden and can improve compliance and overall data quality [37].

**Cognitive Load**

An implicit stipulation in any study is that the participants understand they are responsible for adhering to the study protocol. This requires that participants remain mindful of the study throughout its duration. Researchers should aim to choose sensors and an overall study design that requires a small or occasional investment of the participants’ time and mental energy. For example, helping participants with reminders to
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charge their sensors every night, and supporting them with a charging hub may increase sensor usage.

Criteria Related to Protection of Human Subjects

Research investigating human behavior, using sensing technology, is subject to review by IRBs, which evaluate the risks and benefits to human participants and ensure that the study adheres to ethical principles detailed in the Belmont Report [38]. Researchers must consider how the passive collection of behavioral data will respect participants’ autonomy and privacy, how it will maximize the benefits of the research while minimizing risks to participants, and how it will ensure that benefits and risks are equitably distributed. Some of the most relevant themes are reviewed here, but it is important to be aware of ethical guidelines that apply to specific populations or data types. Connected and Open Research Ethics CORE provides a checklist to guide researchers in deciding which technologies are appropriate for a study, with respect to protecting human subjects [39].

Access and Usability

Researchers are responsible for ensuring that potential benefits of a study are likely to apply to all members of the population under investigation. This means that sensor selection must not inadvertently exclude members of the study population from participation or result in poorer data quality because of individual differences. For example, wearable sensors may be affected by factors related to body shape and size, skin tone, body hair, or tattoos. It would violate the ethical principle of justice to exclude individuals as study participants on the basis of these factors, solely as the sensors selected did not perform well on them. Researchers should aim to select sensors that have demonstrated validity across diverse participants (eg, a heart rate monitor that relies on ECG instead of optical technologies), can be adapted to individual differences (eg, a respiration monitor that can be worn on a bra or belt), and employ inclusive design features (eg, accessibility settings to accommodate those with visual impairments) to ensure equitable representation and data quality.

Privacy

Privacy refers to the persons’ right to control what information about them is shared, with whom it is shared, and how these data are used. The most common privacy protection is to separate information that could identify the participant from the data collected about the participant, but some passively collected behavioral data are inherently identifiable and sensitive. For example, GPS features can predict depression symptom severity [40], and 95% of individuals can be identified with as few as 4 GPS data points [41]. Participants electing to engage in a study that requires the collection of sensitive and personal data need assurances that researchers will take steps to mitigate the risk that their behaviors can be linked to their identities.

Given the array of data types available through passive sensing technologies and the low cost of collecting data unobtrusively, it is tempting to collect as much data as possible. However, researchers are ethically obligated to only collect data that are pertinent to specific research questions. When possible, researchers should disable sensors that are irrelevant and securely dispose of data that are not specifically related to study aims. In addition, participants should be able to select which data they are willing to share, with whom, for what duration, and for what purpose. Ideally, sensors should allow participants to deny or revoke access to particular data types. If these user controls are not permitted by third-party providers, researchers should consider providing additional data management tools that help participants exercise their right to privacy.

Many sensors on the market today require participants to register their own accounts, using their own personal information, which creates a link between potentially sensitive data and each identifiable participant. Studies needing to access these data while guaranteeing participant privacy have a few options. Researchers could register dummy accounts, allowing the participants to remain anonymous, or they may alternatively acquire data directly from each participant’s personal profile (eg, by using an API) and then immediately remove PII. In the latter case, researchers should also check that both the network channels from the sensors to data servers and the network channel for researchers to access the data are encrypted and secured to avoid any privacy breaches.

Data Security

Proper protection of the PII sensor data gathered from participants requires all communication channels for the data streams to be secured (refer to Figure 2), and it requires protected long-term data storage with limited accessibility. Information sent over a Bluetooth link is naturally secure, as only paired Bluetooth devices can communicate. Similarly, USB transfers are secured between the 2 devices at either end of the USB cable. Data sent over Ethernet or Wi-Fi require an extra encryption layer (eg, https, secure file transfer protocol) to ensure the information cannot be intercepted. RFID and near-field communications are generally not considered safe, but sensors are typically using these channels to infer information (eg, about the movement of people indoors) rather than transferring PII directly. Stored data are typically secured by limiting physical access to the storage device itself, but encryption of the data is also possible. Access to the sensitive stored data should be limited to select members of the research team, and it is usually controlled through credential-based authentication (eg, usernames and passwords). Unfortunately, today, there are many other ways for hackers to obtain PII data (eg, malware, spyware, and cyberattacks), and research teams and participants may wish for every precaution to be implemented. Readers are referred to the study by Filkins et al [42] for more information about protecting private data in a mobile sensing landscape.

Current Sensing Technology

Much research has remarked on the variety of options and capabilities of sensors for research purposes [43-47], including several tests [48-50] and validation experiments [31,51-54]. These studies overlook the qualities of each sensor, which make them more or less suitable for different research applications.

This section provides a snapshot of some of the more recent and prominent unobtrusive sensing technologies worth considering for human behavior studies in noncontrolled...
environments. Figure 3 provides a visual overview of this landscape. The following subsections give basic descriptions of these sensors, along with comments about the research trade-offs among different technologies. Compiled in mid-2018 while preparing a research effort examining the relationship between human behavior patterns at home and work, as well as mental states and job performance, the snapshot provided here covers a wide range of sensors that can capture many different signals. The current pace of innovation in the sensing market is too rapid to summarize in its entirety. Therefore, although this list is not exhaustive, it provides an approximate overview of the currently available products. The authors hope these suggestions will be beneficial to researchers formulating large-scale studies.

To make this compilation easier to understand, the sensing technologies are categorized with respect to the type of information they capture. At the highest level, the sensors are grouped into 3 categories: environmental sensors, nonwearable trackers, and wearable sensors, which are also reflected in Figure 3. Environmental sensors encompass the devices that capture information about the surrounding environment, which are not intended to directly measure information about people. Nonwearable trackers describe devices that are placed in an environment and capture information about people and their behaviors. Wearable sensors are the portable devices worn or carried by people, which capture physiological or behavioral data.

Environmental Sensors
As the Internet of Things movement continues to push more technology into portable devices, environmental sensors that capture multiple kinds of data from their ambient surroundings have become common. Many of the devices in this category are small, battery powered, and can easily be stuck onto walls or placed out of the way. Although their primary purpose is to collect and report environmental data, these sensors can also be used to capture other kinds of information. For example, protocols have been developed for proximity awareness and location-based services, including iBeacon, Eddystone, and Quuppa.

This section focuses on the environmental sensing capabilities of these multipurpose sensors, particularly on measurements of light, sound, and atmosphere. Figure 3 shows a breakdown of these properties and lists several products available on the market, which can be used for measuring each type of data. Environmental sensors are typically designed to remain turned on and collect information from their surroundings at a fixed rate. This information is usually made available to surrounding data hubs or smartphone devices so it can be stored or monitored by people (see Figure 2).

Atmosphere and Light
Many of the environmental sensors listed in Figure 3 use microelectromechanical systems devices to measure various properties of the environment. This technology has enabled sensors to be miniaturized and deployed with year-long battery lives, but this comes with a small cost in measurement accuracy. The underlying chips used to assess light levels [55], air pressure [56], and air quality [57] have very low measurement errors; therefore, any inaccuracy will likely be imperceptible at a human scale. The chips often used to measure temperature and humidity have standard errors that may be more significant: approximately 0.5°C and 3% relative humidity, respectively [58]. Near the boundaries of acceptable temperature ranges for controlled indoor environments [59], an error of 1°C may represent the difference between someone feeling comfortable or not. Having this kind of measurement error means researchers would not be able to distinguish between these 2 states. Deploying duplicate sensors in the same environment provides some redundancy in measurement, which allows these errors to be averaged out and may offer more discriminatory power during analysis.

Sound
Portable sensor products for measuring or classifying ambient sounds are not widely available on the market. The Microsoft Kinect camera is a device capable of capturing audio (and video), but it requires a connected computer, operates on wall power, and is not easily portable. Researchers interested in capturing audio with portable devices in an unobtrusive manner have a few options. The Electronically Activated Recorder [60] periodically samples ambient audio from a smartphone in short bursts throughout the day. Several DIY platforms are also purchasable, such as the Raspberry Pi and Arduino, which can be customized to record microphone audio and transmit acoustic information via Wi-Fi or Bluetooth. Audio signal quality is highly dependent on the setup of the microphone [61] and the types of sounds that researchers want to capture or filter out. The DIY platforms typically offer small omnidirectional microphones with midrange quality, but higher-grade microphones can be integrated. If human-produced audio is of primary interest, researchers may consider a similar solution, such as TILES Audio Recorder (TAR) [27], which is described further in the Wearable Sensors section.
Figure 3. A snapshot of current consumer and research sensing technologies for human behavior studies in natural environments. This is not an exhaustive diagram of sensors on the market, but it provides an overview of the kinds of data can be captured using readily available technology. PPG: photoplethysmography; ECG: electrocardiography; EDA: electrodermal activity.

Nonwearable Trackers

Nonwearable trackers live in the environment and monitor and capture information about human behavior. These sensors can be categorized according to the types of signals they are primarily designed to capture: activity, kinematics, locality, or physiology. Some of these devices are self-contained and offer both a data collection mechanism and a means to transmit the information to a data server without a data hub. As these types of devices are not constrained by portability, they can sample data at a higher rate and may also offer more functionality. This section concentrates on nonwearable trackers designed for use at home or in an office.

Activity

Mentioned below are some of the activities that consumer nonwearable devices can track.

Sleep

Sleep monitoring sensors are installed in the bedroom, and these can capture information about the ambient environment and personal physiological information of someone while resting. These sensors may be installed under the mattress, on a nearby nightstand, or on a wall near the bed. They can collect rich information about sleep patterns, tossing and turning, sleep cycles and duration, snoring, temperature, humidity, breathing,
and heart rate, and they can ultimately provide details that can be used to assess the quality of sleep.

**Sport Activities**

Many unique kinds of nonwearable sensors used to track sport activities are available, including radars, cameras, tablet apps, and sensors built into sport equipment itself. Some sensors come integrated into sports gear, such as bikes, balls, helmets, and even tennis rackets, each of which blurs the line between wearables and nonwearable trackers. These devices record data, such as posture, gesture type, gesture accuracy (eg, golf swing), and practice duration, and these devices offer approximations for exercise intensity and calories burned.

**Kinematics**

Mentioned below are some kinematic features of human movement that can be captured by consumer sensors.

**Motion**

Human body movement dynamics have been linked to affect and cognition [62]. Camera-based computer vision systems allow noninvasive, scalable, and inexpensive motion tracking. A critical issue with camera-based tracking systems is the big brother effect (see The Big Brother Effect section). To mitigate participant concerns, researchers may extract relevant kinematic features from the videos in real time and store only relevant features, instead of the video recordings themselves. If physical space is available and the budget permits, using multiple cameras can improve tracking accuracy. Among the available off-the-shelf devices, the Microsoft Kinect [63], particularly with its depth camera technology, is a common choice for real-time full-body motion capture and gesture recognition. Motion tracking of multiple people in a fixed space is possible using cameras, with solutions such as CrowdVision.

**Gesture**

The camera-based systems described in the Motion section can also be used to track gestures, especially the Microsoft Kinect [63]. There are freely available tools, such as the Gesture Recognition Toolkit [64], that enable gesture recognition from any video source. Gesture recognition for multiple bodies in real time from single-camera sources is an active area of research, and there are no consumer products available.

**Locality**

Descriptions of sensors that capture rough estimations of position (proximity) and more precise location measurements are provided below.

**Proximity**

Modern personal smartphones support Bluetooth and can be programmed to broadcast Bluetooth packets at fixed rates for proximity sensing [65]. Proximity is measured using Bluetooth hubs that receive these broadcasts and use the received signal strength indicator values to determine a smartphone’s approximate distance from each hub. This information can be used, for example, to monitor the amount of time participants spend in front of their workstations or in break rooms.

**Location**

Participant location data are a valuable information channel for human behavior monitoring, offering a means to track the movement patterns of individuals. Like proximity sampling and kinematics tracking, camera-based systems have been widely used for localization in indoor settings [66]. These camera-based solutions require the positions and orientation of each camera to be known. Usually, the cameras are placed out of the way and remain stationary, but they may require maintenance if perturbed. RFID systems are also available on the market, and they use distributed hubs to localize individuals wearing RFID badges. Usually, the location of individuals can be inferred more accurately when more cameras or hubs are added to the environment. It is recommended that research teams test localization systems in the target environment before committing to a solution.

**Physiology**

As shown in Figure 3, nonwearable sensors can measure a wide variety of physiological signals, including weight, body temperature, chemical indicators, and cardiovascular information.

**Weight and Body Mass Index**

Some smart scales can measure weight (mass) and assess a subject’s body mass index (BMI) by using bioelectrical impedance through the bare feet [67]. Devices, such as the Withings Body+, capture both of these measurements [68], and they can also assess a person’s total body water (TBW) [69]. Weight and BMI values are linked to obesity risk and heart disease [70], and TBW is linked to subjects’ hydration levels [71]. These signals may be of interest to certain research studies, and presently, these signals are difficult to measure using wearable sensors.

**Body Temperature**

Body temperature is a known proxy measure for health and arousal [72]. Infrared thermography devices [73] measure skin surface temperature without direct body contact. These types of sensors are fast and easy to operate, but the accuracy and precision may be worse for some individuals [74]. Researchers desiring to use these types of no-contact body thermal sensors are encouraged to average several measurements to improve data quality.

**Chemical Indicators**

Nonwearable smart sensors are available, and they can sample blood, urine, or saliva to measure blood glucose level, blood oxygen level, and pH level. Measurements from these body fluids provide rich information about health and well-being, and they are considered the gold-standard source for some signals. These devices may require additional consumables for measurement (eg, electrochemical strips).

**Cardiovascular**

A variety of available nonwearable sensors provide cardiovascular information, such as blood pressure and heart rate. For example, pulse oximeters collect heart rate and blood oxygen saturation from pulse waves measured via PPG at the...
fingertips. Pulse oximeters are widely used, given their ease of use and low cost. Smart blood pressure sensors are also available, such as the Withings or Omron 10 Series blood pressure monitors. Although these sensors must be attached to the body to capture cardiovascular data, they are not intended to be worn for any length of time. Recently, noncontact, video-based methods of inferring heart rate have been proposed and shown to obtain accurate and reliable measurements as well [75].

### Wearable Sensors

Wearable sensors are separated into 2 primary groups, 1 for devices that directly capture physiological measurements and 1 for devices that infer behavioral or activity states. A third group encompasses sensors that infer information about the positioning of individuals.

#### Physiology

This subsection describes the (relatively unobtrusive) commercial sensors that can capture some of the wide variety of human physiological signals.

### Electrodermal Activity

EDA, also known as galvanic skin response, can be used to track states of emotional arousal through the skin conductance level and responses. Sensors placed around the fingertips are among the most accurate, but they are more intrusive and likely to interfere with the participants’ daily activities. Wristband sensors, such as the Empatica E4, measure EDA, but they can capture a large amount of noise in the signal when wearers move or flex their arm muscles. In practice, it can be difficult to capture this signal reliably and unobtrusively in the wild, without substantial noise. Denoising these signals to obtain more meaningful measurements is an active area of research [76].

### Speech

Different wearable devices have been proposed by researchers for understanding emotions and other aspects of speech in social situations, such as the Sociometer [77], the EAR [60] and subsequent iEAR app, and the TAR [27] app. Privacy is a major concern when audio recordings are collected in public settings; thus, some apps, such as TAR, are designed to only collect and record anonymized acoustic features from human-produced audio. Commercial wristband devices for capturing raw audio in the wild are available, such as the Kapture audio wristband or the Weefun voice recorder, but these are designed to capture audio on demand and at the request of the wearer. The EAR and iEAR apps autonomously and periodically record ambient audio, but they may pose a privacy concern, especially for nonparticipants.

### Vision

Eye trackers allow researchers to study human gaze patterns and points of interest that attract visual attention. Wearable consumer products for tracking gaze typically look like glasses and use cameras to track eye movement relative to each participant’s forward head direction. Some of these products require calibration, where users are asked to look at a fiducial marker to realign the calculated gaze direction. Researchers should be aware that participants may need to calibrate periodically to maximize gaze tracking accuracy.

### Cardio

Heart rate and heart rate variability measurements have been linked to activity levels, emotional arousal, stress, restfulness, and general fitness [78]. Wearable sensors are well suited to track the heart’s behavior. It is currently possible to obtain unfiltered 200 Hz electrocardiograms throughout the day with chest straps, smart shirts, and undergarments. Wristband sensors offer PPG technology that collects volumetric measurements of blood flow. PPG-based wristbands provide heart rate and, sometimes, blood volume pulse metrics, but researchers often cannot access the unfiltered PPG data, as these are processed and transformed by the hardware in the device (usually to save power). Presently, heart rate information, as provided by PPG sensors, may not be accurate (see Data Properties and Quality), as evidenced by the study by Benedetto et al [48]; therefore, researchers should exercise caution when using this technology.

### Respiration

Many chest strap [79] devices that capture ECG data are also capable of measuring respiratory information. These devices use stretch sensors in the strap wrapped around the chest to capture inhalation and exhalation and produce breathing frequency and volume per breath measurement. There are also other accelerometry-based devices that attach to the waist and extract the same measures by ignoring all motions, except those caused by breathing. Respiration sensors offer insight into physical activity intensity, recovery, and calmness when participants are at rest [80].

### Temperature

Skin temperature provides information about participants’ comfort levels, exercise efficiency, and physical well-being (eg, because of a fever). Some wearable garments that already measure ECG and respiration rate (eg, QardioCore) can capture skin temperature conveniently. Some wristband sensors can measure skin temperature as well (see Figure 3).

### Brain Activity

Devices measuring brain activity using electroencephalography (EEG) have become more abundant in recent years. Numerous portable and wearable EEG headsets exist, with varying numbers of electrodes for capturing voltage levels at the scalp, and each one offers different sampling rates and monitors activity in different regions of the brain (Brodmann areas). Many of these portable headsets transmit data via Bluetooth, enabling smartphone apps to receive, process, and upload the data. Some devices require the data to be received and processed by a companion app running on a personal computer. Although the underlying technology is very similar for most devices and a standard exists for electrode placement (the 10-20 system), the captured signals may vary from device to device because of several factors: dry versus wet electrodes, sampling rates, number of channels, and degree of sensitivity to ambient (noisy) electromagnetic radiation.
Light Exposure

Sunlight exposure has been linked to sleep behavior and overall mental health. Special-purpose ultraviolet and visible light devices with smartphone integration, such as the Sun-Sprite light tracker, are available and can help researchers monitor participants’ exposure to sunlight during the day. Many of the wearable wristbands that capture heart rate and other physiologic information can also track ambient light levels (see Figure 3).

Activity Tracking

Unique sensors have been developed to track various physical and contextual human activities, which are outlined here.

Socializing

Some wearable technologies can capture information about person-to-person social interactions. Active RFID or Bluetooth devices, such as the Humanyze badge, detect when 2 or more people are standing next to and facing each other. These devices and other wearable voice detectors (previously mentioned in the Physiology section) can also help determine when vocal exchanges occur between people nearby. Together, these types of sensors can aid researchers in assessing when group socialization occurs, how long it lasts, and who is involved. In practice, it is often difficult to determine who is speaking, and when anonymized audio features are collected instead of raw audio [81]; deciding whether a vocal utterance is intended as part of a conversation is an open research question. Nevertheless, even noisy inference of group social activity may be beneficial for a research endeavor.

Gestures

Human gestures contain valuable information in social contexts and provide insight into kinesiologic activity while at work or at home. Wearable sensors for gesture tracking commonly use IMUs to record motion of the arms and legs, and they may use electromyographic muscle sensors to detect certain kinds of hand gestures. The data can be streamed in real time via Bluetooth to smartphones or data hubs.

Motion

Many research efforts have previously observed a strong correlation between physical activity and both physical and mental health. With the explosion of fitness trackers in the last few years, it is now possible to track body movement and exercise patterns with relatively inexpensive wearable devices. These devices come in a variety of form factors with very different qualities and captured signal characteristics. One of the most common forms is the wristband, with other options including chest straps, shirts, and undergarments. Many of these devices contain embedded accelerometers and gyroscopes to record translations and rotations of the body over time. In addition, some devices may directly provide time series IMU data, whereas others may digest this to produce higher-level motion features, such as step count or distance traveled.

Posture

Some smart shirts and chest straps (mentioned in the previous section) can also be used to track the posture of participants. These devices contain IMU data that can be processed to obtain information about whether the wearer is sitting or standing, what his or her angle is with respect to the ground, and about sleeping posture (eg, resting on one’s back, front, or side). Other sensors for gesture tracking attach to the arms and legs and can help provide a more holistic view of the entire body’s posture over time.

Cadence

Cadence measures capture the consistency of repetition of motion over time and offer information about physical fitness, activity intensity, and physical exertion. Some devices provide cadence measures directly (usually for physical activity), but cadence can also be inferred and analyzed from other available motion modalities, such as IMU data.

Sleep

The Nonwearable Trackers section mentions nonwearable devices for tracking sleep, but many unobtrusive wearable devices can do so as well. Some wristbands and smart garments that track heart rate and motion can detect when a person is sleeping, and they can infer information about sleep stages and sleep quality from these data streams. Accurate sleep stage tracking from these types of data streams is a continuing area of research, and although many devices offer sleep metrics, they have not been validated thoroughly by the scientific community. These reported values may still be useful, but researchers should be cautious when using these sleep metrics.

Step Count

Step count can be inferred from wearables using IMUs that track motion and posture; therefore, it can be measured using wristband and garment devices. Bluetooth-enabled pedometers worn at the waist or tied to shoes are other options. Newer iPhones can also easily measure step count, which is calibrated using GPS information. The number of steps counted for any given activity will vary among devices and across participants because of differences in motion and how the motion is interpreted by the sensors. Particularly, wristband sensors may misinterpret activities involving repetitive arm motion (eg, washing dishes) as steps and introduce measurement error.

Personal Device Use

Apps for tracking smartphone usage have been developed to help people monitor and manage their own time, and they can also be used for research purposes. These apps primarily track how frequently users pick up their smartphones and how long they spend using different apps each day. Some of these tools can also track social media and internet use.

Locality

Some wearable sensors are able to provide coarse approximations of location (proximity) and finer location estimates (localization), which are described below.

Proximity

Proximity-based locality measurements yield rough estimations of location by proximity to other a priori known locations, usually measures through time-of-flight or received signal strength. The systems available for tracking proximity use a deployment of Bluetooth, Wi-Fi, or RFID hubs, with known
locations, to track the presence of wearable devices. Wearable badges and cards can be purchased for each participant, which are detectable by these hubs, but it is also possible in some cases to track devices that participants might already have on their person, such as smartphones. These proximity tracking systems are useful for detecting potential social interactions among nearby people or detecting when people are present in a known area.

**Localization**

Localization is the process of measuring or inferring a precise approximation of a person or object’s location. Most smartphones today provide GPS-based location services, which provide accurate location measurements that are useful for tracking human movement at city scales. Other systems, such as dense Bluetooth or RFID hub network, can be used in conjunction with Bluetooth beacons or RFID cards carried by participants, and they provide precise estimations of their position in indoor environments. Location data are highly sensitive, and extra steps may need to be taken to securely collect, deidentify, and transmit this type of information.

**Results**

**Overview**

In early 2018, a research team (including the authors) began preparations for an in situ study at the University of Southern California’s Keck Hospital, per the MOSAIC program [82], using sensors to track nurse and hospital staff behavior in the workplace and at home. The project aimed to understand how physiological dynamics and behavior both at work and at home are associated with personality, well-being, and work performance.

This section shares results from the application of the methods previously described. The team’s experiences and rationale for selecting sensors to help achieve the research objectives are discussed, as well as how compliance was monitored and encouraged during the study. Metrics for attrition and compliance rates are provided. For a more detailed overview of the data collection itself, including IRB information, readers are referred to the retrospective study by Hasan et al [83]. A full description of the dataset and collection methodology will appear in a future publication; this section focuses on aspects related to sensing and data flow.

**Study Goals and Constraints**

The primary goal of MOSAIC was to use information gathered through commercially available sensors to study the predictive power of these types of sensors for assessing personality traits, as well as work-related behaviors and mental states throughout time. Owing to the complex trade space encompassing consumer sensors, creating a data collection protocol that met the project goals and was satisfactory to the participants and hospital environment required many iterations and challenging decisions. These deliberations and the data collection protocol that resulted led to a study, including over 200 hospital staff participants over a 10-week period and with an attrition (dropout) rate of 4% (primarily because of vacation conflicts).

**Signals and Sensors**

The signals of interest and sensor selection rationale are described below. The sensors employed in this case study, on the basis of the various study constraints, are also described.

**Signals of Interest**

Previous literature, related studies, and experience all revealed many physiologic signals of interest for capturing data likely related to work behaviors and mental states. Some of these signals, such as EDA and brain waves, were not possible to capture accurately in the wild over extended periods using consumer sensors. The research team initially reduced the list of potential signals of interest down to the ones that could be captured with unobtrusive sensors, based upon a survey of existing technologies (see Figure 3). Table 2 shows these signals and a short explanation of the expected utility for each in meeting the research objectives.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Reason for interest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiac</td>
<td>Connection to exercise, fitness level, and stress levels [84,85]</td>
</tr>
<tr>
<td>Physical activity</td>
<td>Linked with stress [86]</td>
</tr>
<tr>
<td>Sleep</td>
<td>Health (physical and emotional) [87,88]</td>
</tr>
<tr>
<td>Speech</td>
<td>Contains information about emotional expressions [89] and information related to social interaction</td>
</tr>
<tr>
<td>Breath</td>
<td>Calmness, stress, anxiety, and speech activity detection [80,90]</td>
</tr>
<tr>
<td>Environment and distractions</td>
<td>Connection with workplace performance, anxiety, and stress [91]</td>
</tr>
<tr>
<td>Locality</td>
<td>Captures workplace behavior and job role dynamics [92] and context for the job types of interest</td>
</tr>
</tbody>
</table>

**Sensor Selection Rationale**

As the study continuously required the collection of data over several months, one of the top priorities was to minimize the burden on participants to achieve a high compliance rate and capture representations of behavior in the wild. As previously described in the Burden to Participants section, the study took a holistic approach to assessing the participants’ responsibilities and duties, including their time invested in compliance, physical disruption, cognitive load, and interference with their daily activities. While keeping these burdens in mind, each paragraph below describes how sensors were chosen to capture each signal of interest.
Cardiac and Physical Activity
Several form-fitting garments with ECG sensors were tested, and many provided the data quality desired (see Figure 3 for the list). Chest strap sensors were found to be uncomfortable for daylong use (as they are designed for exercise sessions), but the existence of different form factors of ECG garments (eg, shirts, bras) made it possible to gather high-quality data across genders. Some of these garments continuously collected high-quality data throughout the day, but they required that the physical box recording the data and hidden inside was hooked up to a computer via USB on a daily basis for data transfer. This step seemed cumbersome for participants; therefore, another similar garment that could stream the data to the subjects’ personal smartphones was selected. The caveat with this second device was its companion app, which required a manual start and stop of the data recording process. The research team elected to have subjects wear these garments only during work hours to avoid potential discomfort associated with wearing them all day. Participants were also assisted in setting location-based reminders on their personal phones to start and stop the recordings. Heart-related information and other physical activities outside of work were also tracked by asking participants to continuously wear a wristband.

Sleep
Many unobtrusive sensors were capable of capturing information about sleep duration and sleep stages. Some sensors required a one-time installation on or near the bed, and then they would automatically detect and monitor participants when the participants were sleeping. Nurse focus groups had privacy concerns; therefore, wearable sensors were deemed more appropriate. To minimize cost and the burden of wearing multiple sensors, a wristband sensor was chosen, which was capable of capturing sleep and the cardiac and physical activity signals mentioned previously. Participants were asked to wear the band every day, including during sleep.

Speech
At the time of the study, no portable consumer devices were available for automatically sampling only human-produced audio. The research team programmed a smartphone app to automatically start, run in the background, and collect audio samples of ambient human utterances [27]. To address Health Insurance Portability and Accountability Act concerns about hospital patient and nonparticipant privacy, relevant information about the emotional content of the voice signal was computed by the device, and the raw audio signal was immediately discarded. Moreover, participants could disable the recording process for intervals of half an hour, by pressing a button in the app, after which the recording was resumed. Collecting low-noise audio required the smartphone’s microphone to be placed near the mouth, and the research team wished to avoid using external microphones to avoid further participant burdens. Research staff met with representatives from the potential participant pool to discuss unobtrusive solutions and discovered that hospital personnel were already accustomed to wearing hospital badges on their lapels. Credit card–sized smartphones were acquired to run the custom software, and then these were attached to the participants’ shirts, with a clip to get the microphone closer to the mouth [27], as shown in Figure 4. Although this solution may have been unacceptable for some subject populations, it was appropriate for the hospital workers in this study.

Breath
Commercially available portable breath sensors measured the expansions and contractions of the chest. Some of these sensors were stand-alone devices attached to the waist or chest, and some were integrated into other multipurpose sensing garments. Once the research team decided on a comfortable device for capturing ECG, they found that breathing rate information was already available; therefore, the same device was used.

Environment and Distractions
Environmental sensors for capturing temperature, humidity, and door motion were used. Statistics about social media and general phone usage were acquired with the participants’ permission and with the help of smartphone apps running in the background on their personal phones, requiring little power and no interaction after the initial setup.

Locality
Precise localization of subjects inside the hospital was deemed prohibitively expensive and would have required several months of installation time; therefore, approximate measurements of location by proximity to known locations were used instead. As described previously in the Wearable Sensors section, using a dense hub network and wearable consumer sensors, there were 2 general ways to achieve this: tracking participants’ smartphones or tracking other worn wireless communication devices. The latter option was chosen using the audio recording phones for tracking to avoid any power draw from participants’ personal phones.

Figure 4. Setup of the TILES audio recorder [27].
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<table>
<thead>
<tr>
<th>Sensor</th>
<th>Measurements</th>
<th>Intended usage period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitbit Charge 2</td>
<td>Photoplethysmography-based heart rate, step count, and sleep</td>
<td>24 hours per day</td>
</tr>
<tr>
<td>OMSignal garments</td>
<td>Electrocardiography-based heartbeat, breath, motion</td>
<td>At work (12-hour shifts)</td>
</tr>
<tr>
<td>Unihertz Jelly Pro</td>
<td>Audio features, Bluetooth-based localization</td>
<td>At work (12-hour shifts)</td>
</tr>
<tr>
<td>reelyActive’s Owl-in-One</td>
<td>Bluetooth-based localization, data hub for environmental sensors</td>
<td>Installed at the University of Southern California’s Keck Hospital, 24 hours per day</td>
</tr>
<tr>
<td>Minew E6, E8, S1</td>
<td>Light, motion, temperature, and humidity</td>
<td>Installed at the University of Southern California’s Keck Hospital, 24 hours per day</td>
</tr>
</tbody>
</table>

Data Flow

Figure 2 depicts a general flow of information for measurements obtained through sensors. In the study, all 3 kinds of sensors (in the left column) were used: environmental sensors, nonwearable, and wearable. All of the sampled data flowed through 2 different intermediate types of data hubs: Bluetooth data hubs connected to Wi-Fi and personal smartphones. Personal computers were not used to retrieve any data in an effort to reduce the time spent by participants uploading data to different servers.

Wireless passive sensors capturing information about light levels, temperature, and humidity were used, which transmitted information over Bluetooth. In addition, the participants wore Jelly Pro phones that were programmed to send Bluetooth pings with unique identifiers. The Owl-in-Ones received the data. They were connected to the public Wi-Fi network of the hospital and transmitted the data over this network to reelyActive’s servers, from which the data were retrieved in real time, using a provided API.

Audio data recorded by Jelly Pro phones were directly uploaded to the research server, using hospital or home Wi-Fi networks. Wi-Fi was necessary because of the size of the files, approximately 8 GB per day.

Data transfer took place from Fitbit Charge 2 devices to participants’ smartphones over Bluetooth, followed by data upload to Fitbit’s servers through the smartphones’ internet connections. The research server then retrieved these data using Fitbit’s API. The same flow was employed by the OMSignal garments, using OMSignal’s API.

Feedback for participants happened through a custom app (the TILES app) via push notifications. This app sent surveys to participants and gave them notifications about sensor usage and the quality of their previously received data when necessary.

Monitoring and Encouraging Compliance

Minimizing participant frustration in a study can help improve compliance and overall data quality [14]. This was one of the top priorities in this case study, and this was achieved by reducing cognitive burdens on participants, offering monetary incentives and consistent feedback to participants for compliance and providing convenient help whenever the participants encountered difficulties.

A custom smartphone app for the participants was developed, and it served as the primary resource for all aspects of the study. This app provided progress and monetary reward tracking, information about the study and protocol, and direct contact links for requesting help, and it also distributed questionnaires and reminders. Participants were rewarded for uploading their data daily, per the study protocol, which allowed the research team to monitor compliance and data quality every night. Each morning, the app provided feedback to the participants by letting them know whether their previous day’s data had been received and whether the quality was sufficient. If the data were missing or quality was poor, the app reminded participants to double-check their sensors or seek help from the research team.

On-site assistants were always available during work hours to help participants who encountered difficulties during the study. Participants were able to drop in for help, or they could request for assistants to visit them and provide in-person support. These assistants actively engaged with participants who had recently uploaded poor-quality data to help make sure their devices were worn and functioning properly.

Metrics

Table 4 shows the average data compliance rates across different 10-week waves of this study for different sensors. The attrition rate was under 4% across all participants, and most of the participants dropped out because of vacation time conflicting with the study’s participant inclusion criteria. More details about the study, including information about poststudy surveys on user experience, are available in the study by Hasan et al [83].

Figure 5 shows a histogram of the number of hours each sensor was used per day across all participants, where days with no logged data are not shown. This figure illustrates that on average, Fitbit was used about twice the amount of time as other sensors, which was in line with expectations. Moreover, although both the Jelly Pro and OM garments were designed to be used by participants at work, there is a noticeable difference in usage. This is partly explained by participants starting the recording of their OM garments at home rather than at work. It can also be explained by the fact that the Jelly Pro recording is activated only when participants or nearby persons are speaking.
The Fitbit usage of the subject cohort is in line with other studies [93], which claim 70% to 90% of compliance using wristband sensors. Compliance rates for the OM garments and the Jelly Pro are and were expected to be lower, as these devices required more attention from participants.

For Fitbit, the mean usage among all days with logged data is 17.8 hours, with an SD of 4.0 hours. For the OM garments, the mean is 10.6 hours, with an SD of 1.8, and for the Jelly Pro audio recorder and localizer, the mean is 8.4, with an SD of 2.1 hours.

Table 4. Compliance rates for participant-tracking sensors (n=212) and environment sensors (n=244) in the case study.

<table>
<thead>
<tr>
<th>Sensor type and signals</th>
<th>Sensors</th>
<th>Participant who opted, n (%)</th>
<th>Total hours</th>
<th>Compliance ratea, n (%)</th>
<th>Definition of compliance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participant-tracking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardio, sleep, and steps</td>
<td>Fitbit</td>
<td>208 (98.1)</td>
<td>236,725</td>
<td>152 (73.1)</td>
<td>Average fraction of days per participant with &gt;12 hours of data</td>
</tr>
<tr>
<td>Cardio, breath, and motion</td>
<td>OMsignal</td>
<td>208 (98.1)</td>
<td>44,240</td>
<td>125 (60.1)</td>
<td>Average fraction of work days per participant with &gt;6 hours of data</td>
</tr>
<tr>
<td>Audio</td>
<td>Jelly</td>
<td>184 (86.8)</td>
<td>37,065</td>
<td>131 (61.8)</td>
<td>Average fraction of work days per participant with &gt;6 hours of data</td>
</tr>
<tr>
<td>Locality</td>
<td>Jelly+Owl-in-one</td>
<td>184 (86.8)</td>
<td>37,065</td>
<td>131 (61.8)</td>
<td>Average fraction of work days per participant with &gt;6 hours of data</td>
</tr>
<tr>
<td><strong>Environment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature, humidity, and motion</td>
<td>Minews</td>
<td>—</td>
<td>—</td>
<td>239 (98.0)</td>
<td>Uptime of the sensor network</td>
</tr>
</tbody>
</table>

aCompliance is computed as the presence of data exceeding half of the measurement period per day among the participants who opted in for each sensor.

Figure 5. Histograms of the total number of hours of recorded sensor data per day, across all participants. These plots only show data from days where data was logged.
Discussion

Principal Findings
The methods previously presented are evaluated with respect to the case study outcomes in 2 ways: participant compliance and the number of emergent unexpected challenges during the data collection period. More details are provided in the following subsections, but they can be summed up in the following manner: (1) participant compliance was satisfactory, yielding a large average number of hours of data per participant per day; (2) the unexpected challenges were manageable and had either very short-lived or isolated impact on the study.

These metrics suggest that the methods and mitigation strategies presented in this paper as a guide for researchers are helpful for sensor selection and management during longitudinal human behavior studies in the wild.

Participant Compliance
Participant compliance rates in the case study fall within an expected range when compared with observed compliance ratios in similar study conditions from the study by Merilahiti et al [93]. The work from the study by Lima et al [94] observes that participant compliance decreases over time in long-term studies, which is also observed in this study. Overall, a sufficient number of hours of data per day per participant are collected for statistical analysis; therefore, the compliance levels are satisfactory.

Unexpected Challenges During the Case Study
This section recounts the unanticipated challenges encountered during the study despite efforts to avoid them during study planning. Unexpected challenges are defined as the events that were deemed unlikely to happen or that were not considered a priori, and these negatively affected the project budget, schedule, participants, or data. Each of the occurrences below were either isolated incidents, affecting only a narrow piece of the research project, or were short-lived, as the research staff was able to address them quickly. The following subsections present potential strategies for mitigating each of these events in future studies.

Shipping Dependencies and Customs
Some bundled sensor shipments were delayed because of product dependencies on secondary companies with limited shipping capacities. Urgent sensor package shipments from other countries were sometimes held up by the customs authority. In future studies, it would be best to be aware of the shipping capabilities of each product company and any potential shipping delays when preparing a study schedule.

Installation Time
The research staff underestimated the time required to install on-site sensors at the hospital. Although floor plans were used heavily for placement planning, they did not include locations of the electrical outlets. Several iterations and supplemental cabling were needed to install sensors across 16 different nursing units with similar layouts but different electrical circuit restrictions. Moreover, as most sensors were installed in patients’ rooms, more trips to the data collection site were needed than expected to accommodate patient needs. Starting the installation process early can help researchers identify this problem in advance and budget time accordingly.

Battery Life
The Jelly Pro devices running the custom TAR app ran out of power for some of the participants early on during data collection. The parameters of the TAR app were tuned on the basis of the data collected during a pilot study from a subset of the final participant pool, but this subset did not reflect the worst-case scenario for power consumption. The battery life in this case depended on how many times vocal audio recording was triggered by the automatic voice activity detector, and the hospital staff in highly social environments triggered it more often than the worst case in the pilot study. The research team responded by recollecting the Jelly devices and modifying the parameters overnight. A possible strategy for mitigating this issue would be to design a pilot study that includes more participants at the expected extremes of the measurement spectra, but this may negatively affect the expected average-case findings. Perhaps a better strategy would be to implement tools to remotely or more easily update the parameters for all participants in anticipation of this type of issue.

Sensor Synergy
As the Jelly Pro devices served 2 functions in this study (collecting vocalized audio and proximity detection), when the power consumption exceeded expectations, 2 data streams were affected instead of 1. For sensors serving multiple purposes, there is greater risk to the data quality when they fail; therefore, proper stress testing and tooling (as mentioned in the previous paragraph) should be prepared before the main study.

Sensor Discomfort
Some participants acquired rashes caused by skin friction with the wrist-worn or undergarment sensors. This occurred because the sensors these participants used were improperly fitted or sized, and the discomfort they produced led to a short-term loss of data while the participants recovered. The pilot study helped the research staff identify and mitigate some fitting concerns, but it was not enough to handle all the cases during the main study. The team reached out to the product companies for these sensors to get help with proper fitting procedures, and with their guidance, they were able to find proper fits for each affected participant. Better approaches for mitigating the risk of data loss here would be to solicit help with fitting and sizing from the product companies earlier and then incorporate that wisdom into the study (as mentioned in the Provider Support section), as well as consider different options for materials that are in contact with the skin (eg, Fitbit offers wristbands of different materials).

Data Pipeline Failure
Months into the main data collection, 2 site-wide disconnections of the environmental and proximity sensors occurred. These devices were all connected to the existing hospital Wi-Fi network, and the research server’s data monitoring processes identified this event immediately. Within 24 hours, research staff was dispatched to manually power cycle the devices and
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ensure they reported gathered data upstream. Although these sensors were stress-tested during the pilot study and determined to be robust to power and network outages, they did not all recover automatically in these 2 instances. Having a separate backup system in place (eg, an extra firmware layer to perform a soft reboot) may help improve robustness in these unexpected situations, but the data monitoring processes enabled researchers to respond quickly in this instance.

Conclusions
This viewpoint highlights and enumerates many of the research challenges faced during studies conducted in the wild, when using sensors for unobtrusively capturing human activity and behavior; presents a diagram illustrating information flow and an explanation of the roles of different computerized devices for data collection, transmission, and storage; and provides as a comprehensive list of criteria that researchers should carefully consider when conducting their own studies in natural settings, including explanations of trade-offs among them. The paper offers an overview of the state of current consumer technology for unobtrusive sensing in the wild, and it provides a snapshot of many of the products available for measuring different types of environmental, physiological, and behavioral data. The information presented is based on previous work and the team’s experiences in executing a large-scale 10-week study for assessing human behavior, well-being, and performance in a hospital environment using a variety of sensors. The collection of methods and criteria for sensor selection and management were evaluated, using this study, with respect to compliance rates and the impact of unexpected emergent challenges that arose during data collection.
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Abstract

Background: Internet interventions can easily generate objective data about program usage. Increasingly, more studies explore the relationship between usage and outcomes, but they often report different metrics of use, and the findings are mixed. Thus, current evaluations fail to demonstrate which metrics should be considered and how these metrics are related to clinically meaningful change.

Objective: This study aimed to explore the relationship between several usage metrics and outcomes of an internet-based intervention for depression.

Methods: This is a secondary analysis of data from a randomized controlled trial that examined the efficacy of an internet-based cognitive behavioral therapy for depression (Space from Depression) in an adult community sample. All participants who enrolled in the intervention, regardless of meeting the inclusion criteria, were included in this study. Space from Depression is a 7-module supported intervention, delivered over a period of 8 weeks. Different usage metrics (ie, time spent, modules and activities completed, and percentage of program completion) were automatically collected by the platform, and composite variables from these (eg, activities per session) were computed. A breakdown of the usage metrics was obtained by weeks. For the analysis, the sample was divided into those who obtained a reliable change (RC)—and those who did not.

Results: Data from 216 users who completed pre- and posttreatment outcomes were included in the analyses. A total of 89 participants obtained an RC, and 127 participants did not obtain an RC. Those in the RC group significantly spent more time, had more log-ins, used more tools, viewed a higher percentage of the program, and got more reviews from their supporter compared with those who did not obtain an RC. Differences between groups in usage were observed from the first week in advance across the different metrics, although they vanished over time. In the RC group, the usage was higher during the first 4 weeks, and then a significant decrease was observed. Our results showed that specific levels of platform usage, 7 hours total time spent, 15 sessions, 30 tools used, and 50% of program completion, were associated with RC.

Conclusions: Overall, the results showed that those individuals who obtained an RC after the intervention had higher levels of exposure to the platform. The usage during the first half of the intervention was higher, and differences between groups were observed from the first week. This study also showed specific usage levels associated with outcomes that could be tested in controlled studies to inform the minimal usage to establish adherence. These results will help to better understand how to use internet-based interventions and what optimal level of engagement can most affect outcomes.

Trial Registration: ISRCTN Registry ISRCTN03704676; http://www.isrctn.com/ISRCTN03704676
International Registered Report Identifier (IRRID): RR2-10.1186/1471-244X-14-147

https://www.jmir.org/2019/8/e12775/
Introduction

Background

Internet- and computer-based interventions for depression have been shown to be effective in several meta-analytic reviews, reporting comparable effects to face-to-face treatments [1-5]. These findings have led to the use of these interventions within stepped care and collaborative care models of mental health provision, which operate on the premise that not everybody requires a high-intensity treatment in the form of face-to-face therapy provided by a trained psychologist [6]. The inclusion of these interventions into mental health services may lead to benefits, such as reduced costs associated with treatment, reduced waiting-list burden, and increased accessibility to services [7,8]; however, results are mixed, and more research is needed to draw firmer conclusions [9].

Despite the success of internet-delivered interventions, many questions about how these interventions work and for whom they are most suited remain unanswered. Most of the studies about internet-based cognitive behavioral therapy (iCBT) only analyze outcomes at fixed time points, treating the intervention as a singular entity, without considering the way the program is actually adopted and used by the users [10]. In this sense, some research has shown that the users’ uptake and long-term use of these technologies are lower than might be expected, and a median of 56% of the participants complete the whole program [11]. However, other research has shown that the users do not necessarily need to go through the entire program to benefit clinically [12]. Although treatment dropout and spontaneous remission might explain some of these trends, as they could in other psychological interventions, understanding more completely how internet-delivered interventions are used and whether their usage differs depending on user characteristics is an important area of investigation [13].

One of the benefits of internet-delivered interventions at a research level is that they facilitate the collection of objective data on usage and engagement. In recent years, several studies have turned their attention to the usage of internet-delivered intervention and how usage is related to outcomes [10,14]. Previous research has revealed a relationship between how much users were actually exposed to the program and outcomes; nevertheless, as different metrics of usage have been used across studies, and results are somewhat mixed, the specific contributions of these variables to outcomes remain unclear [15,16]. A review conducted by Donkin et al [15] compiled studies that looked at usage metrics and their relation to outcomes. Their findings showed that the number of log-ins and the number of modules completed were the most commonly reported metrics among different trials. Module completion was therefore found to be the most related metric to outcomes. However, these 2 metrics do not necessarily account for the depth of involvement of the users with the platform and its content. In this regard, it is possible to distinguish between active and passive engagement in internet-based interventions, where the former involves users interacting with the program and completing the activities, and the latter speaks about users who go through the program only superficially and therefore barely interacting with it [17,18]. Thus, to get the most from the intervention users’ exposure to the platform, one not only has to consider module completion but also completing prescribed activities and homework [19,20]. For this reason, exploring the relationship among the various available usage metrics through the development of composite metrics could shed more light on the actual effects of usage and adherence on outcomes [15]. In fact, Donkin et al [21] found that a composite measure (average number of activities completed per log-in) was the only predictor of clinically significant change, in contrast to other metrics, such as the time spent on the platform, the number of modules completed, or the number of log-ins. More studies are needed to explore composite metrics and their relation to outcomes, as this may inform the minimal dose of iCBT needed to achieve significant clinical benefit.

Furthermore, there is a lack of agreement in how adherence to treatment is actually defined and measured [16]. Adherence is often reported in terms of attrition or dropout from a trial [13], that is, the number of users who cease to use the intervention and therefore do not complete the per protocol treatment. However, several authors highlight that this information provides limited insight into users’ interaction with Web-based interventions and how their use might influence outcome measures [21]. On the other hand, recent studies have conceptualized adherence as the intended use of the platform or “the extent to which individuals should experience the content to derive maximum benefit as implied by its creators” [22], which is also known as the therapeutic dose [16]. Following Sieverink’s argument [16], intended use should be considered the minimum use to establish adherence; however, current electronic health evaluations fail to demonstrate the optimal dose-response relationship. In this sense, some authors suggest that designers need to find the balance between the theoretically efficacious dose and the effective or actual dose that can be only determined upon application [23]. Therefore, finding the most relevant metrics and determining thresholds of usage for these metrics are key to determining the optimal dosage, which in turn may be different depending on the target population, setting, or the type of intervention that is evaluated [23].

Another important factor that can have an impact on the efficacy of and adherence to internet-based interventions is the role of support [24]. Support may take different forms, but generally speaking, it involves someone checking in with the patient, encouraging the user to continue going through the platform, and providing feedback on the basis of the patient’s progress. Different meta-analytic reviews have shown that supported interventions have higher rates of adherence and better outcomes than self-guided ones [1,3,4,25]. However, the amount and frequency of the support needed to produce clinically significant...
improvements are barely understood and results so far do not show differences among different doses of support [24,26,27]. In this sense, no studies have explored the role of metrics related to the support, such as the number of reviews and the number of user replies to these reviews, which could shed more light on the role of support in the usage of the program and their outcomes [28].

In summary, the literature shows that there is an association between higher usage leading to better outcomes, but it remains unclear which of these usage metrics are more strongly related to outcomes. Furthermore, few studies have attempted to determine an optimal dose-response relationship that could inform a threshold to establish adherence.

**Objectives**

This study was aimed at exploring the relationship between several usage metrics and outcomes from a sample of individuals with depressive symptoms and who were involved in a trial that evaluated the efficacy of a Web-based supported intervention for depression [29,30]. The specific goals of the study were as follows: (1) to explore the differences in usage between those who significantly improved and those who did not, (2) to analyze differences in usage across different sociodemographic and clinical variables of both groups, (3) to explore which of the usage metrics were more important in predicting clinically significant changes, and (4) to explore whether specific usage levels are associated with a clinically meaningful change.

**Methods**

**Study Design**

This study is a secondary analysis of data from a randomized controlled trial (RCT) that examined the efficacy of an iCBT intervention for depression in a sample of adults from a community setting. The protocol and the main outcome paper have been published elsewhere [29,30]. In the main study, participants were randomized to the internet-delivered intervention with support or the waiting-list control group. Assessment took place at baseline and at posttreatment, 8 weeks after randomization. The study protocol, information on the study, informed consent, and related materials were approved by the ethics committee at the School of Psychology, Trinity College Dublin (November 22, 2013). Participants who were excluded from the main RCT also completed consent, agreeing to have their data included for analysis. The trial is registered as a controlled trial with ISRCTN (ISRCTN03704676).

**Sample and Recruitment**

For details on the participant flow and characteristics, see Richards et al [29]. In summary, 641 users from the Aware charity expressed interest and applied to participate in the research. From them, 379 users were excluded for different reasons, such as Beck Depression Inventory 2nd edition (BDI-II) scores <14 (n=114); BDI-II>28 (n=211); suicidal intent/ideation (n=16); if they were currently receiving psychological treatment for depression (n=104); organic mental health condition (n=82); on medication for less than 1 month (n=106); alcohol or drug misuse (n=50); and reported depressive symptoms that preceded or coincided with a diagnosed medical condition (n=138). Even though these excluded participants were not included in the trial, they were offered the intervention with support, and they were also administered the primary outcome measures. The only difference between those individuals who were included and excluded from the trial is that the latter were not actively followed up to complete the posttreatment measures. For the purposes of this study and given that those participants excluded in the trial received the same intervention, all participants who logged in to the platform and completed the outcome measures upon completion of their treatment were included in the secondary analyses. Similarly, all those participants who were assigned to the waiting-list group and received the intervention after the waiting-list period were included in the secondary analyses, taking as their posttreatment scores the scores they provided upon completion of the intervention. With regard to those participants who were not part of the main RCT, we only selected those who completed the posttreatment outcomes within a period of 85 days after the first log-in. This time period was computed by calculating the average number of days that participants included in the trial took to fill the posttreatment measures (mean 66.86, SD 9.15), and 2 SDs were added. Thus, we excluded users who completed posttreatment measures beyond the intended assessment period.

**Procedure**

The study was advertised through the Aware website, and those individuals who expressed an interest to participate were emailed about the intervention study and directed to a website to access further information on the study and what would be involved in participating. Informed consent and baseline screening questionnaires were completed on the Web. Thereafter, those participants who met the inclusion criteria were randomly assigned to the intervention group or the waiting-list group, and those who did not meet the inclusion criteria but were interested in participating were also given access to the intervention. Once a participant was assigned to the active treatment at the first log-in, the participant received a message from the participant’s supporter, and this support was then offered once a week for a period of 8 weeks. At the end of the 8-week period, participants were automatically asked to complete the outcome measures, and those in the intervention group of the trial, who did not complete the measures, were followed up by the research team to achieve the completion.

**Intervention**

**Computerized Cognitive Behavioral Therapy Program**

Space from Depression is a 7-module Web-based, cognitive behavioral therapy–based program for depression. This program was developed by SilverCloud Health, which is a company that develops Web-based interventions for mental health conditions. The intervention is delivered on a Web 2.0 platform, using media-rich interactive content. The treatment comprises cognitive and behavioral components, including self-monitoring and thought recording, behavioral activation, cognitive restructuring, and challenging core beliefs. These components are included across the 7 modules, although the program follows a nonlinear fashion, which means that the user can go directly to the module that is of interest to him or her. Each module follows a structured format that includes introductory quizzes,
This is a composite measure resulting from dividing the number of activities performed using each of the 4 individual usage metrics (total time spent on the platform, number of sessions, number of activities, and percentage of the program viewed) as test variables against the RC state variable. ROC curves are constructed by plotting true positive rates (sensitivity) against the false positive rates (specificity). The optimal cutoff was determined using the point of curve closest to the (0,1) criteria, which uses the formula 

\[ d^2 = \left(1-Sn\right)^2 + \left(1-\text{Sp}\right)^2 \]  

where Sn = sensitivity and Sp = specificity, to calculate the distance of each point to the (0,1) point representing maximal sensitivity and specificity [35].
Results

Overview
Of the 641 participants who showed interest in the study and provided consent, a total of 224 participants provided postintervention outcome data within a period of 85 days. Figure 1 illustrates the number of participants coming from each of the branches of the main trial. The number of participants included in this study that were excluded from the main RCT, and the reasons are as follows (participants can respond to more than one reason):

- BDI-II score<14 (n=52)
- BDI-II score>28 (n=56)
- Suicidal intent/ideation (n=3)
- Currently receiving psychological treatment for depression (n=30)
- Organic mental health condition (n=14)
- On medication for less than 1 month (n=26)
- Alcohol or drug misuse (n=14)
- Age<18 (n=1)
- Depressive symptoms that preceded or coincided with a diagnosed medical condition (n=46)

To ensure the homogeneity of the sample in terms of sociodemographic measures and usage metrics between those participants who met the inclusion criteria for the RCT (treatment group and waiting list) and those who were excluded, baseline differences in clinical and sociodemographic measures and usage metrics were examined. There were no differences between these groups in age, gender, marital status, BDI-II pre and postintervention, or any of the usage metrics included in the study. Before further statistical analyses, box plots were constructed for the different usage metrics to spot extreme outliers (3 box lengths away from the edge of their box). Owing to the high variability of the values on the usage metrics and to prevent the distribution of the sample to be very skewed, 8 participants were classified as extreme outliers, and they were excluded from further analyses, leaving a total sample of 216. To illustrate the type of outlier, one example was that of an individual user who spent a total time of 2526 min (42.11 hours) and completed 117 sessions and 321 activities, which is unrealistically far away from the average found in this study. In other words, these participants deviated substantially from the different usage patterns that an individual might take in this specific program.

Figure 1. Flowchart of the current study.

Platform Usage
Descriptive analyses of the total usage of the platform show that, on average, participants spent 339 min on the platform, accessed the program 14 times, viewed 57% of the total program, completed 25 activities, got 7.5 reviews from the supporters, and left 1.62 messages to their supporters. ANOVA analyses were conducted to explore potential differences in the total usage of the platform across sociodemographic and clinical variables (Multimedia Appendix 1). Regarding age groups, univariate ANOVA models showed significant differences in the number of activities completed ($F_{3,212}=4.03; P=.008$) and activities per session by age group ($F_{3,212}=2.95; P=.03$). Pairwise comparisons showed that individuals in the age group of 31 to 40 years completed significantly more activities (mean difference=15.06, SE 5.65; $P=.049$) and more activities per session (mean difference=0.95, SE 0.34; $P=.03$) than those older than 50 years. Regarding depressive symptom severity at baseline, univariate ANOVA models showed significant differences between depression severity groups at baseline for total time spent ($F_{3,212}=2.65; P=.049$), number of sessions ($F_{3,212}=5.75; P=.001$), number of activities completed ($F_{3,212}=2.87; P=.04$), percentage viewed ($F_{3,212}=2.82; P=.04$), and number of reviews ($F_{3,212}=3.7; P=.01$). Pairwise
comparisons showed that users with minimal depressive symptoms had lower engagement overall. This group had significantly lower usage rates as compared with those with severe symptoms in terms of number of sessions (mean difference=6.31, SE 1.74; \( P = .002 \)), number of activities (mean difference=14.19, SE 5.08; \( P = .03 \)), and number of reviews (mean difference=0.78, SE=0.25; \( P = .01 \)). It also had significantly lower number of sessions (mean difference=5.56, SE 1.66; \( P = .006 \)) and percentage of program viewed (mean difference=0.15, SE 0.05; \( P = .04 \)) as those with moderate depression, and it had significantly lower number of sessions than those with mild depression at baseline (mean difference=6.12, SE 1.9; \( P = .009 \)).

### Platform Usage Associated With Reliable Change in Beck Depression Inventory 2nd Edition Scores

The sample of participants included in the study was divided between those who obtained an RC in the BDI-II (reduction of 9 points or greater on pre-to-post treatment BDI-II scores) and those who did not. Overall, 89 participants (41\%, 89/216) reached an RC, and 127 (59\%, 127/216) did not obtain an RC. t-tests were run to determine whether there were differences in the usage of the platform between users of both groups. Results (see Table 1) showed significant differences in the total time spent on the platform (time spent), number of sessions, program viewed (percentage viewed), total activities completed (number of activities), and number of reviews in favor of those who obtained an RC, showing medium between-group effect sizes (Cohen \( d = 0.45-0.61 \)). No significant differences were obtained for min per session, activities per log-in, and number of review notes.

#### Table 1. Descriptive data and mean differences in usage metrics between those who reliably changed and those who did not.

<table>
<thead>
<tr>
<th>Usage metrics</th>
<th>Reliable change (n=89), mean (SD)</th>
<th>No reliable change (n=127), mean (SD)</th>
<th>( t ) test (df)</th>
<th>( P ) value</th>
<th>Effect size (Cohen ( d ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time spent</td>
<td>420.63 (280.77)</td>
<td>282.23 (253.24)</td>
<td>3.78 (214)</td>
<td>&lt;.001</td>
<td>0.52</td>
</tr>
<tr>
<td>Sessions</td>
<td>17.63 (8.93)</td>
<td>12.22 (8.92)</td>
<td>4.38 (214)</td>
<td>&lt;.001</td>
<td>0.61</td>
</tr>
<tr>
<td>Percentage viewed</td>
<td>67.56 (25.24)</td>
<td>50.46 (30.41)</td>
<td>4.50 (207.87)</td>
<td>&lt;.001</td>
<td>0.61</td>
</tr>
<tr>
<td>Activities</td>
<td>33.28 (29.42)</td>
<td>19.62 (22.97)</td>
<td>3.67 (159.01)</td>
<td>&lt;.001</td>
<td>0.52</td>
</tr>
<tr>
<td>Reviews</td>
<td>7.83 (0.77)</td>
<td>7.28 (1.57)</td>
<td>3.39 (194.60)</td>
<td>.001</td>
<td>0.45</td>
</tr>
<tr>
<td>Reviews notes</td>
<td>1.94 (2.29)</td>
<td>1.39 (2.10)</td>
<td>1.85 (214)</td>
<td>.06</td>
<td>0.25</td>
</tr>
<tr>
<td>Min per session</td>
<td>24.46 (13.43)</td>
<td>22.68 (16.86)</td>
<td>0.83 (214)</td>
<td>.41</td>
<td>0.12</td>
</tr>
<tr>
<td>Activities per session</td>
<td>1.84 (1.35)</td>
<td>1.53 (1.74)</td>
<td>1.41 (214)</td>
<td>.16</td>
<td>0.20</td>
</tr>
</tbody>
</table>

\( ^{a} \)Bonferroni correction applied (alpha=.05/8=.006).

#### Weekly Usage of the Platform

Weekly usage of the program was explored among the 4 usage variables that were significant in the previous analyses, namely time spent, number of sessions, number of activities, and percentage viewed (Figures 2-5). Number of reviews were not included, as all participants got 1 review per week, as this was established in the protocol, unless they dropped out from the treatment. To explore potential differences in these variables over time and between individuals who showed RC and individuals who did not among the 8-week intervention period, 2\( \times \)8 repeated-measures ANOVA analyses were computed. With regard to the time spent, analyses showed significant time (\( F_{4.99,1067.45}=21.03; \ P < .001 \)) and interaction effects (\( F_{4.99,1067.45}=1.82; \ P = .11 \)), indicating that, altogether, there were no differences between conditions in the number of sessions performed. However, pairwise comparisons showed significant differences between groups in the number of sessions in each week across the 8-week period. Pairwise comparisons within the RC group showed nonsignificant differences in the number of sessions done in week 1 compared with weeks 2, 3, and 4. However, when comparing week 1 to 5 and following weeks, significant differences were observed, indicating again that the number of sessions was more similar from week 1 to 4, and there was a significant decrease in the number of sessions in the following weeks.

Regarding the number of sessions, there was a significant difference in time (\( F_{4.73,1012.57}=43.96; \ P < .001 \)) and interaction effects (\( F_{4.73,1012.57}=2.71; \ P = .02 \)). Between-group pairwise comparisons showed significant differences in the percentage viewed in weeks 1, 2, and 4, and this percentage was nonsignificant for the other weeks. Pairwise comparisons within the RC group showed that the weekly percentage viewed in the first week was significantly higher compared with all the other weeks.
Figure 2. Time spent on the platform per week and divided between those who got a reliable change (reduction of 9 points or greater on pre-to-post treatment Beck Depression Inventory 2nd Edition) and those who did not. Significant differences were found in between-group comparisons at weeks 1-4 and week 6; significant within-group differences were found between week 1 and weeks 5-8 for the reliable change (RC) group; significant within-group differences were found between week 1 and weeks 6-8 for the no RC group.

Figure 3. Number of sessions performed per week and divided between those who got a reliable change (reduction of 9 points or greater on pre-to-post treatment Beck Depression Inventory 2nd Edition) and those who did not. Significant differences were found in between-group comparisons at weeks 1-8; significant within-group differences were found between week 1 and weeks 5-8 for the reliable change (RC) group; significant within-group differences were found between week 1 and weeks 6 and 8 for the no RC group.
Figure 4. Percentage of the program viewed per week and divided between those who got a reliable change (reduction of 9 points or greater on pre-to-post treatment Beck Depression Inventory 2nd Edition) and those who did not. Significant differences were found in between-group comparisons at weeks 1, 2 and 4; significant within-group differences were found between week 1 and weeks 2-8 for the reliable change (RC) group; significant within-group differences were found between week 1 and weeks 2-8 for the no RC group.

Figure 5. Number of activities completed per week and divided between those who got a reliable change (reduction of 9 points or greater on pre-to-post treatment Beck Depression Inventory 2nd Edition) and those who did not. Significant differences were found in between-group comparisons at weeks 1-6 and 8; significant within-group differences were found between week 1 and weeks 5-8 for the reliable change (RC) group; significant within-group differences were found between week 1 and weeks 6 and 8 for the no RC group.

Finally, regarding the number of activities, ANOVA analysis showed significant effects for time ($F_{5,12,1095.63}=16.64; P<.001$), but it did not show significant effects for the interaction between groups ($F_{5,12,1095.63}=1.12; P=.35$), indicating that there were no overall differences between conditions in the number of activities completed. Between-group pairwise comparisons showed significant differences in the number of activities completed in nearly all the weeks, with the exception of week 7. Within-group pairwise comparisons of the group with RC showed that there were significant differences only when comparing the number of tools used between week 1 and week 5 and the following weeks.

Overall, these analyses show that the weekly usage was consistently larger for the group with RC in the different metrics among the first half of the intervention period, and from here, the differences between groups started to reduce. Within the RC group, a pattern can be observed across nearly all of the metrics where the usage of the first week was not significantly different from the usage on weeks 2, 3, and 4, but it was significantly different from week 5 in advance.

Receiver Operating Characteristic Curve Analysis
A total of 4 separate ROC curve analyses were run with the following results: for total time spent on platform, the optimal cutoff was 420 min, with a specificity of 76% and sensitivity of 47%. For number of sessions, the optimal cutoff was 15, with a specificity of 71% and a sensitivity of 61%. For the percentage of the program viewed, the optimal cut-off was 50%, and this was related to a specificity of 54% and a sensitivity of 79%. Finally, for number of activities, the optimal cut-off was 30 tools used, which had a specificity of 77% and a sensitivity of 46%. The area under the curve values ranged from .65 to .68, with 95% CIs between .58 and .76, considered within an
acceptable range for using these variables to differentiate between those who reliably changed and those who did not show RC as defined in the study as a movement of ≥9 points on the BDI-II. When using these cutoffs as measures of intended use, those using the platform for at least 420 min or 7 hours (n=62) had a 58% RC rate, those logging in for at least 15 sessions (n=91) had a 59% RC rate, those using tools (activities) at least 30 times (n=61) had a 57% RC rate, and those using at least 50% of the program (n=115) had a 52% RC rate. All these values are significantly higher than the overall RC rate of 41% for the entire sample. Finally, of those who reached all 4 optimal cutoffs (n=34), the RC rate was 62%.

Discussion

Principal Findings

This study was intended to explore the relationship between usage of the platform and the outcomes in a sample of participants who used an iCBT intervention for depression. Overall, the results showed that those individuals who obtained an RC after the intervention had higher levels of exposure to the platform, in terms of time spent, number of sessions, percentage of the program viewed, and number of activities, compared with those who did not. Differences in program usage between those who improved and those who did not were observed from the first week, although these differences started to vanish during weeks 5 to 8 of the intervention. Furthermore, in the RC group, the usage of the platform during the first week was not significantly different in comparison to the first half of the intervention period (until week 4), and these differences turned significant when compared with week 5 in advance, indicating a significant reduction of the usage during the second half of the intervention period. Finally, independent ROC curve analyses showed that 7 hours of time spent on the platform, logging in 15 times, and completing 30 activities over the intervention course were associated with the achievement of RC. In other words, the likelihood of being in the RC group, compared with the likelihood of being in the no RC group, was highest at these thresholds.

With regard to the sociodemographic and clinical variables and their relation to program usage, our results showed that individuals older than 50 years completed fewer activities compared with younger cohorts. These results add up to the contradictory literature about age and adherence, where different studies are finding different directions in the relationship between age and adherence [36,37]. It may be the case that age on its own is not as important as the interaction of age with other factors, such as computer literacy, which makes a difference in this relationship. This study also showed that individuals with minimal depressive symptoms at baseline had significantly lower levels of usage compared with users with higher levels of symptomatology. This could be explained by the fact that the intervention is ideally intended for individuals with mild-to-severe depression, and this cohort of less depressed users did not require the same grade of exposure to get benefits, or the program indeed fell outside their needs, as it is a treatment intervention. In this sense, these participants might benefit more from preventive approaches, such as a resilience intervention. Our results here highlight the necessity and importance of delivering the most appropriate intervention at the right time. Still, it is worth mentioning that although the literature in this regard shows mixed results [36], a related study identified important benefits of the Space from Depression program for those with subclinical symptoms [38].

In this study, on average, the users utilized 57% of the program, which is similar to completion rates in other internet-based interventions for depression [36,39]. When comparing the usage between those who obtained an RC and those who did not, results showed that the former significantly spent more minutes, accessed more times, completed more activities, were exposed to more content, and received more reviews. It should be noted that the time spent on the platform by those who achieved an RC was around 7 hours, which is slightly higher but still similar to the 6 hours found in previous studies, and the time spent by those who did not achieve an RC is similar with previous results reporting between 4 and 5 hours [21,37]. However, the literature around the relationship between usage and outcomes in internet-based interventions for mental health shows contradictory results, as variables, such as time spent and number of sessions, are not consistently related to outcomes, and studies with greater statistical power need to be conducted to shed more light on this relationship [15]. Our results confirm the largely used statement the more usage, the better [5,16], although it is important to note that our variables account for active (ie, activities completed) and passive (ie, percentage viewed) engagement, and both elements are important to get the most out of these interventions [20]. On the other hand, composite measures, such as minutes per session and activities per session, were not significantly different between conditions, which contradicts results obtained by Donkin et al [21]. The nonlinear fashion of Space from Depression and the fact that this program is very focused on the usage of tools might explain the absence of differences between these groups in their behavior within sessions, where the amount of time and tools used was not significantly different between those who achieved an RC and those who did not.

With regard to the weekly usage, our results showed that participants who obtained an RC had significantly larger exposure levels to the intervention compared with those who did not improve, and these differences were more consistent among the first 4 weeks. Focusing on the usage over time of those who obtained an RC, the results showed similar usage levels among the first 4 weeks, but the results showed a significant subsequent decrease in the second half of the intervention. Overall, these results are in line with another study, where the program was mostly used during the first half of the intervention period [37]. In this sense, these results suggest that the usage levels during the first month might be key for improvement, and strategies for enhancing engagement at this stage could be beneficial. One of these strategies could be outcome and engagement monitoring, inbuilt in the feedback system, so that participants could be flagged if they were deviating from the expected results of the intervention, and causes for this could be explored and addressed [40]. In a similar vein, a recent study found that when therapists were given outcome feedback about patients who were deteriorating during...
the intervention period, these patients had significantly less severe symptoms after treatment compared with similar patients assigned to therapists who were not receiving this feedback [41].

The ROC curve analyses are exploratory in nature, and the results do not allow to draw firmer conclusions about optimal usage levels; however, they can be understood as a first step toward determining specific thresholds that could be tested in controlled and experimental designs. As recommended by some authors, the optimal dose needs to consider the balance between user’s burden and adherence to ensure that the effective (observed) dose is as close as possible to the efficacious dose, which is not dependent on adherence [23]. For this specific intervention, the maximal efficacious dose is to complete the 7 modules during an 8-week period at the pace of 1 module per week; however, our findings seem to indicate that the effective dose would not require the completion of all the modules. In 3 out of 4 measured variables, the specificity of the optimal dose was high, and the RC rates were close to 60% in those who reached this usage cutoff. The optimal cutoff for the percentage of program viewed variable showed low specificity, signifying that a minimal 50% use of the platform would have a high percentage of false positives, not ideal for determining intended use. Overall, in this population at least, 7 hours of platform usage spread out over 15 sessions and completion of 30 activities (these include repeat activities for learning key skills) over a maximum period of 12 weeks were associated with achieving a clinically significant change. Nevertheless, these results have to be considered within their context, and further studies with changes to settings, types of programs used, and other study features, such as population characteristics, may yield different results. However, the parameters found for this particular intervention are worth exploring further.

This paper contributes to the concept of adherence by providing an empirical justification of intended use, that is, “the extent to which individuals should experience the content to derive maximum benefit from the intervention, as defined or implied by its creators” [22]. As suggested by different authors, there is a need for demonstrating the dose-response relationship, and this paper has done so through the consideration of different metrics. In this sense, future studies should explore whether similar exposure levels are needed for RC in different platforms, and future studies should determine which are the actual tools that have been used as some studies have already done [37]. Although our results will help identify optimal levels of exposure to maximize the benefits from these interventions, future studies should be conducted to go deeper into the usage patterns, as they can take many different pathways, and different types of usage can lead to benefits [42]. Log data of those participants who reliably improved would be a way of understanding different successful patterns of usage and which tools or modules are most related to change.

Limitations
This study also has some limitations. First, although the sample of this study comes from an RCT, this substudy was observational in nature, and no manipulation of the variables related to usage was done. Given this, it is not possible to establish causal relationships between usage metrics and outcomes. Future analyses, such as cross-lagged models, could focus on whether higher usage rates lead to lower symptoms over time or whether decreasing symptoms is what drives higher usage. This may answer the question of causality in this association. RCTs could also look into comparing whether a group pushed and receiving recommendation for reaching certain usage levels will perform better than a group permitted to use an intervention freely. Moreover, the inclusion of only those participants who reported posttreatment outcomes might be limiting the generalizability of the results, as it has been found that participants who engage more are also more likely to respond to follow-up assessments [43]. Thus, it might be possible that levels of usage were lower for those who did not complete the postassessments. Another limitation relates to the number of reviews variable, as supporters were encouraged to offer reviews regardless of whether participants were actively using the platform. Future studies should provide different indications to the supporters, so that the supporters do not need to waste time writing reviews for users who are not logging in to the platform. For example, supporters could have 2 attempts to contact participants who are not using the platform and then discharge them from services if the answer is not given. Finally, the metric percentage viewed, which only accounts for new content viewed, not considering content reviewed, has been shown as a key element of internet-based interventions usage [39]. These results could also explain why the relationship of this variable with outcomes is not as clear as the others.

Conclusions
This study has used different ways to explore the relationship between usage of an iCBT intervention for depression and the outcomes achieved by participants. The results seem to reinforce the notion that the more usage of a Web-based intervention, the better but with some nuances. Thus, the usage during the first half of the intervention was significantly higher compared with the second half, which might have implications for engagement and how best to offer the support in the early stages. Furthermore, this study suggests that it may be possible to determine, at least preliminarily, an optimal dose that would need to be tested and replicated to draw firmer conclusions. If confirmed, these thresholds could be used to establish cutoffs of adherence to the intervention. Future studies should continue to explore the relationship between usage and outcomes to better understand how internet-delivered interventions work and how to make them more responsive to varying degrees of usage. The continuation of this line of research could lead us to a future where a responsive intervention takes into account usage levels, allowing for tailoring in real time to enhance the engagement of different participants and thus maximizing likelihood of a positive outcome.
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Mean and SDs of usage metrics of those who completed posttreatment outcomes (n=216) divided by clinical and sociodemographic factors.
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Abstract

Background: Individuals with spinal cord injury (SCI) are at risk for secondary medical complications, such as urinary tract infections (UTIs) and pressure injuries, that could potentially be mitigated through improved self-management techniques. The Interactive Mobile Health and Rehabilitation (iMHere) mobile health (mHealth) system was developed to support self-management for individuals with disabilities.

Objective: The main objective of this study was to determine if the use of iMHere would be associated with improved health outcomes over a 9-month period. A secondary objective was to determine if the use of iMHere would be associated with improved psychosocial outcomes. Phone usage, app usage, and training time data were also collected to analyze trends in iMHere use.

Methods: Overall, 38 participants with SCI were randomized into either the intervention group who used the iMHere system and received standard care or the control group who received standard care without any technology intervention. Health outcomes were recorded for the year before entry into the study and during the 9 months of the study. Participants completed surveys at baseline and every 3 months to measure psychosocial outcomes. Phone usage, app usage, and training time data were also collected to analyze trends in iMHere use.

Results: The intervention group had a statistically significant reduction in UTIs (0.47 events per person; \( P = .03 \); number needed to treat=2.11). Although no psychosocial outcomes changed significantly, there was a nonsignificant trend toward a reduction in mood symptoms in the intervention group compared with the control group meeting the threshold for clinical significance. Approximately 34 min per participant per month were needed on average to manage the system and provide technical support through this mHealth system.

Conclusions: The use of the iMHere mHealth system may be a valuable tool in the prevention of UTIs or reductions in depressive symptoms. Given these findings, iMHere has potential scalability for larger populations.

Trial Registration: ClinicalTrials.gov NCT02592291; https://clinicaltrials.gov/ct2/show/NCT02592291.
Spinal cord injury (SCI), an insult to the spinal cord that is most commonly traumatic, can be a life-changing diagnosis. In the United States, approximately 17,000 new injuries occur each year, resulting in a prevalence of 285,000 [1]. Beyond the acute injury, the impact to these individuals and the health care system is lifelong and costly. Incomplete tetraplegia, for example, accounts for 47.7% of SCI cases, entailing an average annual cost of care of US $1,102,403 for the first year and US $191,436 for subsequent years because of the multiple potential chronic complications of SCI [1]. While the primary characteristics of SCI include strength loss and sensory loss, these chronic complications can result in increased mortality, health care costs, treatments, and hospitalizations [1,2].

There are multiple complications that can occur after SCI. Two of the most common chronic complications are urinary tract infections (UTIs) and skin pressure injuries. UTIs occur because of neurogenic bladder [3] and bacteria entering the bladder during catheterization or catheterization not occurring on a consistent schedule, leading to retention of urine and growth of bacteria [4]. Diseases of the genitourinary system were the most common cause of death in SCI populations 40 years ago; however, the introduction of clean intermittent catheterization, treatment of bladder spasticity, and appropriate antibiotic treatment have resulted in a decrease in UTIs and related complications [2]. Skin pressure injury is a loss of oxygenation to the tissues caused by inadequate pressure relief that is triggered by poor sensation and impaired mobility [5]. Additional complications frequently associated with SCI include neurogenic bowel, pulmonary compromise, spasticity, and depression [2]. Depression is prevalent in the United States in 1 out of every 5 individuals with SCI as compared with 1 out of 20 people without disabilities [6].

Given the complex nature of SCI, people with SCIs and their families require extensive training and constant vigilance to prevent secondary complications [7]. Frequent communication is required between the patient and their medical team to prevent or treat complications [8]. As a result, the potential exists for using mobile health (mHealth) platforms to allow patients with SCI to proactively monitor their health and gain self-management skills to prevent complications.

Smartphones have become ubiquitous in American society, with over 77% of Americans owning a device in January 2018, compared with 55% in 2014 and 35% in 2011 [9]. Over 98.7% of individuals in developed countries and 70.4% in lesser developed nations have mobile broadband subscriptions [10]. However, the prevalence of mobile phone and mobile internet usage in the SCI population is not well studied. From 2010 to 2014, 46% of participants in the SCI Model Systems Centers reported using the internet on their phone [11]. It can be expected that smartphone usage among individuals with SCI will continue to increase in the future, as those who use smartphones preinjury will continue to use them post injury.

The use of mHealth platforms is likewise gaining popularity. New systems are being studied for many different types of patient populations and conditions, including older adults [12], chronic obstructive pulmonary disease [13], diabetes [14], and bipolar disorder [15]. The Apple App store and Google Play store each contain over 100,000 health and wellness smartphone apps, and developers are beginning to target chronically ill individuals, particularly those with diabetes, obesity, and hypertension [16]. Some apps used within rehabilitation populations have had positive impacts on mobility and self-management [17]. However, few randomized controlled trials using robust mHealth self-management interventions have been conducted.

The Interactive Mobile Health and Rehabilitation (iMHere) system (Figure 1) was developed to promote self-management for persons with disabilities and to facilitate communication between patients and their medical teams [18].

The first clinical trial of the iMHere system was conducted in the spina bifida (SB) population. It was found that higher usage of the iMHere was associated with improved self-management skills, less caregiver assistance, and a decreasing trend in UTIs and emergency department (ED) visits [19]. Cost savings from the use of the system were estimated to be over US $15,000 per user per year. In a separate study, about 80% of individuals with SB and their caregivers felt the app would be easy to use and make a positive impact [19].

Many of the medical challenges in those with SB, including impaired mobility, neurogenic bowel, neurogenic bladder, insensate skin, polypharmacy, and depressed mood, are also present for those with SCI. Therefore, it was a natural extension to apply the iMHere system to the SCI population.

The goal of this study was to determine whether the use of the iMHere system would be associated with better health and psychosocial outcomes in patients with SCI. We hypothesized that the use of the app in addition to standard care would result in a larger magnitude of improvement in health outcomes (the primary outcome measures) and psychosocial outcomes (the secondary outcome measures) compared with a control group receiving standard care. Health outcomes were defined as the number of UTIs, number of pressure injuries, and number of ED visits and hospitalizations. Several specific survey outcomes were used as psychosocial metrics that described functional independence, quality of life, and mood.

An ancillary aim of the study was to determine whether any metrics related to phone use or app compliance impacted health and psychosocial outcomes. The time associated with managing the system and providing technical support was also evaluated.
Methods

Study Design

This study was a randomized control study. Baseline data were collected before randomization. Participants were randomized using a random number generator in Microsoft Excel (Microsoft). The control group received the standard of care in an outpatient physiatry SCI clinic and no technologic intervention. Standard care involves a patient being seen by an SCI-trained physician in an outpatient clinic on an intermittent basis, with follow-up as needed based on current health status, as determined by the physician. As part of standard care, the patient is able to call in to speak to a nurse, who can triage cases, offer recommendations, and pass concerns onto the physician. The physician can then decide whether any further evaluation is needed, which may include a clinic visit, recommendation to go to the ED, diagnostic testing, etc. The intervention group was given a Samsung Galaxy S5 smartphone with the iMHere app and received standard care in the same outpatient physiatry SCI clinic. Owing to the nature of the intervention, the study participants could not be blinded. However, the investigators who reviewed medical records and collected retrospective data and the individuals who conducted interviews were blinded to the participant group. It should be noted that the investigators who reviewed the electronic medical record were a physiatrist and physical therapist. Surveys were conducted by occupational therapy, medical, and nursing students. Consolidated Standards of Reporting Trials guidelines were used in the development of this study and in reporting the results. This study was registered in ClinicalTrials.gov, under registration number NCT02592291.

Recruitment and Participants

This study was approved by the institutional review board of the University of Pittsburgh; all participants provided written informed consent. Participants were recruited from local physiatry-based SCI and assistive technology clinics. The inclusion criteria were (1) age 18 years and older; (2) diagnosis of SCI; (3) attends an outpatient physiatry clinic for SCI; and (4) lives in a community setting, rather than in a residential facility that provides care. The exclusion criteria were (1) diagnosis of severe intellectual disability or severe and persistent psychiatric illness and (2) actively participating in a concurrent wellness pilot program.

Interactive Mobile Health and Rehabilitation System

The iMHere system (Figure 1) consists of an app used by the participant in the community and a Web-based portal for the clinician. The app includes several modules: (1) medication management, including medication administration reminders, the ability to upload photos of the medications, and customizable descriptions of the purpose for taking them; (2) urinary and bowel program reminders, with a system for reporting concerning symptoms; (3) skincare tracking with photo capabilities to monitor for pressure injuries and skin breakdown; (4) mood tracking with validated surveys; and (5) messaging.
to communicate with a clinician [20]. The system has undergone multiple patient-centered design iterations to optimize the app for use by individuals with disabilities and their caregivers [19-25]. Intervention participants received 30 min of training to use the app. This involved app navigation, how to set up reminders, and how to record information in each module. The participants were told to use only the modules relevant to their recommended care regimen. After setting up the modules, the app would send them reminders in conjunction with their personal self-management routine. Participants were asked to respond to all reminders when they appeared on their device. If during their skin check reminder, they found a pressure injury, they were instructed to upload the location and a photo to the system. A physical therapist acted as the wellness coordinator, monitoring participant data using a Web portal and communicating with them electronically via their app.

Health Outcomes
Health outcomes were collected by retrospective chart review for the 9 months before the study as well as for the 9 months during which each participant was enrolled in the study. Individual phone interviews with patients were used to verify or clarify information in the medical record. The number of UTIs and pressure injuries were both used because of the high incidence of such events in individuals with SCI [1]. Number of ED visits and hospitalizations were included because ED visits and hospitalizations both result in increased health care costs. The following health outcome measures were collected:

- Number of UTIs: Number of symptomatic UTIs with positive urine cultures that were subsequently treated with antibiotics.
- Number of pressure injuries: Number of unique episodes of skin breakdown, at least stage 2 or above, based on the National Pressure Ulcer Advisory Panel guidelines [26]. A unique pressure injury was defined either as a wound in a different area of the skin or in the same area with documented complete healing before re-injury.
- Number of ED visits: Number of encounters in the ED for any reason.
- Number of ED visits because of UTIs or pressure injury: Number of encounters in the ED specifically for UTI or pressure injury diagnosis, evaluation, or treatment.
- Number of hospitalizations: Number of admissions to the hospital for any reason.
- Number of hospitalizations because of UTIs or pressure injury: Number of admissions to the hospital specifically for UTI or pressure injury diagnosis, evaluation, or treatment.

Psychosocial Outcomes
All participants were individually interviewed over the phone at baseline and every 3 months for 9 months, for a total of 4 interviews, using several psychosocial outcomes that are widely employed and validated to assess independence, mood, and quality of life in individuals with disabilities. The following questionnaires were used:

1. Canadian Occupational Performance Measure (COPM), which is a self-reported measure of self-care, productivity, and leisure [27].
2. Adolescent Self-Management and Independence Scale, which measures independence and self-management skills. The scale contains 10 items that measure independent living and 7 items that measure self-management skills and is valid for use in adults [28].
3. Beck Depression Inventory-II (BDI-II), which is a screening questionnaire that evaluates for symptoms of clinical depression, including guilt, self-blame, disappointment, satisfaction, and suicidal ideation [29].
4. Patient Assessment of Chronic Illness Care, which measures experience and satisfaction of chronic care [30].
5. World Health Organization Quality of Life Brief Instrument, which is a validated measure of perceived quality of life based on individual culture, values, and goals [31].
6. The physical independence domain of the Craig Handicap Assessment and Reporting Technique Short Form, which is a measure of perceived disability and independence [32]. This domain measures paid and unpaid caregiver hours on a 0 to 100 scale.

Phone Usage, Interactive Mobile Health and Rehabilitation Usage, and Support Time
Usage statistics were recorded to gain a better understanding of how participants used their smartphone and the iMHere system to provide a potential explanation for differences in study results or rule out any potential confounding factors. Phone use habits were recorded using cellular phone bill data. The number of calls sent and received, text messages sent and received, and data used in megabytes were calculated for each participant. An iMHere compliance rate was also determined for each module and each participant by calculating the number of times the participant input data into each module, divided by the number of times the participant was prompted to input data into the module. If the participants input information more often than they were prompted, they were given a compliance rate of 1.

Toggle software (Tallinn) was used to record the amount of time that support was provided to individual participants. Wellness Time was defined as the time that the wellness coordinator spent triaging issues for participants or communicating with them about concerns. Tech Support Time was defined as the amount of time that each participant required for help with setting up the app, training, and any minor technical issues that arose during the study.

Statistical Analysis
Sample size calculation was based on a previous study in which iMHere was used by participants with SB [25]. A moderate effect size of 0.30 was used and was based upon the primary outcome measures used in this study. A repeated-measures analysis of variance (ANOVA) yielded a sample size of 18 participants in each group for a power of 80%. Alpha values were set to .05 a priori.

The demographic information collected included gender, race, ethnicity, marital status, education, type of SCI, smoking status,
assistance at home, and technology experience. The demographics of the intervention and control groups were compared to confirm that the randomization was effective using the Student t test, chi-square test, Fisher exact test, or Mann-Whitney test (Table 1). Baseline psychosocial outcomes were compared using the Mann-Whitney test.

Table 1. Participant demographics (N=19).

<table>
<thead>
<tr>
<th>Demographic details</th>
<th>Intervention group</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>37.9 (13.4)</td>
<td>44.1 (15.3)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13 (68)</td>
<td>12 (63)</td>
</tr>
<tr>
<td>Female</td>
<td>6 (32)</td>
<td>7 (37)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>13 (68)</td>
<td>15 (79)</td>
</tr>
<tr>
<td>Black</td>
<td>6 (32)</td>
<td>4 (21)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>18 (95)</td>
<td>19 (100)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>12 (63)</td>
<td>11 (58)</td>
</tr>
<tr>
<td>Not single</td>
<td>7 (37)</td>
<td>8 (42)</td>
</tr>
<tr>
<td><strong>Highest level of education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>11 (58)</td>
<td>10 (53)</td>
</tr>
<tr>
<td>Higher education</td>
<td>6 (32)</td>
<td>8 (42)</td>
</tr>
<tr>
<td><strong>Completeness of injury, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complete</td>
<td>9 (47)</td>
<td>12 (63)</td>
</tr>
<tr>
<td>Incomplete</td>
<td>10 (53)</td>
<td>7 (37)</td>
</tr>
<tr>
<td><strong>Functional status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tetraplegia</td>
<td>8 (42)</td>
<td>9 (47)</td>
</tr>
<tr>
<td>Paraplegia</td>
<td>11 (58)</td>
<td>10 (53)</td>
</tr>
<tr>
<td><strong>Time since injury, mean (SD)</strong></td>
<td>9.9 (8)</td>
<td>13.5 (11)</td>
</tr>
<tr>
<td><strong>Living status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>2 (11)</td>
<td>2 (11)</td>
</tr>
<tr>
<td>With others</td>
<td>17 (89)</td>
<td>17 (89)</td>
</tr>
<tr>
<td><strong>Student status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>3 (16)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Not a student</td>
<td>16 (84)</td>
<td>18 (95)</td>
</tr>
<tr>
<td><strong>Smoking history, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>8 (42)</td>
<td>6 (32)</td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>11 (58)</td>
<td>13 (68)</td>
</tr>
<tr>
<td><strong>Previous experience with smartphones, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (47)</td>
<td>13 (68)</td>
</tr>
<tr>
<td>No</td>
<td>10 (53)</td>
<td>6 (32)</td>
</tr>
<tr>
<td><strong>Previous experience with apps, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (47)</td>
<td>11 (58)</td>
</tr>
<tr>
<td>No</td>
<td>10 (53)</td>
<td>8 (42)</td>
</tr>
</tbody>
</table>
Primary health outcomes were tallied for the periods before study enrollment and during study enrollment and were compared pre- and postintervention using the Wilcoxon signed-rank test. A number needed to treat (NNT) analysis was performed for statistically significant and trending health outcomes. Generalized linear models with both fixed and random effects were used to evaluate changes in the secondary psychosocial outcomes over time. As this was an intention-to-treat analysis, participants with missing interview data were still included in the analysis.

Participants were split into high-usage phone users and low-usage phone users based on their average monthly general phone use habits. A high-usage phone user was defined as a participant who sent or received over 500 calls, sent or received over 1000 texts, or used over 3000 MB data using cellular connectivity. All other participants were classified as low-usage phone users.

The overall iMHere compliance rate for each participant was defined as the average compliance rate of all modules used by that participant. It should be noted that not all modules were used by all participants. A Student t test was performed to evaluate for an association between phone usage and overall compliance rate.

Intervention participants were divided into 2 groups: high overall compliance users (n=10) and low overall compliance users (n=9). A repeated-measures ANOVA was then used to evaluate whether there were any between-group differences in psychosocial measures with respect to overall compliance.

Statistical analyses of primary outcomes were performed using IBM SPSS Statistics for Windows (IBM Corp), and secondary outcomes analyses were performed using SAS version 9.4 (SAS Institute).

**Results**

A total of 41 participants were recruited to participate, and of those, 38 completed informed consent and baseline interviews. Figure 2 is a flow diagram demonstrating participant selection, randomization, and dropout. Tables 1 and 2 display participant demographics and baseline psychosocial outcome measures. No significant differences were detected at baseline between control and intervention groups.

Figure 3 displays the incidence of health outcomes before and during the study period for the intervention and control groups. Participants in the intervention group experienced about half as many UTIs during the study period, when compared with the period before the intervention ($P=.03$). There was a reduction of 0.47 UTIs per person in the study group during the intervention compared with before the intervention. Such a reduction was not seen in the control group. No other primary outcome measures were found to change significantly in the intervention or control groups.

Table 3 presents the changes in psychosocial outcome measures in both groups during the study period. No statistically significant trends were seen between the intervention and control groups over time.

Figure 4 demonstrates some of the general trends seen in Table 3 from baseline to 9 months for certain secondary outcomes.

Table 4 shows high-usage and low-usage phone users with corresponding overall iMHere compliance rates. There was no statistically significant difference in overall iMHere compliance rates between the high-usage and low-usage phone users ($P=.41$).

No statistically significant differences were seen in the 2 overall iMHere compliance rate groups with respect to changes in psychosocial outcomes (all $P$ values were .45 or higher).

As shown in Table 5, approximately 34 min per month per participant was spent on providing wellness coordinator and technical support.
Table 2. Baseline comparison of psychosocial outcome measurements (N=19).

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Intervention, mean (SD)</th>
<th>Control, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canadian occupational performance measure</td>
<td>8.59 (6.43)</td>
<td>8.58 (7.47)</td>
</tr>
<tr>
<td><strong>Adolescent Self-Management and Independence Scale-II</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Independence subscale</td>
<td>5.68 (1.08)</td>
<td>5.21 (0.98)</td>
</tr>
<tr>
<td>Self-management subscale</td>
<td>5.86 (1.03)</td>
<td>5.70 (1.08)</td>
</tr>
<tr>
<td>Total</td>
<td>91.06 (15.16)</td>
<td>86.21 (13.89)</td>
</tr>
<tr>
<td>Beck Depression Inventory-II</td>
<td>11.18 (8.65)</td>
<td>12.05 (10.79)</td>
</tr>
<tr>
<td>Patient Assessment of Chronic Illness Care</td>
<td>3.39 (0.83)</td>
<td>3.02 (0.54)</td>
</tr>
<tr>
<td><strong>World Health Organization Quality of Life</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical subscale</td>
<td>57.06 (12.21)</td>
<td>56.47 (12.01)</td>
</tr>
<tr>
<td>Psychological subscale</td>
<td>64.06 (15.95)</td>
<td>62.05 (15.84)</td>
</tr>
<tr>
<td>Social subscale</td>
<td>65.76 (24.96)</td>
<td>69.50 (24.27)</td>
</tr>
<tr>
<td>Environment subscale</td>
<td>69.53 (18.71)</td>
<td>73.53 (13.44)</td>
</tr>
<tr>
<td>Craig Handicap Assessment and Reporting Technique Short Form</td>
<td>66.59 (37.36)</td>
<td>62.53 (29.00)</td>
</tr>
</tbody>
</table>

Figure 3. Health outcomes. ED: emergency department; UTI: urinary tract infection.
<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Baseline, mean (SD)</th>
<th>3 months, mean (SD)</th>
<th>6 months, mean (SD)</th>
<th>9 months, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Canadian Occupational Performance Measure</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>9.19 (7.91)</td>
<td>5.57 (9.10)</td>
<td>7.36 (12.12)</td>
<td>9.57 (14.07)</td>
</tr>
<tr>
<td>Control</td>
<td>8.78 (7.64)</td>
<td>6.65 (5.48)</td>
<td>7.94 (8.03)</td>
<td>6.50 (6.45)</td>
</tr>
<tr>
<td><strong>Adolescent Self-Management and Independence Scale-II</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>90.56 (15.40)</td>
<td>91.29 (14.67)</td>
<td>89.29 (14.86)</td>
<td>90.79 (14.22)</td>
</tr>
<tr>
<td>Control</td>
<td>87.39 (13.28)</td>
<td>87.18 (17.10)</td>
<td>89.31 (13.91)</td>
<td>90.06 (10.90)</td>
</tr>
<tr>
<td><strong>Adolescent Self-Management and Independence Scale-II</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Independence subscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>5.62 (1.09)</td>
<td>5.62 (1.18)</td>
<td>5.50 (1.21)</td>
<td>5.54 (1.19)</td>
</tr>
<tr>
<td>Control</td>
<td>5.33 (0.84)</td>
<td>5.37 (1.01)</td>
<td>5.46 (0.86)</td>
<td>5.43 (0.75)</td>
</tr>
<tr>
<td>Self-management subscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>5.88 (1.03)</td>
<td>6.06 (1.02)</td>
<td>5.54 (1.76)</td>
<td>6.62 (0.72)</td>
</tr>
<tr>
<td>Control</td>
<td>5.69 (1.11)</td>
<td>5.62 (1.40)</td>
<td>5.82 (1.02)</td>
<td>5.99 (0.92)</td>
</tr>
<tr>
<td><strong>Beck Depression Inventory -II</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>9.94 (6.74)</td>
<td>8.07 (5.65)</td>
<td>4.86 (5.87)</td>
<td>6.64 (4.53)</td>
</tr>
<tr>
<td>Control</td>
<td>11.89 (11.08)</td>
<td>12.35 (13.30)</td>
<td>11.38 (9.92)</td>
<td>10.19 (9.61)</td>
</tr>
<tr>
<td><strong>Patient Assessment of Chronic Illness Care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>3.54 (0.68)</td>
<td>3.34 (0.85)</td>
<td>3.24 (0.97)</td>
<td>3.44 (0.78)</td>
</tr>
<tr>
<td>Control</td>
<td>3.04 (0.56)</td>
<td>3.31 (0.70)</td>
<td>3.09 (0.68)</td>
<td>3.09 (0.74)</td>
</tr>
<tr>
<td><strong>World Health Organization Quality of Life</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical subscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>59.06 (12.84)</td>
<td>63.07 (13.12)</td>
<td>61.29 (11.42)</td>
<td>60.43 (12.33)</td>
</tr>
<tr>
<td>Control</td>
<td>56.11 (12.26)</td>
<td>54.94 (13.36)</td>
<td>53.31 (14.20)</td>
<td>59.56 (7.99)</td>
</tr>
<tr>
<td>Psychological subscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>67.25 (14.38)</td>
<td>70.71 (10.30)</td>
<td>72.79 (13.13)</td>
<td>72.36 (9.21)</td>
</tr>
<tr>
<td>Control</td>
<td>61.67 (16.21)</td>
<td>60.47 (16.42)</td>
<td>60.75 (15.07)</td>
<td>65.00 (13.66)</td>
</tr>
<tr>
<td>Social subscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>69.88 (25.37)</td>
<td>77.64 (12.97)</td>
<td>78.14 (13.69)</td>
<td>77.29 (16.82)</td>
</tr>
<tr>
<td>Control</td>
<td>68.82 (24.84)</td>
<td>68.00 (22.27)</td>
<td>71.81 (22.32)</td>
<td>71.94 (23.22)</td>
</tr>
<tr>
<td>Environment subscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>72.69 (19.98)</td>
<td>75.14 (15.60)</td>
<td>73.21 (17.24)</td>
<td>77.43 (15.36)</td>
</tr>
<tr>
<td>Control</td>
<td>73.44 (13.83)</td>
<td>75.47 (13.70)</td>
<td>77.44 (14.61)</td>
<td>81.81 (12.16)</td>
</tr>
<tr>
<td><strong>Craig Handicap Assessment and Reporting Technique Short Form</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>74.00 (34.78)</td>
<td>75.86 (34.95)</td>
<td>72.57 (32.83)</td>
<td>74.86 (27.60)</td>
</tr>
<tr>
<td>Control</td>
<td>62.22 (29.81)</td>
<td>66.59 (34.32)</td>
<td>70.00 (28.13)</td>
<td>66.00 (25.17)</td>
</tr>
</tbody>
</table>
Figure 4. (a) Difference in World Health Organization Quality of Life subscores over time for intervention and control participants. (b) Difference in Beck Depression Inventory-II and Canadian Occupational Performance Measure scores over time for intervention and control participants. WHO-PSY: World Health Organization Psychiatric subscore; WHO-SOC: Social subscore; BDI: Beck Depression Inventory; COPM: Canadian Occupational Performance Measure.
Table 4. Phone and Interactive Mobile Health and Rehabilitation (iMHere) app usage (N=19).

<table>
<thead>
<tr>
<th>ID</th>
<th>Phone usage group</th>
<th>Calls sent and received, n</th>
<th>Text messages sent and received, n</th>
<th>Data used (MB)</th>
<th>Overall iMHere app compliance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>High</td>
<td>992</td>
<td>1955</td>
<td>3022</td>
<td>98</td>
</tr>
<tr>
<td>3</td>
<td>Low</td>
<td>1</td>
<td>3</td>
<td>2817</td>
<td>18</td>
</tr>
<tr>
<td>7</td>
<td>High</td>
<td>0</td>
<td>11</td>
<td>3234</td>
<td>46</td>
</tr>
<tr>
<td>8</td>
<td>High</td>
<td>34</td>
<td>2963</td>
<td>1565</td>
<td>45</td>
</tr>
<tr>
<td>9</td>
<td>High</td>
<td>4105</td>
<td>47,689</td>
<td>11,853</td>
<td>39</td>
</tr>
<tr>
<td>11</td>
<td>Low</td>
<td>14</td>
<td>58</td>
<td>1676</td>
<td>57</td>
</tr>
<tr>
<td>12</td>
<td>High</td>
<td>234</td>
<td>2445</td>
<td>25,563</td>
<td>42</td>
</tr>
<tr>
<td>14</td>
<td>Low</td>
<td>15</td>
<td>9</td>
<td>1079</td>
<td>30</td>
</tr>
<tr>
<td>16</td>
<td>Low</td>
<td>5</td>
<td>34</td>
<td>1097</td>
<td>98</td>
</tr>
<tr>
<td>18</td>
<td>Low</td>
<td>83</td>
<td>20</td>
<td>1097</td>
<td>51</td>
</tr>
<tr>
<td>19</td>
<td>Low</td>
<td>57</td>
<td>38</td>
<td>902</td>
<td>23</td>
</tr>
<tr>
<td>20</td>
<td>High</td>
<td>4463</td>
<td>3429</td>
<td>63,074</td>
<td>49</td>
</tr>
<tr>
<td>25</td>
<td>High</td>
<td>2120</td>
<td>8173</td>
<td>99,191</td>
<td>88</td>
</tr>
<tr>
<td>30</td>
<td>Low</td>
<td>81</td>
<td>62</td>
<td>317</td>
<td>18</td>
</tr>
<tr>
<td>31</td>
<td>Low</td>
<td>313</td>
<td>68</td>
<td>1464</td>
<td>74</td>
</tr>
<tr>
<td>32</td>
<td>Low</td>
<td>179</td>
<td>161</td>
<td>2641</td>
<td>42</td>
</tr>
<tr>
<td>40</td>
<td>High</td>
<td>3495</td>
<td>1589</td>
<td>21,268</td>
<td>85</td>
</tr>
<tr>
<td>47</td>
<td>High</td>
<td>2663</td>
<td>18,596</td>
<td>21,364</td>
<td>47</td>
</tr>
<tr>
<td>49</td>
<td>High</td>
<td>1362</td>
<td>8640</td>
<td>28,556</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 5. Support time (N=19).

<table>
<thead>
<tr>
<th>Contact time descriptions</th>
<th>Wellness time</th>
<th>Tech support time</th>
<th>Total time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total contact time for 19 participants in 9 months, hours:minutes</td>
<td>49:00</td>
<td>56:23</td>
<td>105:23</td>
</tr>
<tr>
<td>Average contact time per participant in 9 months, hours:minutes (SD)</td>
<td>2:08 (2:08)</td>
<td>2:27 (2:44)</td>
<td>4:35 (3:35)</td>
</tr>
<tr>
<td>Average contact time per participant per month, hours:minutes (SD)</td>
<td>0:14 (0:14)</td>
<td>0:16 (0:18)</td>
<td>0:34 (0:24)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study contributes to the literature by demonstrating successful use of an mHealth platform in individuals with SCI. This study demonstrated a significant reduction in UTIs (one of the primary outcomes) in those who used iMHere over time when compared with the control group. Given the reduction in UTIs during the intervention, 0.47 fewer UTIs per person, the NNT to prevent 1 UTI is 2.11. As not all intervention participants used the catheterization module, the study was not powered to determine whether the use of this specific module was associated with the reduction in UTIs. One explanation for reduction in UTIs aside from the use of the catheterization module is increased general health awareness and improved self-management that resulted from using the app in general. Unfortunately, it was challenging to determine the financial implications of these findings as there is a lack of literature examining health care costs associated with the treatment of UTIs in an outpatient setting in individuals with chronic SCI. However, in similarly aged adults with SB, the cost to treat a UTI was found to be approximately US $511 per event [33]. Although no other significant changes were seen in health outcomes over the study period, the other 6 primary outcome measures also decreased in the intervention group, which was a trend also observed in a similar study in the SB population [25]. More studies are warranted to determine whether larger patient cohorts might result in significant changes in these variables.

Of the secondary outcomes, the reduction in depressive symptoms based on BDI-II was the closest to approach significance between groups. The decrease over time in BDI-II in the intervention group, an average of 3.3 points or 33% (3.3/9.94), was twice that of the control group. Previous research has suggested that a decrease in BDI-II score of 17.5% may be clinically significant because it correlates with an individual feeling better. Therefore, this change could be considered clinically significant. It should be noted that the clinical...
significance of the magnitude of change depends upon an individual’s initial score [34]. Lower initial scores, meaning a person has fewer depressive symptoms, may require smaller changes in BDI-II score for an individual to feel better. This further supports the suggestion of clinical significance in the intervention group as the BDI-II was lower at baseline. As not all intervention participants used the mood module, the study was not powered to determine whether the use of this specific module was associated with the reduction in BDI-II score. Many of the control group participants used smartphones in everyday life, and those in the intervention group who used their phones more did not have better mood outcomes than those who used their phones less. These 2 findings suggest that the communication afforded by the phone itself was not solely responsible for this change. It is possible that iMHere’s ability to facilitate communication with the health care team, participants’ increased awareness of their own mood symptoms, or other improvements in health may have impacted mood positively. Notably, a review by Thota et al confirmed that collaborative care models that use case managers to connect patients, primary care physicians, and mental health professionals provide a supportive care network that empowers people with depression to take a self-management role in their own care [35].

As our study was underpowered for the secondary outcomes, it is not unexpected that the other psychosocial outcomes were not statistically significant. A descriptive analysis reveals that there are some trends (as shown in Figure 4). There is a larger general improvement in World Health Organization Quality of Life psychological subscore at 9 months, which makes sense in the context of the improvement in BDI-II. There is also a markedly higher social subscore. It should be noted that Figure 4 also shows that COPM improved slightly in the intervention group and decreased substantially in the control group, suggesting overall that participants in the intervention group perceived their self-care, productivity, and leisure to be maintained after 9 months, whereas those in the control group had declined in this perception. We postulate that a larger study cohort may have allowed us to detect significant changes.

Overall, iMHere compliance rates were not related to psychosocial outcomes or the amount of phone usage. This contrasts with findings from a previous study in SB in which more frequent users of iMHere had positive changes in self-management skill and amount of caregiver assistance needed [25]. One possible explanation for the contrasting findings between studies is that those with tetraplegia in this study may not have been able to reduce the need for hands-on care even if they did gain small improvements in knowledge about self-management. Although significant accessibility features have been implemented for individuals with tetraplegia and other impairments [22-24], it is also possible that users with paraplegia were able to use the system more proficiently. In addition, because we used billing data to calculate usage data, we may have underestimated the usage of individuals who primarily used Wi-Fi.

The integration of mHealth support into outpatient care depends in part on the requirements for staff effort [23]. This study demonstrated that wellness and technical support requires on average approximately 34 min per user per month. This information may be useful when scaling mHealth interventions to larger populations.

**Study Limitations**

Some limitations of this study warrant discussion. First, this study was powered to detect statistical differences in the primary outcomes related to health and not the secondary psychosocial outcomes. As a result, even though there was a trend toward improved psychosocial outcomes in the intervention group, the study was unable to find statistical significance in these trends. Future studies with larger sample sizes are planned to help with this issue. One potential confounder was that additional contact with study staff for wellness coordination or technical support may have had an impact on outcomes in the intervention group. Although a small amount of support was provided in person or via phone, the majority of contact was virtual, through the mHealth system. To evaluate whether such contact may have offset other types of contact, we conducted a post hoc analysis. However, no statistically significant changes were seen within or between groups with respect to the number of outpatient visits, phone calls to the clinic, and hospital health portal messages. This was likely because the number of instances of these occurrences was low on average. It is also possible that the use of iMHere shifted use for some nonurgent issues from the ED to the outpatient setting. It is important to note that the control group may also have had more contact with clinicians through ED visits and hospitalizations. More work will be needed to understand which aspects of an mHealth delivery system are most beneficial to outcomes and to provide more insight into how a self-management app might affect health care utilization and service delivery. A second limitation is the small sample size, which may have reduced our ability to detect changes in outcome measures with lower effect sizes. A larger population with greater usage levels of individual modules may have enabled us to do a subgroup analysis to determine if there was a correlation between individual module usage and health outcomes. Third, the inclusion of individuals with tetraplegia may have resulted in a ceiling effect of how much improvement can occur in some outcomes such as self-management given that they will still likely rely on caregiver assistance. Future studies will be aimed at evaluating outcomes using mHealth support for caregivers [8,36]. We are also investigating the addition of more accessibility features to support users with tetraplegia such as voice control. Fourth, the iMHere system has multiple features, but not all features were relevant to all users. Larger studies will be needed to evaluate the individual effects of different aspects of the system. Finally, fully functional smartphones were provided for study purposes, but some individuals also used their personal phone, which may have reduced the usage of study phones. The new version of iMHere (2.0) operates cross-platform and can now be used on personal devices.

**Future Directions**

Concurrent work on iMHere has produced a subsequent version (iMHere 2.0) with additional features. A new smartphone app will support family or formal caregivers and interface with the client app. A personal health record and additional modules...
have also been built to support community integration, physical activity, nutrition, goal setting, and education [21,37]. Future work will be conducted to evaluate the implementation of these features into clinical workflows, translation to larger and different disability populations and clinical settings, and interfacing with other electronic health systems.

Conclusions
Overall, the use of the iMHere mHealth platform resulted in a statistically significant reduction in UTIs over time compared with the control group. On the basis of an NNT analysis, 2.11 users were needed to prevent 1 UTI. There was also a decrease in several other outcome measures (eg, symptoms of depression), which trended toward, but did not reach, statistical significance. Approximately 34 min per participant per month is needed to provide education, care coordination, and technical support through this mHealth system, thus suggesting scalability.
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Abstract

Background: Approximately 30% of people living with HIV worldwide are estimated to be unaware of their infection. HIV self-testing (HIVST) is a strategy recommended by the World Health Organization to increase access to and uptake of testing among key populations who are at high risk for HIV infection.

Objective: This study aimed to describe the development and feasibility of a free, anonymous, internet-based HIVST strategy designed for men who have sex with men in Curitiba, Brazil (electronic testing [e-testing]).

Methods: The project was developed under the scope of the “A Hora é Agora” (The Time is Now) program. Individuals aiming to request an HIVST package (two tests each) answered an anonymous 5-minute questionnaire regarding inclusion criteria and sexual risk behavior. Eligible individuals could receive one package every 6 months for free. Website analytics, response to online questionnaires, package distribution, and return of test results were monitored via a platform-integrated system.

Results: Between February 2015 and January 2016, the website documented 17,786 unique visitors and 3218 completed online questionnaires. Most individuals self-reported being white (77.0%), young (median age: 25 years, interquartile range: 22-31 years), educated (87.3% completed secondary education or more), and previously tested for HIV (62.5%). Overall, 2526 HIVST packages were delivered; of those, 542 (21.4%) reported a result online or by mail (23 reactive and 11 invalid). During the study period, 37 individuals who reported using e-testing visited the prespecified health facility for confirmatory testing (30 positive, 7 negative).

Conclusions: E-testing proved highly feasible and acceptable in this study, thus supporting scale-up to additional centers for men who have sex with men in Brazil.
Introduction

In 2016, it was estimated that 30% of people living with HIV worldwide were unaware of their infection [1]. This gap represents a major challenge to achieving the targets of the Joint United Nations Programme on HIV/AIDS (UNAIDS) “90-90-90,” which aims to ensure that 90% of all people living with HIV are aware of their status by 2020 [2].

Unknown HIV status is associated with late entry into care and increased mortality rates and is a key driver of the epidemic [3-5]. An HIV test result is the first step in engaging in the HIV treatment continuum for those who test positive or in the HIV prevention continuum for those who test negative. Nonetheless, many barriers to expand HIV testing coverage persist, such as stigma, difficulty in accessing testing facilities, and inconvenient clinic hours [6,7].

HIV self-testing (HIVST) allows individuals to perform an HIV test and interpret their own results [8]. Different strategies for HIVST distribution worldwide have been proposed, such as through peers [9], nongovernment organizations (NGOs) [10], and mobile/social media apps [11]. Randomized controlled trials have shown that HIVST increases uptake and frequency of HIV testing overall, without adverse events, social harm, or increased risk behaviors [12]. Nevertheless, a review of HIVST implementation studies by Estem et al [13] concluded that despite the many potential benefits of HIVST, dissemination strategies need to be improved and the high cost of HIVST kits needs to be reduced to scale-up this strategy.

Key populations, including gay and other men who have sex with men (MSM), are greatly affected by HIV in Latin America and other regions [14,15]. Such populations have continued high HIV incidence and encounter multiple structural barriers, including stigma and discrimination, which increase their risk of HIV exposure and acquisition and inhibit access to evidence-based HIV prevention and treatment services [16]. In Brazil, the prevalence of HIV among MSM, estimated at 14% in 2009 [17] and 17.5% in 2016 [18], requires sustained prevention and treatment efforts. Furthermore, despite an increased proportion of MSM reporting annual testing (from 21.2% in 2009 to 43.3% in 2016) [19], innovations are needed to increase MSM testing coverage in the country. The convenience and discreet approach of self-testing would be particularly useful to increase first-time HIV testing and frequency among this vulnerable population.

Internet-based and mobile phone technologies are promising tools to overcome HIVST delivery barriers among MSM [20]. In the United Kingdom and United States, both online and social media–based promotion and delivery of free HIVST kits effectively increased the frequency of testing and reached MSM who were not previously tested [21,22]. In accordance with international data [23,24], a previous Brazilian study suggested that HIVST would be well accepted among MSM [25]. Thus, providing HIVST using these technologies may represent a step forward in increasing testing access in Brazil, where free HIV testing is already provided by the Brazilian Public Health System (“Sistema Unico de Saúde”).

Considering the limited access to and uptake of HIV testing among MSM in Brazil and the evidence supporting its acceptability, this paper reports on the development and feasibility of an internet-based HIVST (electronic testing [e-testing]) approach. E-testing was designed to promote HIV prevention by providing free anonymous HIVST and to enhance linkage to HIV care for those with a confirmed HIV positive status. We describe the results from the e-testing program’s first year, when HIVST was not available in Brazil outside the research studies.

Methods

Design

This cross-sectional analysis describes the results obtained from the e-testing strategy between February 2015 and January 2016. E-testing was developed as part of the broader initiative “A Hora é Agora” (AHA; or “The Time is Now”), which included three community-based strategies to deliver rapid HIV testing: a mobile testing unit, an NGO site, and e-testing. AHA was implemented in partnership with the Oswaldo Cruz Foundation (FIOCRUZ); the Department of STI, AIDS, and Viral Hepatitis of the Brazilian Ministry of Health; the Municipal Health Secretariat of Curitiba; the Federal University of Paraná; Grupo Dignidade (a local Lesbian Gay Bisexual Transgender and Queer/Questioning NGO); and Centers for Disease Control and Prevention (CDC) - Brazil. Implementation of the AHA program was focused in Curitiba, a city with 1.75 million inhabitants in southern Brazil and an estimated HIV prevalence of 19.9% (95% CI 14.2-27.2) among MSM [18].

Recruitment

The AHA program counted on an extensive communications plan to increase HIV testing and target young MSM [26]. The appropriateness of the communications strategy was piloted in focus groups including the target population, conducted in the preformative research (which also mapped the main MSM gathering sites and possible community partners to the program). The communication plan was continuously monitored and evaluated during the entire program via independent focus groups conducted in 2016 and Google Analytics.

Briefly, the communications included printed handouts distributed via in-person outreach events in places where MSM socialize in the city; partnerships with gay and MSM-friendly establishments such as saunas, movie theatres, cafes, and bars; and virtual messages disseminated trough a Facebook page and gay online sites such as ManHunt and Grindr. Examples of the materials used for AHA are presented in Figure 1.
Study Population
Participants were eligible to receive an HIVST package if they were male at birth, were at least 18 years of age, resided in Curitiba, were HIV-negative or had an unknown HIV status, had access to the internet, and agreed to participate in the study after reading the online informed consent form.

E-Testing Web Platform
The internet platform was made available to all at www.ahoraeagora.org and could be accessed via personal computer, smartphones, or tablets (apps were available for IOS and Android). This platform contained four modules (ie, website sections presenting different access credentials): general information, HIVST order, management, and monitoring. The general information module contained HIV prevention information targeted to MSM, a step-by-step video, written instructions for using HIVST, geocoded options for HIV testing locations in Curitiba, and a personal risk assessment calculator (Figure 2).

The risk assessment calculator was adapted from the HIV incidence risk for MSM scale, a 7-item questionnaire developed to predict HIV seroconversion among MSM [27] and recommended by the CDC to screen individuals for eligibility for pre-exposure prophylaxis [28]. Individuals could check their risk status and receive feedback, but data were not collected/saved in the platform. (Figure 3).

The HIVST order module included an online questionnaire and the option to request HIVST. This module evaluated eligibility criteria and enabled test kit delivery via standard Brazilian mail or self-pick up at a central pharmacy within 2 weeks. After completing the mandatory section of the questionnaire and selecting a delivery option, a random personal identification number (PIN) was assigned by the automated system. The PIN was used to track future HIVST requests, collect self-reported HIVST results, and monitor subsequent linkage to further testing and HIV care.

The management module encompassed the administration and logistics functions of HIVST package delivery (including central and pharmacy inventory control) and generated management reports for authorized staff. Finally, the fourth module monitored access and usability statistics of the AHA website (using Google Analytics), aggregated data from the order module, and generated routine reports.
Figure 2. E-testing Web platform: general information module.
HIV Self-Testing Package

MSM who met the eligibility criteria and accessed the e-testing website could order an HIVST package. The package included two OraQuick Advanced HIV-1/2 HIVST kits, (OraSure Technologies, Inc, Bethlehem, PA, adapted and repackaged for self-testing in Brazil), condoms, lubricants, written self-test instruction, an anonymous prepaid card for returning test results (for those preferring to return the results by mail), and information about health facilities that provided free confirmatory HIV testing. Between March 7, 2015, and May 4, 2015, and between August 14, 2015, and February 29, 2016, only one HIVST was sent in each package. Using their PIN, individuals could order a new package every 6 months.

Measures

**Website Analytics, HIV Self-Testing Distribution, and Platform Usability**

Website analytics were measured using Google Analytics. Data on HIVST distribution were retrieved from the management module. Platform usability was measured using the following questions:

- **Question:** “Overall, did you find this platform easy to use?” **Response:** Yes/No
- **Question:** “What were the major difficulties you find in the platform?” **Responses:** “I was not able to find the links I was looking for” / “I would like to have access to more tests” / “I would like to retrieve the tests in other places” / “I did not find any difficulties” / “Other-specify”
- **Question:** “Did you find the testing instructions clear?” **Response:** Yes/No
Characteristics of the Study Population

Individuals requesting an HIVST package were encouraged to answer the online questionnaire available in the HIVST order module. The questionnaire comprised two parts: the first was mandatory to initiate the HIVST request and included the eligibility criteria (e.g., participant’s age, city, and unknown or negative HIV status). The second part was optional and evaluated demographic characteristics (e.g., schooling, color/race, gender and sexual orientation, and steady partner), risk perception (using the question “What is your likelihood of getting HIV in the next 12 months?”) [29], and risk behavior for HIV infection (using the HIV incidence risk for the MSM scale) [27].

HIV Self-Testing Result Return

Individuals were asked to return their results either by directly entering result information into the website (using their PINs) or via the prepaid postal card. Additionally, when uploading results to the website, individuals were invited to answer a questionnaire regarding their experience and any possible social harm (using three dichotomous questions regarding coercion, feelings of shame, or violent reactions of partners).

Confirmatory Testing

Individuals with a reactive or invalid test result were instructed to seek confirmatory testing at Curitiba’s reference center for HIV Counseling and Testing (COA) and to bring their PIN. The COA follows the HIV testing algorithm of the 2014 Brazilian Ministry of Health guidelines [30], and those confirmed to be HIV-positive were offered immediate HIV care. A question regarding the AHA testing strategies was included in the regular COA form, and staff reported the number of tests performed as a result of referrals from specific AHA project strategies.

Feasibility Outcomes

Project success was defined a priori as ≥60% individuals ordering HIVST after starting the online request process; ≥50% individuals picking up the HIVST at the pharmacy within 2 weeks; 1000 HIVST packages (2000 HIVST kits) distributed in 12 months; 20% HIVST results returned via mail or the online platform; and ≥50% individuals, who self-reported a reactive HIVST, accessing the COA for confirmatory testing and HIV care. There were no a priori outcomes related to the second HIVST kit included in the package.

Although there was scarce evidence to determine all the feasibility outcomes at the time of the study design (2014), a limited-advertised Brazilian Web survey was able to reach 629 MSM in around 10 days, of whom 82 were from the South region of the country. The vast majority (89.8%) of them reported high interest in using HIVST [25]. As the South of the country has three state capitals, and this project had a strong communications plan, we expected to distribute around 80 HIVST per month (rounded to 1000/year) in the selected South Capital (Curitiba). For the outcomes that we had no previous data on, we considered the most conservative estimate (50%) to be acceptable. Finally, regarding return of the testing results, we considered the general low response of mail and email surveys conducted in different areas of knowledge [31-34] and the additional absence of incentives; as such, we expected that 20% of the results would be returned to the project.

Statistical Analysis

We present the results of the online questionnaires and HIVST results returned using descriptive statistics, including both absolute counts and relative frequencies and 95% CIs. Data were analyzed using SPSS software (IBM Corp, Armonk, NY).

Ethical Issues

Details of informed consent were displayed in pop-up windows preceding the online questionnaire. No personally identifying information was collected in the informed consent forms or questionnaires to preserve users’ anonymity.

Personal information necessary for HIVST delivery was saved in the Web server and was restricted to trained staff in charge of package mail delivery. All staff members signed a confidentiality agreement. Identification for HIVST delivery was not linked to individuals’ questionnaire responses. To ensure information security and confidentiality, the website used verified access to the original site, data encryption between personal computers and the website, and encryption of database tables. Information was only available to users registered with a login and a safe password.

Trained counselors at a 24/7 hotline were available to assist in the event of any psychological crisis. Social harm, such as coercion or violent reactions of partners, was considered an adverse event and was assessed in the feedback questionnaire.

The e-testing study protocol was approved by the Evandro Chagas National Institute of Infectious Diseases/FIOCRUZ Institutional Review Board (CAAE number: 37848114.9.0000.5262). The study was reviewed according to the Centers for Disease Control and Prevention human research protection procedures and was determined to be research but the CDC was not engaged.

Results

The detailed frequencies and data sources of the e-testing study during its first year of implementation are provided in Figure 4.
Figure 4. E-testing project flowchart for Curitiba, Brazil (2015-2016). *Between March 7, 2015, and May 4, 2015, and between August 14, 2015, and February 29, 2016, only one HIVST was sent in each package; therefore, the total number of unique HIVST kits distributed is 4342. HIVST: HIV self-testing.

Website analytics and HIVST distribution

- Page views: 67,225
- 17,786 unique visitors (Google Analytics)
- Online questionnaires initiated: 7300
- Online questionnaires fulfilling inclusion criteria: 4800
- Package’s requests initiated: 3885
- Packages delivered (4342 tests)*: 2526
- Packages with results returned to the project: 542

Characteristics of the study population

- Online questionnaires fulfilling inclusion criteria: 4800 (4800/7300=65%)
- Questionnaires completed: 3218 (3218/4800=67%)

HIVST feedback and Confirmatory

<table>
<thead>
<tr>
<th>Result</th>
<th>Website (only)</th>
<th>Regular mail (only)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-reactive</td>
<td>430</td>
<td>78</td>
<td>508</td>
</tr>
<tr>
<td>Reactive</td>
<td>19</td>
<td>4</td>
<td>23</td>
</tr>
<tr>
<td>Invalid</td>
<td>11</td>
<td>0</td>
<td>11</td>
</tr>
</tbody>
</table>

% assuming there are no duplicates

37 individuals went to the Project's selected health service to perform confirmatory tests
30 were positive

Website Analytics, HIV Self-Testing Distribution, and Platform Usability

During the study period, the AHA website had 67,225 page views from 17,786 unique visitors. The most frequently viewed pages were those in which users could order an HIVST package by mail (9.7%), all pages containing information on HIV prevention (6.6%), and the page on risk self-assessment (6.5%; Table 1). The e-testing app had 2571 downloads (1780 downloads at Google Play and 791 at Apple Store).

Overall, 3885 questionnaire respondents initiated an HIVST request, of which 2526 packages were delivered (215 requests were returned by mail, 124 were cancelled by the users, 884 were not picked up at the pharmacy within 2 weeks, 128 were not sent due to incomplete addresses, and 8 were in the process of delivery at the time the present dataset was closed; Figure 4). Most deliveries were made by the Brazilian mail (n=1943, 77%), and 583 (23%) packages were picked up at the pharmacy. A total of 66 PINs (of 3885, 1.7%) requested at least one additional HIVST package during the study period.

Of all individuals accessing the website, 362 answered questions about the usability of the website. Most respondents found the site “Very easy” (n=260, 71.8%) or “Easy” (n=71, 19.6%) to use. Furthermore, 72% (262/362) stated that they did not have difficulties navigating the website, and only 21 (5.8%) stated that they did not find the pages they were searching for. The vast majority (n=339, 93.6%) also found that the website’s instructions for performing HIVST were clear.
Table 1. Pages viewed (n=67,225) on the A Hora é Agora e-testing website in Curitiba, Brazil (February 6, 2015, to January 31, 2016).

<table>
<thead>
<tr>
<th>Pages viewed</th>
<th>Value, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any of the following links on HIV prevention information</td>
<td>4425 (6.6)</td>
</tr>
<tr>
<td>Viral load and treatment as prevention</td>
<td>337 (0.5)</td>
</tr>
<tr>
<td>Circumcision</td>
<td>750 (1.1)</td>
</tr>
<tr>
<td>Sexual transmitted diseases</td>
<td>280 (0.4)</td>
</tr>
<tr>
<td>Interrupted intercourse</td>
<td>746 (1.1)</td>
</tr>
<tr>
<td>Pre-exposure prophylaxis</td>
<td>418 (0.6)</td>
</tr>
<tr>
<td>Postexposure prophylaxis</td>
<td>583 (0.9)</td>
</tr>
<tr>
<td>Oral sex</td>
<td>946 (1.4)</td>
</tr>
<tr>
<td>Condom use</td>
<td>365 (0.5)</td>
</tr>
<tr>
<td>Link for risk self-assessment</td>
<td>4398 (6.5)</td>
</tr>
<tr>
<td>Link to HIV-testing facilities map</td>
<td>3420 (5.1)</td>
</tr>
<tr>
<td>Link to HIVST&lt;sup&gt;b&lt;/sup&gt; request by mail</td>
<td>6546 (9.7)</td>
</tr>
<tr>
<td>Link to pick up HIVST in the pharmacy</td>
<td>1917 (2.9)</td>
</tr>
<tr>
<td>Link to step-by-step video</td>
<td>4118 (6.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Proportion of hits in a specific link over total hits for the website.

<sup>b</sup>HIVST: HIV self-testing.

Characteristics of the Study Population

During the study period, 65% (4800/7300) of individuals who initiated an HIVST request met the eligibility criteria. Of the men who completed the online questionnaire (n=3218), most were young (median: 25 years; interquartile range [IQR]: 22-31 years), were of white race/ethnicity (n=2478, 77%), had completed at least secondary school (n=2810, 87%), and had never had an HIV test (n=1206, 37.5%; Table 2). The frequency of possible reasons for never testing were “I am afraid of having a positive result” (27.6%), “I feel ashamed” (21.7%), “It is inconvenient to go to a health care clinic” (15.7%), “I am not at risk of being infected” (10.4%), and “I feel lazy” (7.4%); 17.3% did not want to answer this question.
Table 2. Demographic and behavioral characteristics of men who completed the online questionnaire at the A Hora é Agora e-testing website in Curitiba, Brazil 2015-2016 (N=3218).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>25 (22-31)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>2478 (77.0)</td>
</tr>
<tr>
<td>Black</td>
<td>103 (3.2)</td>
</tr>
<tr>
<td>Mixed</td>
<td>495 (15.4)</td>
</tr>
<tr>
<td>Native</td>
<td>22 (0.7)</td>
</tr>
<tr>
<td>Asian</td>
<td>49 (1.5)</td>
</tr>
<tr>
<td>Don’t know/don’t want to answer</td>
<td>71 (2.2)</td>
</tr>
<tr>
<td><strong>Schooling</strong></td>
<td></td>
</tr>
<tr>
<td>No schooling/incomplete primary school</td>
<td>85 (2.6)</td>
</tr>
<tr>
<td>Complete primary/incomplete secondary school</td>
<td>261 (8.1)</td>
</tr>
<tr>
<td>Complete secondary/incomplete college</td>
<td>1549 (48.1)</td>
</tr>
<tr>
<td>Complete college/graduate/professional school</td>
<td>1261 (39.2)</td>
</tr>
<tr>
<td>Don’t know/don’t want to answer</td>
<td>62 (1.9)</td>
</tr>
<tr>
<td><strong>Sexual identity/orientation</strong></td>
<td></td>
</tr>
<tr>
<td>Gay/homosexual</td>
<td>1953 (60.7)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>370 (11.5)</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>649 (20.2)</td>
</tr>
<tr>
<td>Transvestite, transsexual, transgender</td>
<td>22 (0.7)</td>
</tr>
<tr>
<td>Other</td>
<td>25 (0.8)</td>
</tr>
<tr>
<td>Don’t know/don’t want to answer</td>
<td>199 (6.2)</td>
</tr>
<tr>
<td><strong>Steady partner</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1334 (41.5)</td>
</tr>
<tr>
<td>No</td>
<td>1677 (52.1)</td>
</tr>
<tr>
<td>Don’t want to answer</td>
<td>207 (6.4)</td>
</tr>
<tr>
<td><strong>Risk perception</strong></td>
<td></td>
</tr>
<tr>
<td>Perceived likelihood of acquiring HIV in the next 12 months</td>
<td></td>
</tr>
<tr>
<td>None/little chance</td>
<td>1973 (61.3)</td>
</tr>
<tr>
<td>Some chance/high chance/certainly</td>
<td>266 (8.3)</td>
</tr>
<tr>
<td>Don’t want to answer</td>
<td>978 (30.4)</td>
</tr>
<tr>
<td><strong>Had a previous HIV test in lifetime</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2012 (62.5)</td>
</tr>
<tr>
<td>No</td>
<td>1206 (37.5)</td>
</tr>
<tr>
<td><strong>Risk behavior for HIV infection</strong></td>
<td></td>
</tr>
<tr>
<td>Number of male sexual partners (6 months)</td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>1486 (46.2)</td>
</tr>
<tr>
<td>6-10</td>
<td>345 (10.7)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>197 (6.1)</td>
</tr>
<tr>
<td>Don’t know/don’t want to answer</td>
<td>1190 (37.0)</td>
</tr>
<tr>
<td>Number of times participant was receptive to partner without condom (6 months)</td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>Value, n (%)</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>None</td>
<td>14 (0.4)</td>
</tr>
<tr>
<td>Once or more</td>
<td>1097 (34.1)</td>
</tr>
<tr>
<td>Don’t know/don’t want to answer</td>
<td>2107 (65.5)</td>
</tr>
<tr>
<td><strong>Number HIV-positive partners (6 months)</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>34 (1.0)</td>
</tr>
<tr>
<td>1</td>
<td>231 (7.2)</td>
</tr>
<tr>
<td>&gt;1</td>
<td>37 (1.2)</td>
</tr>
<tr>
<td>Don’t know/don’t want to answer</td>
<td>2916 (90.6)</td>
</tr>
<tr>
<td><strong>Number of times participant had condomless insertive anal sex with HIV-positive partner (6 months)</strong></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>419 (13.0)</td>
</tr>
<tr>
<td>≥5</td>
<td>149 (4.7)</td>
</tr>
<tr>
<td>Don’t know/don’t want to answer</td>
<td>2650 (82.3)</td>
</tr>
<tr>
<td><strong>Stimulant use (6 months)</strong>[^b]</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>525 (16.3)</td>
</tr>
<tr>
<td>No</td>
<td>2466 (76.6)</td>
</tr>
<tr>
<td>Don’t know/don’t want to answer</td>
<td>227 (7.1)</td>
</tr>
<tr>
<td><strong>STI[^c] diagnosis in prior 6 months</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>249 (7.8)</td>
</tr>
<tr>
<td>No</td>
<td>2728 (84.7)</td>
</tr>
<tr>
<td>Don’t know/don’t want to answer</td>
<td>241 (7.5)</td>
</tr>
</tbody>
</table>

[^a]: IQR, interquartile range.
[^b]: Stimulants include cocaine, crack, poppers, and ecstasy.
[^c]: STI: sexually transmitted infection.

### Return of HIV Self-Testing Results

Of the 2526 packages delivered, 21.4% (n=542) returned an HIVST result on the website or by mail. Of these, 19 reactive and 11 invalid test results were entered into the website platform and 4 reactive results were returned by mail (as of February 29, 2016).

There were 91 responses to the feedback survey on self-testing, but we received no reports (questionnaire or hotline) of psychological crises or violent reactions from partners. However, one individual reported feeling ashamed because someone saw him self-testing.

### Confirmatory Testing

As of February 2016, 37 individuals were tested at the COA reporting to have used the e-testing: 30 had HIV-positive results and 7 had negative results.

### Feasibility Outcomes

Project success was achieved for most of the previously defined outcomes (Table 3).

Over the study period, the telephone hotline received 70 calls: two were questions regarding what to do following a reactive result, three were related to assistance with interpreting the self-test result, five were related to queries on test performance, six were related to problems with HIVST delivery, and the remaining were about HIV testing in general and not about self-testing/e-testing.
We describe an internet-based strategy to provide HIV prevention information and HIVST to MSM in Curitiba, Brazil. In the first year, we delivered 2526 HIVST packages, substantially more than predicted in the study design (1000 packages). Our findings are similar to reports from previous studies that have shown good uptake and use of websites containing information on HIV prevention, self-assessment of risk, and HIVST among MSM [35,36]. Such high uptake is likely due to the significant number of MSM who use social media and the internet to look for sexual partners [37]. A previous Web-based survey in 10 Brazilian cities [38] found that 1798 (35.6%) of responding MSM reported using social media and the internet to meet sexual partners [37]. A priori success indicator

Discussion

We describe an internet-based strategy to provide HIV prevention information and HIVST to MSM in Curitiba, Brazil. In the first year, we delivered 2526 HIVST packages, substantially more than predicted in the study design (1000 packages). Our findings are similar to reports from previous studies that have shown good uptake and use of websites containing information on HIV prevention, self-assessment of risk, and HIVST among MSM [35,36]. Such high uptake is likely due to the significant number of MSM who use social media and the internet to look for sexual partners [37]. A previous Web-based survey in 10 Brazilian cities [38] found that 1798 (35.6%) and 678 (13.4%) of responding MSM reported using social media and the internet to meet sexual partners [37]. A previous Web-based survey in 10 Brazilian cities [38] found that 1798 (35.6%) and 678 (13.4%) of responding MSM reported using social media and the internet to meet sexual partners [37].

The use of internet and social media approaches for health promotion and behavioral interventions has become more routine as those using social media and the internet to meet sexual partners [37]. A previous Web-based survey in 10 Brazilian cities [38] found that 1798 (35.6%) and 678 (13.4%) of responding MSM reported using social media and the internet to meet sexual partners [37]. A previous Web-based survey in 10 Brazilian cities [38] found that 1798 (35.6%) and 678 (13.4%) of responding MSM reported using social media and the internet to meet sexual partners [37].

E-testing appeared to appeal to never-tested MSM who reported a fear of having a positive result, shame (which is probably related to stigma), and unfriendly health facilities. These results are consistent with reports showing that HIVST is highly acceptable to MSM [25,44] and can facilitate uptake and frequency of testing. This demand was likely driven by the privacy of e-testing, which systematic reviews have highlighted as a priority for MSM [23]. Similarly, the large number of HIVST packages delivered by mail, compared to packages retrieved in the public pharmacy, was likely related to introducing delivery models that addressed challenges such as travel distances, wait times at facilities, and confidentiality issues [45,46], all of which have been previously cited as barriers to testing.

Of the individuals who answered the entire online questionnaire, most identified as young, white, well-educated, and without a steady partner. Although these characteristics were similar to those reported in other studies among MSM in the country [38,47], there were some differences as compared to a recent household probability survey conducted among men from Curitiba [48]: In our study, participants were younger, more likely to be white (77% vs 64%), less likely to perceive high risk for HIV infection (8% vs 52%), and less likely to have ever had an HIV test (62.5% vs 75.7%) than found in the survey [48].

However, the latest Brazilian estimates have shown an increase in the HIV prevalence among young MSM [18], who also showed riskier sexual behavior than older MSM [19]. This new evidence reinforces the importance of strategies to successfully reach this key population. Our findings suggest that, at least for young MSM, important subpopulations are open to new HIV testing strategies and understand the need for frequent or risk-based HIV testing.

Table 3. Feasibility outcomes defined in the study protocol and achievements in the A Hora é Agora e-testing project in Curitiba, Brazil (2015-2016).

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Proportion</th>
<th>Indicator</th>
<th>A priori success indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individuals who got an HIVSTa package after starting the online request process</td>
<td>2526/3885</td>
<td>65.0%</td>
<td>≥60%</td>
</tr>
<tr>
<td>Individuals who collected the HIVST at the distribution pharmacy, within 2 weeks of ordering</td>
<td>544/1417</td>
<td>38.4%</td>
<td>≥50%</td>
</tr>
<tr>
<td>HIVST packages distributed during the initial 12-month timeframe (either sent by mail or retrieved at the pharmacy)b</td>
<td>Not applicable</td>
<td>2526c</td>
<td>≥1000c</td>
</tr>
<tr>
<td>Proportion of HIVST packages with a test result returnedd via mail or the website up to February 29, 2016</td>
<td>(82e+440f)/2526</td>
<td>21.4%</td>
<td>≥20%</td>
</tr>
<tr>
<td>Proportion of those with a positive result who accessed the Counseling and Testing Center for confirmatory testing up to February 29, 2016</td>
<td>30f/34h</td>
<td>88.2%</td>
<td>≥50%</td>
</tr>
</tbody>
</table>

aHIVST: HIV self-testing.

bBetween March 7, 2015, and May 4, 2015, and between August 14, 2015, and February 29, 2016, only one HIVST was sent in each package; therefore, the total number of unique HIVST kits distributed is 4342.

cThe N value is presented.

dDifferent date (February 29, 2016) was considered in this indicator to provide enough time for individuals to receive/retrieve tests and include the results on the platform.

eOverall, there were 90 results returned by mail, but 8 were also included on the site (n=82 test results returned by mail). Four unique reactive results were returned by mail.

f60 test results returned on the website.

gOverall, 37 individuals went to Counseling and Testing Center to access confirmatory testing: 30 were positive and 7 were negative. Given the absence of identification, we cannot confirm that these are the same individuals who reported their results into the site or by mail.

h19 reactive+11 invalid inserted in the platform+4 reactive returned by mail up to February 29, 2016.
In our study, HIVST was provided for free but without the provision of any incentives (the Brazilian Ethic regulations do not allow the provision of incentives for research participants or patients). We received 21.4% of HIVST results (18.2% through the website and 3.2% by mail). This was a substantially lower proportion than presented in China by Zhong et al [49], who reported 97% of self-testers returning results when HIVST kit costs were refunded upon return of results. We believe that this difference is related to the provision of incentives, and not providing incentives was one of the reasons why we estimated a low return rate when designing this feasibility study. However, the World Health Organization recommends self-testing as an additional HIV testing tool [8], not as an HIV surveillance tool, meaning that a low return rate may not represent a major drawback. On the other hand, confirmatory testing and rapid linkage to care are essential after a reactive HIVST result. A study conducted in Brazil reported that of 131 MSM who tested positive, only 95 (72.5%) were linked to care [50]. Because of the anonymity of the e-testing strategy, the proportion of study participants who sought confirmatory testing is uncertain. Furthermore, although users were instructed to bring their PIN to the COA when seeking confirmatory testing, no one accessing services at COA provided a PIN. Therefore, we could not match the HIVST results and confirmatory results. Other programs seeking ways to track users’ confirmatory testing and linkage to HIV services following HIVST should be aware of this limitation and the challenges with monitoring HIVST implementation. Other potential caveats of self-testing discussed in the literature are psychological crises and social harm. In our study, neither of these events were reported, which is consistent with the international literature [12,23].

E-testing was largely successful during its first year: E-testing achieved most of the previously defined study outcomes, and demand for HIVST was twice that initially anticipated. However, our study had limitations. The anonymous, self-reported nature of data collection and the low proportion of users who reported their HIVST results prevented us from validating individual HIVST results with confirmatory tests and from estimating the HIV prevalence (due to the inability to exclude multiple answers from the same individuals). Additionally, because we did not track the second test distributed in the package, it is possible that the test requestor gave the second test to a friend or partner, which would increase the number of individuals tested during the study period. We likely also missed MSM who may be fearful of HIV testing and those who did not have access to the internet, which limits the generalizability of our findings. Despite these limitations, we achieved our primary goal, which was to reach individuals who do not access traditional HIV testing services.

In conclusion, our findings show that an internet-based strategy to provide free, anonymous HIVST kits was acceptable and feasible in Brazil. Lessons learned from this study may also be applied to other countries in Latin America with similar cultural and epidemiological contexts. The discretion and convenience of HIVST may increase testing among MSM who are not reached through existing services. Future investigation is needed, however, to identify strategies to support linkage to prevention and treatment services and to determine the potential public health impact and cost-effectiveness of HIVST in Brazil.

Acknowledgments
This project was supported (in part) by the President’s Emergency Plan for AIDS Relief (PEPFAR) through the CDC under the terms of the Key Population Implementation Science (KPIIS) initiative (Grant number: NU2GGH01152). The findings and conclusions in this report are those of the authors and do not necessarily represent the official position of the funding agencies.

Conflicts of Interest
None declared.

References


Abbreviations

AHA: “A Hora é Agora” (The Time is Now) program
CDC: Centers for Disease Control and Prevention
COA: HIV Counseling and Testing Center
FIOCRUZ: Oswaldo Cruz Foundation
HIVST: HIV self-testing
IQR: interquartile range
MSM: men who have sex with men
NGO: nongovernmental organization
PEPFAR: President’s Emergency Plan for AIDS Relief
PIN: personal identification number
STI: sexually transmitted infection
UNAIDS: Joint United Nations Programme on HIV/AIDS
WHO: World Health Organization
Efficacy of a Self-Regulation–Based Electronic and Mobile Health Intervention Targeting an Active Lifestyle in Adults Having Type 2 Diabetes and in Adults Aged 50 Years or Older: Two Randomized Controlled Trials

Louise Poppe1,2, PhD; Ilse De Bourdeaudhuij1, PhD; Maïté Verloigne1, PhD; Samyah Shadid3, MD, PhD; Jelle Van Cauwenberg4, PhD; Sofie Compernolle1, PhD; Geert Crombez2, PhD

1Department of Movement and Sports Sciences, Ghent University, Ghent, Belgium
2Department of Experimental Clinical and Health Psychology, Ghent University, Ghent, Belgium
3Department of Endocrinology, Ghent University Hospital, Ghent, Belgium
4Department of Public Health and Primary Care, Ghent University, Ghent, Belgium

Corresponding Author:
Louise Poppe, PhD
Department of Movement and Sports Sciences
Ghent University
Watersportlaan 2
Ghent,
Belgium
Phone: 32 9 264 63 63
Email: louise.poppe@ugent.be

Abstract

Background: Adopting an active lifestyle plays a key role in the prevention and management of chronic diseases such as type 2 diabetes mellitus (T2DM). Web-based interventions are able to alter health behaviors and show stronger effects when they are informed by a behavior change theory. MyPlan 2.0 is a fully automated electronic health (eHealth) and mobile health (mHealth) intervention targeting physical activity (PA) and sedentary behavior (SB) based on the Health Action Process Approach (HAPA).

Objective: This study aimed to test the short-term effect of MyPlan 2.0 in altering levels of PA and SB and in changing personal determinants of behavior in adults with T2DM and in adults aged ≥50 years.

Methods: The study comprised two randomized controlled trials (RCTs) with an identical design. RCT 1 was conducted with adults with T2DM. RCT 2 was performed in adults aged ≥50 years. Data were collected via face-to-face assessments. The participants decided either to increase their level of PA or to decrease their level of SB. The participants were randomly allocated with a 2:1 ratio to the intervention group or the waiting-list control group. They were not blinded for their group allocation. The participants in the intervention group were instructed to go through MyPlan 2.0, comprising 5 sessions with an interval of 1 week between each session. The primary outcomes were objectively measured and self-reported PA (ie, light PA, moderate-to-vigorous PA, total PA, number of steps, and domain-specific [eg, transport-related] PA) and SB (ie, sitting time, number of breaks from sitting time, and length of sitting bouts). Secondary outcomes were self-reported behavioral determinants for PA and SB (eg, self-efficacy). Separate linear mixed models were performed to analyze the effects of MyPlan 2.0 in the two samples.

Results: In RCT 1 (n=54), the PA intervention group showed, in contrast to the control group, a decrease in self-reported time spent sitting (P=.09) and an increase in accelerometer-measured moderate (P=.05) and moderate-to-vigorous PA (P=.049). The SB intervention group displayed an increase in accelerometer-assessed breaks from sedentary time in comparison with the control group (P=.005). A total of 14 participants of RCT 1 dropped out. In RCT 2 (n=63), the PA intervention group showed an increase for self-reported total PA in comparison with the control group (P=.003). Furthermore, in contrast to the control group, the SB intervention group decreased their self-reported time spent sitting (P=.08) and increased their accelerometer-assessed moderate (P=.06) and moderate-to-vigorous PA (P=.07). A total of 8 participants of RCT 2 dropped out.

Conclusions: For both the samples, the HAPA-based eHealth and mHealth intervention, MyPlan 2.0, was able to improve only some of the primary outcomes.
For example, in recent years, this theoretical framework has also been used independently tested framework. Indeed, the HAPA has been approach (HAPA) was the most often used and the results further showed that the health action process incorporating pre- as well as postintentional determinants of behavior change [15]. A review the intention-behavior gap by considering pre- as well as postintentional determinants of behavior [15]. The identified models showed considerable overlap in the proposed processes to bridge the intention-behavior gap. The results further showed that the health action process approach (HAPA) was the most often used and independently tested framework. Indeed, the HAPA has been applied to alter the levels of PA and SB in clinical (including adults with T2DM [18]) and in nonclinical populations [19,20]. In recent years, this theoretical framework has also been used for developing Web-based behavioral interventions [21-24]. For example, SmartMobiel, an eHealth intervention informed by the HAPA-model was found to be effective in increasing PA in adults [25]. According to the HAPA, risk perception, outcome expectancies, self-efficacy, intention, action planning, coping planning, and monitoring are personal determinants playing a key role in behavior change. MyPlan 2.0 is a stand-alone HAPA-based eHealth and mHealth intervention comprising (1) a website offering weekly sessions to create and evaluate personal goals and (2) an optional mobile app providing daily support [26]. The program offers a module targeting increases in PA and a module targeting reductions in SB. The users autonomously select which behavior they will focus on. This was done because of two reasons. First, PA and SB are considered distinct rather than opposite behaviors, each having a unique contribution to people’s mental and physical health [27]. Indeed, one might reach the health norms regarding PA and still show high levels of SB and vice versa. Second, the self-regulation framework emphasizes the importance of goal ownership and highlights the need to let people select goals that they can relate with [15]. The program aims to alter behavior by targeting the HAPA-based personal determinants of behavior. As obtaining large changes in behavior might take longer than the length of the program, it is important to also assess whether the intervention altered the targeted personal determinants for behavior. These personal determinants could be altered on a shorter term and, according to the HAPA, changes in the personal determinants will result in changes in behavior. The aim of this study was to test the efficacy of MyPlan 2.0 to alter behavior (primary outcome) and behavioral determinants (secondary outcome) in adults with T2DM. The research protocol for the randomized controlled trial (RCT) in patients with T2DM was published [26]. However, we encountered difficulties in recruiting participants with T2DM. For that reason, it was decided to recruit an additional group of participants from the general population from a similar age cohort as the population with T2DM. Consequently, the participants of RCT 1 were adults diagnosed with T2DM and the participants of RCT 2 were adults aged 50 years or older.

Methods

Hypotheses

Similar hypotheses were formulated for both RCTs. Regarding PA, we hypothesized that MyPlan 2.0 would have a positive effect on self-reported and objectively measured levels of total PA, MVPA, and light PA (LPA) in the PA intervention group compared with the control group. Regarding sedentary behavior, we hypothesized that MyPlan 2.0 would reduce self-reported and objectively measured total sitting time in the SB intervention group compared with the control group. Furthermore, as the...
intervention focused on limiting sedentary time as well as interrupting periods of prolonged sitting, we expected to find an increase in breaks from sedentary time and a decrease in the length of the sedentary bouts in the intervention group targeting SB compared with the control group. Regarding the personal determinants, we expected that MyPlan 2.0 would increase the participants’ self-efficacy, outcome expectations, intention, action planning, coping planning, and self-monitoring. No hypotheses regarding the participants’ risk perception were made as MyPlan 2.0 did not specifically target this personal determinant [26].

Study Design and Procedure

In total, 2 RCTs with a parallel group design were conducted to investigate the effect of MyPlan 2.0 on PA, SB, and HAPA-based determinants. The protocol was preregistered [26]. The a priori power analysis suggested a sample size of 96 participants. Adults with T2DM were recruited via the Ghent University Hospital and the Damian General Hospital (Ostend). However, recruitment via the hospitals was slow. Therefore, in contrast with the recruitment process described in the protocol, we also advertised the study via the Flemish Diabetes Association and in adults with T2DM who participated in the previous research of the involved research groups. The sample of adults aged ≥50 years was recruited via advertisements in local newspapers and via snowball sampling. For both samples, the inclusion criteria were (1) being literate in the Dutch language to engage in the intervention, (2) being computer literate, (3) having internet access, and (4) not having participated in the qualitative study about MyPlan 2.0. Additional inclusion criteria to participate in RCT 1 were being diagnosed with T2DM since at least 1 month and being 18 years or older, whereas the participants of RCT 2 were required to be aged 50 years or older.

Figure 1 displays the design of the RCTs. After enrollment, the participants were visited by one of the researchers. During the home visit, the researcher explained the difference between PA and SB and asked the participants to select a target behavior (ie, increasing PA or decreasing SB). The participants completed questionnaires and their weight and waist circumference were assessed. The participants were instructed to wear an accelerometer for 10 consecutive days starting the day after the home visit. After these 10 days, the participants were allocated by LP to the intervention or the waiting-list control group using a 2:1 ratio. This was done via a random number generator. The participants allocated to the waiting-list control group were informed about their allocation and instructed to continue with their life as usual. The participants allocated to the intervention group received access to the MyPlan 2.0 website and the mobile app. The participants who selected to focus on their level of PA were guided to the version targeting PA (PA intervention group), whereas the participants who selected to alter their level of SB were guided to the version targeting SB (SB intervention group). They were instructed to go through each of the weekly sessions (5 in total) offered by the website. The involved researchers inspected the logfile of the website to check whether the participants logged in for each session. The participants who forgot to log in were contacted by a researcher via email and informed about the next session. If the participant did not respond, he or she was contacted via telephone. As having a smartphone was not an inclusion criterion, it was not obligatory to use the mobile app. To monitor any adverse effects (eg, hypoglycemia), all participants were weekly phoned by a member of the research team. No coaching took place during these phone calls.

After completing all sessions (PA and SB intervention groups) or the 5-week waiting period (control group), a second home visit was arranged. During this second home visit, the participants completed the same assessments as at baseline. The participants who decided to leave the study were contacted by one of the researchers and asked if they were willing to complete a questionnaire assessing potential reasons for attrition. Except during the pretest (the participants were allocated to a group after the pretest), neither the participants nor researchers assessing the outcome variables were blinded.

Figure 1. Design of the randomized controlled trials.
All data were collected between January and September 2018. No changes regarding bug fixes, downtimes, or content changes to the Web-based program occurred after trial commencement. The RCTs were approved by the Committee of Medical Ethics of the Ghent University Hospital (Belgian registration numbers: B670201732566 for RCT 1 and BE670201731996 for RCT 2).

MyPlan 2.0

MyPlan 2.0 is a free fully automated HAPA-based eHealth and mHealth intervention comprising a website and an optional mobile app. Its precursor, MyPlan 1.0, showed high levels of attrition. Several user-based studies were performed to better adapt MyPlan 2.0 to the users’ needs [29-32]. Multimedia Appendix 1 provides an overview of the lessons learned from each of these studies and describes how these findings guided the adaptations to MyPlan 2.0. The program offers a number of behavior-change techniques aiming to influence the users’ HAPA-based personal determinants for change. The used techniques are mentioned below and labelled according to the taxonomy of behavior change techniques of Michie et al [33]. Multimedia Appendix 2 provides screenshots of the website and the mobile app.

The Website

The website part of MyPlan 2.0 was created using LifeGuide [34] and offers 5 sessions with a period of 1 week between each session. The two versions of the program (one targeting increases in PA and one targeting reductions in SB) have an identical structure and offer the same self-regulation techniques. During the first session, the users create a profile, complete an optional quiz regarding the benefits of the chosen health behavior (ie, increasing PA or reducing SB, providing information on consequences of behavior), fill out a questionnaire assessing their current level of PA or SB and receive tailored feedback (providing feedback on performance), create a personal action plan to alter the chosen health behavior (action planning), foresee potential barriers and search for solutions (barrier identification/problem solving), and select how they will monitor their behavior (prompting self-monitoring of behavior). At the end of the first session, the users’ answers are summarized in a printable action plan and they are offered optional information about how they can obtain support from their partner, friends, family, or colleagues (exploring social support). Figure 2 shows the flow of the first session.

After 1 week, the users receive an email to start the second session. The follow-up sessions (ie, sessions 2-5) have a similar structure. After logging in, the users are asked to what extent they reached the goal set in the previous session (prompting review of behavioral goals) and whether they would like to keep or adapt this goal. When choosing the latter, the user is guided to the action planning section. All users again foresee potential barriers to reach the goal and search for solutions. Finally, their answers are summarized in a printable action plan and the users are optionally offered additional tips and tricks (eg, try to take the stairs instead of using the elevator) to become more physically active or less sedentary. Figure 3 depicts the flow of the follow-up sessions.
Figure 2. Flow of the first session.

1. Log-in
2. Filling out demographic information
3. Providing feedback on performance
   - Questionnaire + feedback
4. Action planning
   - What will I do?
   - When will I do it?
5. Barrier identification/problem solving
   - What are my barriers?
   - What are my solutions?
6. Prompting self-monitoring
   - How will I track my change?
7. Presentation of the action plan
   - Summary of the previous modules
8. Planning social support
   - Who can I ask for help?
9. Providing information on consequences of behavior
   - Optional quiz
10. Log-out
The Mobile App

The mobile app comprises 5 modules through which the users can freely navigate. The first module supports users in monitoring their behavior (prompting self-monitoring of behavior). Every evening, the users receive a notification to report the extent to which they were able to be more physically active or to sit less (eg, not at all, not, a little, well, and very well). These entries are then shown in a graph displaying all responses of the week. The second module allows the users to review their weekly goals (created on the website) and make adaptations to these goals (action planning). The option to review potential problems and their solutions is offered in the third module (barrier identification/problem solving). In the fourth module, the users can perform quizzes on the benefits of being more physically active or less sedentary (providing information on the consequences of behavior). Finally, the users can collect points by visiting the website, completing quizzes, and monitoring their behavior. By collecting these points, they could earn the victory cups implemented in the mobile app. This gamification element was added to increase engagement with the mobile app.

Measurements

Participant Characteristics

An ad hoc questionnaire assessed age, sex, height, civil status, level of education, and time since diagnosis (only for the participants with T2DM). The participants who completed college or university were considered highly educated.

The participants’ weight and waist circumference were measured twice. In case the difference between the two measurements was >100 grams or >1 cm, the measurement was performed a third time. The mean of the measurements was calculated as the final score.

Primary Outcomes

The long version of the international physical activity questionnaire (IPAQ) [35] (translated into Dutch) assesses self-reported PA of the past week in 4 domains (work, transport, household, and leisure time) and provides indicators for work-related PA, transport-related PA, household-related PA, leisure-related PA, total PA, vigorous-intensity PA (VPA), and MVPA per week. The IPAQ has good reliability (intraclass range 0.46-0.96) and a fair-to-moderate criterion validity (Spearman rho between .30 and .37) [35]. As the IPAQ overestimates PA [36], the data were truncated according to the method described by Dubuy et al [37]. The LASA (Longitudinal Aging Study Amsterdam) sedentary behavior questionnaire [38], which has moderate reliability (intraclass=0.71) and moderate validity (Spearman rho=.35), was used to assess usual total sedentary time on weekdays. Data were truncated at a maximum of 16 hours of sitting time a day [39]. Both questionnaires were conducted via an interview by the visiting researcher.

ActiGraph accelerometers (type GT3X+), shown to be reliable and valid [40-43], were used to assess the participants’ number of breaks from sedentary time, average length of the sedentary bouts, total sedentary time, number of steps, LPA, moderate PA (MPA), VPA, MVPA, and total PA. The participants were instructed to wear the accelerometer on the right hip during waking hours but to remove it for water-based activities (eg, showering). ActiLife 6.13.3 software (ActiGraph, Fort Walton Beach, FL, USA) was used to initialize the accelerometers and process the data. The epoch was set at 60 seconds and nonwear
time was calculated as ≥60 min of consecutive 0 counts. The participants’ accelerometer data were included in the study when they had at least 4 valid days including 1 weekend day (with valid defined as ≥10 hours of wearing time) [44]. Using the cut points described by Freedson et al [45], each minute of wear time was categorized as sedentary (0-99 counts per min [CPM]), LPA (100-1951 CPM), MPA (1952-5724 CPM), VPA (5725-9498 CPM), or MVPA (≥1952 CPM). Total PA was calculated by combining LPA and MVPA. A bout of sedentary time was considered a period of at least 10 consecutive min <99 counts with zero tolerance allowed. A break from a sedentary bout was defined as a transition from <99 CPM to >99 CPM between 2 sedentary bouts.

Secondary Outcomes

The participants’ HAPA-based personal determinants for behavior change (ie, self-efficacy, risk perceptions, outcome expectations, intention, action planning, coping planning, and self-monitoring) were measured using multiple items with a minimum of 3 items per determinant. To select these items, a large number of items measuring HAPA determinants were presented to 11 experts in the self-regulation framework. All experts indicated for each item whether or not it measured the presented HAPA determinant and how certain they were of their answer [46]. On the basis of their responses, a discriminant content validity method was used [46] and the best scoring items were selected. To assure comprehensibility of these items, cognitive interviews were conducted with 4 adults (mean age 58.3, SD 6.5, 3 women, 2 having T2DM, and 2 with a college degree or higher). On the basis of the results of these interviews, the final items were selected and adapted. Each item was assessed using 10 answer options ranging from completely disagree to completely agree. For each personal determinant, a mean score (potential range 1-10) was calculated.

Statistical Analysis

The data from both RCTs were analyzed separately using R version 3.2.5 [47]. Nevertheless, the analyses were similar for both the RCTs.

Group comparability at baseline between the two intervention groups (PA intervention group and SB intervention group) and the control group was investigated using a 1-way analysis of variance (for the quantitative variables). T tests and chi square tests were used to perform the dropout analysis. Linear mixed models (2 levels: repeated measures clustered within the participants) were performed using the lme4-package [48] to investigate the intention-to-treat effect of MyPlan 2.0 on levels of PA, SB, and the personal determinants [49]. In contrast to the multivariate analysis of variance, the linear mixed model can easily handle missing data in repeated measures [50]. Furthermore, mixed models without ad hoc imputation provide equal or more power than mixed models with ad hoc imputation [51]. In the protocol, we stated that we would consider the participants’ choice of target behavior (ie, PA or SB) as moderator. However, because we were not able to recruit large enough samples, we decided to perform the analyses on the behavioral outcomes with a group variable (ie, the PA intervention group, the SB intervention group, and the control group).

All participants filled out one version of the HAPA-based determinants (ie, the version focusing on PA or the version focusing on SB). As described in the protocol, we planned to account for this issue by considering the choice of target behavior (ie, PA or SB) as moderator. However, considering the small sample sizes, we decided to combine the PA intervention group and the SB intervention group as one intervention group for analyzing the effect on the personal determinants. By doing so, we considered these outcome variables as personal determinants regarding increasing PA or decreasing SB.

Owing to the low prevalence of accelerometer-based VPA (no VPA at baseline was detected in 93% (50/54) of the sample in RCT 1 and in 63% (40/63) of the sample in RCT 2), self-reported VPA (no self-reported VPA at baseline was detected in 80% (43/54) of the sample in RCT 1 and in 75% (47/63) of the sample in RCT 2), and self-reported work-related PA (no self-reported work-related PA at baseline in 69% (37/54) of the sample in RCT 1 and in 67% (42/63) of the sample in RCT 2) in both samples, these specific outcome variables were not analyzed.

Distribution of the dependent variables was first checked using Shapiro-Wilk tests. Normally distributed dependent variables were analyzed using the lmer function of the lme4-package [48]. For non-normally distributed variables, we compared models with different variance and link functions (ie, Gaussian with identity, gamma with log, gamma with identity, Poisson with log, and negative binomial with log) using the Bayesian information criterion (BIC). For each dependent variable, we selected the model providing the lowest BIC value. By exploring the interaction between time and group (ie, intervention vs control), the effect of the intervention on the dependent variable was assessed. The beta values for time×group reported in the results section describe the difference between the change in the intervention group and the change in the control group. Consequently, these values represent the intervention effect for each dependent variable. P values <.05 were considered statistically significant, whereas P values between .05 and .10 were considered borderline significant.

Effect sizes were calculated for each of the dependent variables in both samples [52]. As recommended by Morris [53], the pooled pretest standard deviation was used to estimate the effect sizes.

Results

The results of the two RCTs are reported separately. The first section will describe the results of the RCT with the sample with T2DM (RCT 1), whereas the second section will describe the results of the RCT with the sample aged ≥50 years (RCT 2).

Randomized Controlled Trial 1

Figure 4 shows the flow of the participants with T2DM. A total of 58 participants agreed to participate in the study. Of this sample, 18 participants were recruited via the Ghent University Hospital, 8 via the Damian General Hospital, 24 via the Flemish
Diabetes Association, and 8 via previous studies. As we do not know how many patients saw the advertisements, the response rate could not be calculated. Out of them, 4 participants dropped out before completing the baseline measurements. Consequently, the data of 54 participants were analyzed. Of the 14 participants who dropped out before completing 4 sessions, only 3 participants (all belonging to the control group) were willing to complete the questionnaire assessing specific reasons for attrition. Among them, 1 participant indicated that he doubted to participate at the beginning of the study and 2 participants indicated that drastic changes in their life occurred while participating. Finally, 1 participant indicated that the high number of research-related questionnaires frustrated her.

The participants’ baseline characteristics are provided in Table 1. At baseline, 32 participants decided to focus on PA (24 of these participants were later allocated to the intervention group) and 22 participants chose to focus on SB (12 of these participants were later allocated to the intervention group). Consequently, the PA intervention group comprised 24 participants and the SB intervention group comprised 12 participants. No significant baseline differences in sociodemographic characteristics were found among the PA intervention group, the SB intervention group, and the control group. Of the participants, 7 used the optional mobile app. The dropout analyses indicated that the participants allocated to the intervention group $\chi^2(1) = 4.35, P = .04$ were more likely to dropout. No significant differences between completers and dropouts were found for age, sex, level of education, body mass index (BMI), time since diagnosis, total PA at baseline (accelerometer-measured), or sedentary time at baseline (accelerometer-measured).

Table 2 displays the means and standard deviations for each of the behavioral outcomes in the three groups. Table 3 provides the time-by-group interactions and effect sizes for each of the behavioral outcomes. A borderline significant intervention effect favoring the PA intervention group was found for self-reported total daily sitting time ($P = .09$) and accelerometer-assessed MPA ($P = .05$) and MVPA ($P = .049$). A significant intervention effect favoring the SB intervention group was found for accelerometer-assessed daily breaks from sedentary time ($P = .005$). No intervention effects were found for self-reported total transport-related PA, self-reported total household-related PA, self-reported total leisure-related PA, self-reported total PA, self-reported MVPA, accelerometer-assessed length of the sedentary bouts, accelerometer-assessed sedentary time, accelerometer-assessed LPA, accelerometer-assessed total PA, or accelerometer-assessed daily steps.

Table 4 displays the time-by-group interactions and effect sizes for the personal determinants in RCT 1. Significant intervention effects favoring the control group were found for self-efficacy ($P = .01$) and risk perception ($P = .03$). A borderline significant intervention effect favoring the intervention group was found for action planning ($P = .08$). Finally, a significant time*group interaction effect favoring the intervention group was found for self-monitoring ($P = .008$). No intervention effects were found for outcome expectancies, coping planning, or intention.

Figure 4. Flow of the sample of randomized controlled trial 1.
<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>Total sample (N=54)</th>
<th>CG^a (n=18)</th>
<th>IG^b–PA^c (n=24)</th>
<th>IG–SB^d (n=12)</th>
<th>F or $\chi^2$ (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>62.67 (8.40)</td>
<td>64.89 (8.62)</td>
<td>62.91 (7.16)</td>
<td>58.92 (9.52)</td>
<td>1.90^e (2, 49)</td>
<td>.16</td>
</tr>
<tr>
<td>Males, n (%)</td>
<td>34 (63)</td>
<td>9 (50)</td>
<td>17 (71)</td>
<td>8 (67)</td>
<td>2.01^f (2)</td>
<td>.37</td>
</tr>
<tr>
<td>University/college education, n (%)</td>
<td>29 (54)</td>
<td>12 (67)</td>
<td>10 (42)</td>
<td>7 (58)</td>
<td>1.85^f (2)</td>
<td>.40</td>
</tr>
<tr>
<td>Body mass index (kg/m^2), mean (SD)</td>
<td>30.84 (5.66)</td>
<td>30.51 (6.86)</td>
<td>30.86 (5.35)</td>
<td>31.25 (4.73)</td>
<td>0.06^f (2, 48)</td>
<td>.94</td>
</tr>
<tr>
<td>Waist circumference (cm), mean (SD)</td>
<td>109.23 (14.08)</td>
<td>108.14 (18.38)</td>
<td>109.16 (11.09)</td>
<td>110.99 (13.06)</td>
<td>0.14^f (2.51)</td>
<td>.87</td>
</tr>
<tr>
<td>Time since diagnosis (months), mean (SD)</td>
<td>129.78 (83.09)</td>
<td>157.69 (67.08)</td>
<td>100.18 (87.25)</td>
<td>146.83 (82.94)</td>
<td>2.73^e (2.47)</td>
<td>.08</td>
</tr>
</tbody>
</table>

^aCG: control group.
^bIG: intervention group.
^cPA: physical activity.
^dSB: sedentary behavior.
^eF value.
^f$\chi^2$ value.

Table 2. Means and standard deviations for each of the behavioral outcomes in the three groups in randomized controlled trial 1.

<table>
<thead>
<tr>
<th>Behavioral outcomes</th>
<th>CG^a, mean (SD)</th>
<th>IG^b–PA^c, mean (SD)</th>
<th>IG–SB^d, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LASA^e questionnaire</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sitting time (min/day)</td>
<td>553.06 (174.05)</td>
<td>567.94 (211.84)</td>
<td>592.83 (232.52)</td>
</tr>
<tr>
<td><strong>IPAQ^f</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total transport-related PA (min/day)</td>
<td>18.02 (24.61)</td>
<td>31.30 (36.60)</td>
<td>13.90 (25.70)</td>
</tr>
<tr>
<td>Total household-related PA (min/day)</td>
<td>45.28 (71.89)</td>
<td>46.89 (62.34)</td>
<td>63.33 (71.60)</td>
</tr>
<tr>
<td>Total leisure-related PA (min/day)</td>
<td>16.35 (18.76)</td>
<td>38.45 (59.88)</td>
<td>19.08 (25.59)</td>
</tr>
<tr>
<td>Total PA (min/day)</td>
<td>86.07 (70.54)</td>
<td>124.50 (96.02)</td>
<td>113.81 (90.52)</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity (min/day)</td>
<td>17.86 (24.37)</td>
<td>61.98 (75.83)</td>
<td>53.19 (72.03)</td>
</tr>
<tr>
<td><strong>Accelerometer</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of breaks per day</td>
<td>16.63 (2.25)</td>
<td>15.65 (2.87)</td>
<td>15.51 (3.08)</td>
</tr>
<tr>
<td>Length of sedentary bouts (min/day)</td>
<td>22.90 (2.70)</td>
<td>23.46 (2.01)</td>
<td>22.34 (2.44)</td>
</tr>
<tr>
<td>Sedentary time (min/day)</td>
<td>544.52 (56.24)</td>
<td>537.77 (81.01)</td>
<td>528.09 (80.79)</td>
</tr>
<tr>
<td>Light physical activity (min/day)</td>
<td>239.34 (73.14)</td>
<td>231.51 (76.84)</td>
<td>238.13 (67.23)</td>
</tr>
<tr>
<td>Moderate physical activity (min/day)</td>
<td>23.14 (12.93)</td>
<td>19.36 (14.77)</td>
<td>17.02 (15.70)</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity (min/day)</td>
<td>23.20 (12.92)</td>
<td>19.36 (14.77)</td>
<td>17.07 (15.68)</td>
</tr>
<tr>
<td>Total PA</td>
<td>262.54 (78.58)</td>
<td>267.17 (83.11)</td>
<td>255.19 (69.00)</td>
</tr>
<tr>
<td>Daily steps</td>
<td>6203.10 (2284.41)</td>
<td>6292.05 (2480.44)</td>
<td>5364.39 (2219.28)</td>
</tr>
</tbody>
</table>

^aCG: control group.
^bIG: intervention group.
^cPA: physical activity.
^dSB: sedentary behavior.
^eLASA: Longitudinal Aging Study Amsterdam.
^fIPAQ: international physical activity questionnaire.
Table 3. Time-by-group interactions and effect sizes for each of the behavioral outcomes in randomized controlled trial 1.

<table>
<thead>
<tr>
<th>Behavioral outcomes</th>
<th>Timexgroup PA^a (ref: prexCG^b), beta (SE)</th>
<th>ES^c (IG^d-PA vs CG)</th>
<th>Timexgroup SB^e (ref: prexCG), beta (SE)</th>
<th>ES (IG-SB vs CG)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LASA^f questionnaire</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sitting time (min/day)^g</td>
<td>−102.50 (59.32)^h</td>
<td>−0.65</td>
<td>−4.61 (66.59)</td>
<td>−0.22</td>
</tr>
<tr>
<td><strong>IPAQ^i</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total transport-related PA (min/day)^j</td>
<td>0.19 (0.92)</td>
<td>0.09</td>
<td>−0.85 (1.05)</td>
<td>−0.76</td>
</tr>
<tr>
<td>Total household-related PA (min/day)^j</td>
<td>−0.04 (0.96)</td>
<td>−0.03</td>
<td>0.39 (1.10)</td>
<td>0.29</td>
</tr>
<tr>
<td>Total leisure-related PA (min/day)^j</td>
<td>−0.38 (0.99)</td>
<td>−0.46</td>
<td>−0.60 (1.13)</td>
<td>−0.33</td>
</tr>
<tr>
<td>Total PA (min/day)^j</td>
<td>−0.14 (0.52)</td>
<td>0.23</td>
<td>−0.29 (0.60)</td>
<td>−0.31</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity (min/day)^j</td>
<td>−1.33 (0.85)</td>
<td>−0.85</td>
<td>−0.95 (0.97)</td>
<td>−0.60</td>
</tr>
<tr>
<td><strong>Accelerometer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of breaks per day^k</td>
<td>0.28 (0.63)</td>
<td>0.04</td>
<td>1.93 (0.69)^l</td>
<td>0.77</td>
</tr>
<tr>
<td>Length of sedentary bouts (min/day)^k</td>
<td>−0.50 (0.59)</td>
<td>−0.03</td>
<td>−0.46 (0.62)</td>
<td>−0.06</td>
</tr>
<tr>
<td>Sedentary time (min/day)^k</td>
<td>−19.71 (23.92)</td>
<td>−0.32</td>
<td>19.91 (25.00)</td>
<td>0.19</td>
</tr>
<tr>
<td>Light physical activity (min/day)^g</td>
<td>7.02 (14.70)</td>
<td>0.20</td>
<td>−5.07 (14.94)</td>
<td>0.07</td>
</tr>
<tr>
<td>Moderate physical activity (min/day)^j</td>
<td>0.37 (0.19)^h</td>
<td>0.86</td>
<td>0.02 (0.92)</td>
<td>0.21</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity (min/day)^j</td>
<td>0.37 (0.19)^m</td>
<td>0.84</td>
<td>0.06 (0.19)</td>
<td>0.39</td>
</tr>
<tr>
<td>Total PA^g</td>
<td>11.09 (15.47)</td>
<td>0.002</td>
<td>−4.54 (15.73)</td>
<td>−0.13</td>
</tr>
<tr>
<td>Daily steps^e</td>
<td>499.46 (543.12)</td>
<td>0.49</td>
<td>−302.11 (555.83)</td>
<td>−0.09</td>
</tr>
</tbody>
</table>

^aPA: physical activity.  
^bCG: control group.  
^cES: effect size.  
^dIG: intervention group.  
^eSB: sedentary group.  
^fLASA: Longitudinal Aging Study Amsterdam.  
^gGaussian (identity).  
^hP<.10.  
^iIPAQ: international physical activity questionnaire.  
^jGamma (log).  
^kGamma (identity).  
^lP<.01.  
^mP<.05.
Table 4. Time-by-group interactions and effect sizes for the personal determinants in randomized controlled trial 1.

<table>
<thead>
<tr>
<th>Personal determinants</th>
<th>CG(^a), mean (SD)</th>
<th>IG(^b), mean (SD)</th>
<th>Time-by-group (ref: pre×CG), beta (SE)</th>
<th>ES(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
<td>Post</td>
</tr>
<tr>
<td>Self-efficacy(^d)</td>
<td>5.68 (1.98)</td>
<td>6.88 (1.22)</td>
<td>6.35 (1.81)</td>
<td>7.23 (1.61)</td>
</tr>
<tr>
<td>Outcome expectancies(^d)</td>
<td>7.03 (1.51)</td>
<td>8.01 (1.10)</td>
<td>7.62 (1.63)</td>
<td>8.04 (0.96)</td>
</tr>
<tr>
<td>Risk perception(^f)</td>
<td>4.46 (1.81)</td>
<td>5.10 (1.71)</td>
<td>5.16 (2.19)</td>
<td>4.74 (92.05)</td>
</tr>
<tr>
<td>Action planning(^f)</td>
<td>5.41 (1.99)</td>
<td>5.29 (2.21)</td>
<td>5.19 (2.32)</td>
<td>6.09 (2.05)</td>
</tr>
<tr>
<td>Coping planning(^d)</td>
<td>3.52 (2.43)</td>
<td>4.69 (2.22)</td>
<td>3.95 (2.66)</td>
<td>5.77 (2.32)</td>
</tr>
<tr>
<td>Intention(^f)</td>
<td>6.87 (2.83)</td>
<td>7.88 (1.26)</td>
<td>7.82 (2.11)</td>
<td>8.06 (1.81)</td>
</tr>
<tr>
<td>Monitoring(^b)</td>
<td>4.65 (3.21)</td>
<td>4.84 (2.98)</td>
<td>3.46 (2.61)</td>
<td>5.17 (2.41)</td>
</tr>
</tbody>
</table>

\(^a\)CG: control group.  
\(^b\)IG: intervention group.  
\(^c\)ES: effect size.  
\(^d\)Gamma (identity).  
\(^e\)\(P<0.05\).  
\(^f\)Gaussian (identity).  
\(^g\)\(P<0.10\).  
\(^h\)Gamma (log).  
\(^i\)\(P<0.01\).

Randomized Controlled Trial 2

Figure 5 shows the flow of the participants. A total of 65 participants agreed to participate in the study. As we do not know how many people saw the advertisements, the response rate could not be calculated. Of them, 2 participants dropped out before completing the baseline measurements. Consequently, the data of 63 participants were analyzed. Of the 8 participants who dropped out before completing 4 sessions, only 1 was willing to complete the questionnaire assessing specific reasons for attrition. The participant indicated that MyPlan 2.0 did not meet her expectations and that her friends or family did not respond positively to her participation in the study. Furthermore, she indicated that the high number of research-related questionnaires frustrated her.

Figure 5. Flow of the sample of randomized controlled trial 2.
The baseline characteristics of the participants are provided in Table 5. At baseline, 46 participants decided to focus on PA (28 of these participants were later allocated to the PA intervention group) and 17 participants chose to focus on SB (14 of these participants were later allocated to the SB intervention group). Consequently, the PA intervention group comprised 28 participants and the SB intervention group comprised 14 participants. No significant baseline differences in sociodemographic characteristics were found among the PA intervention group, the SB intervention group, and the control group. Of the participants, 5 used the optional mobile app. The dropout analyses indicated that the participants with a lower level of education (ie, no college or university degree) ($\chi^2=3.2; P=.07$) and those allocated to the intervention group ($\chi^2=3.0; P=.08$) were more likely to drop out. No significant dropout effects were found for age, sex, BMI, total PA at baseline (accelerometer-measured), or sedentary time at baseline (accelerometer-measured).

Table 6 displays the means and standard deviations for each of the behavioral outcomes in the three groups. Table 7 provides the time-by-group interactions and effect sizes for each of the behavioral outcomes. A significant intervention effect favoring the PA intervention group was identified for self-reported total PA ($P=.003$). Borderline significant intervention effects favoring the SB intervention group were found for self-reported daily sitting ($P=.08$), MPA ($P=.06$), and MVPA ($P=.07$). No intervention effects were detected for the outcome variables self-reported total transport-related PA, self-reported total household-related PA, self-reported total leisure-related PA, accelerometer-assessed MVPA, accelerometer-assessed number of breaks per day, accelerometer-assessed length of the sedentary bouts, accelerometer-assessed sedentary time, accelerometer-assessed LPA, accelerometer-assessed total PA, or accelerometer-assessed daily steps.

Table 8 displays the time-by-group interactions and effect sizes for the personal determinants in RCT 2. As described above, the PA intervention group and the SB intervention group were considered as one group to analyze the effect on the personal determinants. For coping planning, a significant intervention effect favoring the intervention group was found ($P<.001$). Furthermore, borderline significant intervention effects favoring the intervention group were found for intention ($P=.07$), self-efficacy ($P=.05$), and monitoring ($P=.09$). No intervention effect was found for outcome expectancies, risk perception, or action planning.

### Table 5. Baseline characteristics of the sample of randomized controlled trial 2.

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>Total sample (N=63)</th>
<th>CGa (n=21)</th>
<th>IGb–PAc (n=28)</th>
<th>IG–SBd (n=14)</th>
<th>F or $\chi^2$ (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>58.68 (7.76)</td>
<td>57.67 (7.18)</td>
<td>59.00 (7.98)</td>
<td>59.57 (8.55)</td>
<td>0.29f (2.60)</td>
<td>.75</td>
</tr>
<tr>
<td>Males, n (%)</td>
<td>16 (25)</td>
<td>6 (29)</td>
<td>4 (14)</td>
<td>6 (43)</td>
<td>4.19f (2)</td>
<td>.12</td>
</tr>
<tr>
<td>University/college, n (%)</td>
<td>38 (60.32)</td>
<td>13 (62)</td>
<td>14 (50)</td>
<td>11 (79)</td>
<td>3.22f (2)</td>
<td>.20</td>
</tr>
<tr>
<td>Body mass index (kg/m²), mean (SD)</td>
<td>25.91 (3.86)</td>
<td>25.29 (4.07)</td>
<td>26.14 (3.94)</td>
<td>26.34 (3.55)</td>
<td>0.40f (2.58)</td>
<td>.68</td>
</tr>
<tr>
<td>Waist circumference (cm), mean (SD)</td>
<td>89.08 (12.89)</td>
<td>89.03 (14.69)</td>
<td>89.26 (11.22)</td>
<td>91.51 (13.93)</td>
<td>0.48f (2.58)</td>
<td>.62</td>
</tr>
</tbody>
</table>

aCG: control group.
bIG: intervention group.
cPA: physical activity.
dSB: sedentary behavior.
eF value.
f$\chi^2$ value.
### Table 6. Means and standard deviations for each of the behavioral outcomes in the three groups in randomized controlled trial 2.

<table>
<thead>
<tr>
<th>Behavioral outcomes</th>
<th>CG, mean (SD)</th>
<th>IG&lt;sup&gt;b&lt;/sup&gt;–PA&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</th>
<th>IG–SB&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
</tr>
<tr>
<td><strong>LASA&lt;sup&gt;e&lt;/sup&gt; questionnaire</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sitting time (min/day)</td>
<td>414.21 (187.08)</td>
<td>421.52 (189.29)</td>
<td>378.39 (182.25)</td>
</tr>
<tr>
<td><strong>IPAQ&lt;sup&gt;f&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total transport-related PA (min/day)</td>
<td>13.30 (15.29)</td>
<td>11.29 (12.93)</td>
<td>16.17 (35.33)</td>
</tr>
<tr>
<td>Total household-related PA (min/day)</td>
<td>38.01 (41.71)</td>
<td>58.88 (70.27)</td>
<td>35.08 (36.66)</td>
</tr>
<tr>
<td>Total leisure-related PA (min/day)</td>
<td>45.99 (68.62)</td>
<td>39.08 (39.40)</td>
<td>19.24 (27.66)</td>
</tr>
<tr>
<td>Total PA (min/day)</td>
<td>134.57 (96.05)</td>
<td>117.55 (86.04)</td>
<td>109.39 (107.99)</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity (min/day)</td>
<td>65.20 (73.66)</td>
<td>64.25 (75.19)</td>
<td>63.88 (81.80)</td>
</tr>
<tr>
<td><strong>Accelerometer</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of breaks per day</td>
<td>13.61 (3.60)</td>
<td>12.81 (3.27)</td>
<td>13.01 (2.19)</td>
</tr>
<tr>
<td>Length of sedentary bouts (min/day)</td>
<td>20.78 (2.50)</td>
<td>20.60 (3.02)</td>
<td>20.77 (2.08)</td>
</tr>
<tr>
<td>Sedentary time (min/day)</td>
<td>482.41 (76.11)</td>
<td>460.11 (75.94)</td>
<td>472.52 (65.42)</td>
</tr>
<tr>
<td>Light physical activity (min/day)</td>
<td>306.08 (89.43)</td>
<td>316.74 (74.81)</td>
<td>337.39 (80.84)</td>
</tr>
<tr>
<td>Moderate physical activity (min/day)</td>
<td>29.13 (21.70)</td>
<td>22.70 (14.56)</td>
<td>24.35 (11.37)</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity (min/day)</td>
<td>29.33 (22.07)</td>
<td>23.51 (14.75)</td>
<td>24.96 (12.26)</td>
</tr>
<tr>
<td>Total PA (min/day)</td>
<td>335.41 (91.72)</td>
<td>340.25 (73.81)</td>
<td>362.36 (82.76)</td>
</tr>
<tr>
<td>Daily steps</td>
<td>7929.68 (2976.07)</td>
<td>7779.78 (2147.86)</td>
<td>8271.67 (2464.25)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CG: control group.  
<sup>b</sup>IG: intervention group.  
<sup>c</sup>PA: physical activity.  
<sup>d</sup>SB: sedentary behavior.  
<sup>e</sup>LASA: Longitudinal Aging Study Amsterdam.  
<sup>f</sup>IPAQ: international physical activity questionnaire.
Table 7. Time-by-group interactions and effect sizes for each of the behavioral outcomes in randomized controlled trial 2.

<table>
<thead>
<tr>
<th>Behavioral outcomes</th>
<th>Timexgroup PA&lt;sup&gt;a&lt;/sup&gt; (ref: pre×CG&lt;sup&gt;b&lt;/sup&gt;), beta (SE)</th>
<th>ES&lt;sup&gt;c&lt;/sup&gt; (IG&lt;sup&gt;d&lt;/sup&gt;−PA vs CG)</th>
<th>Timexgroup SB&lt;sup&gt;e&lt;/sup&gt; (ref: pre×CG), beta (SE)</th>
<th>ES (IG−SB vs CG)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LASA&lt;sup&gt;f&lt;/sup&gt; questionnaire</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sitting time (min/day)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>-0.06 (0.07)</td>
<td>-0.27</td>
<td>-0.14 (0.08)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>-0.37</td>
</tr>
<tr>
<td><strong>International physical activity questionnaire</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total transport-related PA (min/day)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.26 (0.77)</td>
<td>0.13</td>
<td>-0.69 (0.88)</td>
<td>-0.43</td>
</tr>
<tr>
<td>Total household-related PA (min/day)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.32 (0.65)</td>
<td>0.49</td>
<td>-0.26 (0.75)</td>
<td>-0.26</td>
</tr>
<tr>
<td>Total leisure-related PA (min/day)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.54 (0.76)</td>
<td>0.32</td>
<td>0.48 (0.87)</td>
<td>0.35</td>
</tr>
<tr>
<td>Total PA (min/day)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>73.85 (25.80)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>0.74</td>
<td>22.79 (28.92)</td>
<td>0.24</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity (min/day)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.52 (0.66)</td>
<td>0.55</td>
<td>0.53 (0.76)</td>
<td>0.48</td>
</tr>
<tr>
<td><strong>Accelerometer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of breaks per day&lt;sup&gt;i&lt;/sup&gt;</td>
<td>-0.30 (0.63)</td>
<td>-0.07</td>
<td>-0.36 (0.71)</td>
<td>-0.04</td>
</tr>
<tr>
<td>Length of sedentary bouts (min/day)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>-0.12 (0.59)</td>
<td>-0.08</td>
<td>-0.11 (0.66)</td>
<td>-0.03</td>
</tr>
<tr>
<td>Sedentary time (min/day)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>-4.76 (16.97)</td>
<td>-0.002</td>
<td>-8.90 (19.08)</td>
<td>-0.06</td>
</tr>
<tr>
<td>Light physical activity (min/day)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>2.12 (12.79)</td>
<td>0.008</td>
<td>0.70 (14.29)</td>
<td>-0.04</td>
</tr>
<tr>
<td>Moderate physical activity (min/day)&lt;sup&gt;k&lt;/sup&gt;</td>
<td>2.36 (2.76)</td>
<td>-0.05</td>
<td>7.85 (4.17)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>0.40</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity (min/day)&lt;sup&gt;k&lt;/sup&gt;</td>
<td>1.64 (2.78)</td>
<td>-0.11</td>
<td>7.50 (4.21)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>0.34</td>
</tr>
<tr>
<td>Total PA (min/day)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>1.71 (14.43)</td>
<td>-0.02</td>
<td>7.23 (16.14)</td>
<td>0.07</td>
</tr>
<tr>
<td>Daily steps&lt;sup&gt;i&lt;/sup&gt;</td>
<td>-91.16 (553.35)</td>
<td>-0.17</td>
<td>763.22 (619.53)</td>
<td>0.26</td>
</tr>
</tbody>
</table>

<sup>a</sup>PA: physical activity.
<sup>b</sup>CG: control group.
<sup>c</sup>ES: effect size.
<sup>d</sup>IG: intervention group.
<sup>e</sup>SB: sedentary group.
<sup>f</sup>LASA: Longitudinal Aging Study Amsterdam.
<sup>g</sup>Gamma (log).
<sup>h</sup>P<.10.
<sup>i</sup>Gaussian (identity).
<sup>j</sup>P<.01.
<sup>k</sup>Gamma (identity).
Table 8. Time-by-group interactions and effect sizes for the personal determinants in randomized controlled trial 2.

<table>
<thead>
<tr>
<th>Personal determinants</th>
<th>CGa, mean (SD)</th>
<th>IGb, mean (SD)</th>
<th>Time x group (ref: pre x CG), beta (SE)</th>
<th>ESa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
<td>Post</td>
</tr>
<tr>
<td>Self-efficacyd</td>
<td>5.84 (2.67)</td>
<td>5.66 (2.08)</td>
<td>6.13 (1.82)</td>
<td>6.71 (1.71)</td>
</tr>
<tr>
<td>Outcome expectanciesd</td>
<td>7.27 (1.32)</td>
<td>7.32 (1.59)</td>
<td>7.31 (1.41)</td>
<td>7.30 (1.21)</td>
</tr>
<tr>
<td>Risk perceptionf</td>
<td>2.64 (1.82)</td>
<td>2.57 (1.84)</td>
<td>3.79 (2.09)</td>
<td>3.83 (2.30)</td>
</tr>
<tr>
<td>Action planningd</td>
<td>5.49 (2.27)</td>
<td>5.40 (2.29)</td>
<td>5.63 (2.24)</td>
<td>5.25 (2.16)</td>
</tr>
<tr>
<td>Coping planningd</td>
<td>3.84 (2.69)</td>
<td>3.32 (1.78)</td>
<td>3.32 (2.30)</td>
<td>5.65 (2.04)</td>
</tr>
<tr>
<td>Intentiond</td>
<td>7.19 (2.11)</td>
<td>6.81 (2.57)</td>
<td>7.83 (1.88)</td>
<td>7.78 (1.70)</td>
</tr>
<tr>
<td>Monitoringd</td>
<td>2.46 (2.40)</td>
<td>2.16 (1.69)</td>
<td>2.65 (1.77)</td>
<td>3.60 (2.36)</td>
</tr>
</tbody>
</table>

aCG: control group.  
bIG: intervention group.  
cES: effect size.  
dGamma (identity).  
eP<.10.  
fGamma (log).  
gP<.001.

Discussion

Efficacy of MyPlan 2.0

This study investigated the effect of a self-regulation–based eHealth and mHealth intervention (MyPlan 2.0) targeting an active lifestyle in two samples: adults having T2DM and adults aged ≥50 years. The study comprised two RCTs with an identical design. Although the pattern of results was overall in line with our hypotheses, the analyses revealed that the intervention only altered some of the outcomes. Indeed, this effect might be because of a lack of statistical power caused by the small samples in both the trials. The RCTs described here should, therefore, be considered pilot RCTs providing preliminary information regarding the potential effect of a HAPA-based eHealth and mHealth intervention in adults with T2DM and in adults aged ≥50 years.

The HAPA describes a number of personal determinants influencing the behavior change process. MyPlan 2.0 affected various of these determinants. In RCT 1, an intervention effect in favor of the intervention group was found for action planning (borderline) and self-monitoring, but significant intervention effects favoring the control group were detected for risk perceptions and self-efficacy. In the RCT 2, intervention effects favoring the intervention group were detected for self-efficacy (borderline), intention (borderline), coping planning, and self-monitoring (borderline).

Some of these findings require additional attention. First, although targeted in the intervention, no intervention effect was found for outcome expectancies. This finding might be explained by a ceiling effect caused by the high levels of positive outcome expectancies at baseline in both RCTs. Indeed, our qualitative studies indicated that the users often have an extensive knowledge of the benefits of adopting an active way of living [29,30]. Second, although MyPlan 2.0 does not provide the users with a pedometer or wearable automatically tracking the users’ behavior change, both RCTs identified intervention effects favoring the intervention group for monitoring. Avery et al found a negative effect of pedometer use on PA in people with T2DM and older adults, indicating that without additional support, these populations found it difficult to effectively reflect on the information provided by this self-monitoring tool [54].

Our results indicate that prompting the users to monitor their change and reviewing this change in the following session might be a feasible alternative to target self-monitoring in these samples. Third, the lack of effect for action planning in the RCT with adults aged ≥50 years was unexpected, as this determinant was targeted in each session. Sniehotta et al argued that action planning might play an important role for individuals who just started to put their intentions into actions, whereas coping planning would support individuals who moved further in the behavior change process to maintain their change under challenging conditions [55]. As the baseline levels of PA and SB of the RCT with the sample aged ≥50 years are quite close to the health norms [5], it is possible that this group already knew how to plan their actions and consequently, did not benefit from the action planning component. Similarly, considering the low levels of PA and high levels of SB at baseline in the RCT with adults with T2DM, the lack of evidence for coping planning could be explained by the fact that this group was not yet ready to optimally benefit from the coping planning component.

MyPlan 2.0 focused on altering the users’ level of PA or SB. In RCT 1, borderline significant intervention effects favoring the PA intervention group were found for self-reported daily sitting and accelerometer-assessed MPA and MVPA. This is an important result as a previous study by Silfee et al, testing a self-regulation–based intervention targeting PA in adults with T2DM, did not show behavioral effects despite the positive
effect on personal determinants for change (including self-monitoring) [56]. In RCT 2, an intervention effect favoring the PA intervention group was found for self-reported total PA. This effect is in line with the previous research with MyPlan 1.0 in recently retired older adults [57]. The lack of evidence for intervention effects on self-reported domain-specific PA in both RCTs is in line with our hypotheses and can be explained by the fact that MyPlan 2.0 allows the users to select each session a different PA-domain that is at that moment most relevant to them rather than imposing a specific domain.

In RCT 1, an intervention effect favoring the SB intervention group was found for accelerometer-assessed daily breaks from sedentary time. To our knowledge, MyPlan 2.0 is the first eHealth and mHealth intervention targeting sedentary behavior in adults with type 2 diabetes. Considering the health effects of breaking up periods of prolonged sitting in adults with T2DM [58], this result warrants further research regarding eHealth interventions targeting sedentary behavior in adults with type 2 diabetes. In RCT 2, an intervention effect favoring the SB intervention group was detected for self-reported daily sitting time (borderline). This finding is in line with the research by Stephenson et al, indicating that technology enhanced interventions are able to reduce sedentary behavior [59]. Although it is assumed that sedentary behavior will be replaced by LPA rather than MVPA [60], intervention effects favoring the SB intervention group were found for MPA (borderline) and MVPA. Similarly, Gardiner et al found that their intervention to reduce and break up sedentary time in older adults resulted in changes in sedentary time, breaks from sedentary time, LPA, and MVPA [61].

Overall, the lack of intervention effects reaching statistical significance could be interpreted as disappointing. However, one has to keep in mind the following issues that may have led to an underestimation of our effects. First, in keeping with the self-regulation literature, MyPlan 2.0 motivated the users to set and pursue their own goals. Consequently, the set goals could differ strongly between as well as within the participants (ie, each session the participants could select a different goal) on 4 aspects: chosen behavior (eg, MVPA vs LPA), ambitiousness (eg, reaching 500 vs 5000 additional steps), setting (eg, leisure time vs transport), and time frame (eg, every day of the week vs in the weekend). This might have lowered the chance of finding an effect. However, this approach was believed to be better and more sustainable. It would lead to more success experiences and a greater willingness to continue with the process of behavioral change. From a methodological point of view, we may, therefore, recommend targeting one type of behavior (eg, decreasing sitting time) that can be performed in a wide variety of settings. This approach will allow (1) the users to create personal goals (ie, create a sense of goal ownership) and (2) the researchers to select the most appropriate measurement methods to detect alterations in the targeted behavior. Second, as accelerometers are not able to capture posture, these devices tend to have problems to distinguish between sedentary time and light-intensity PA [62]. This could imply that some of the accelerometer-assessed breaks do not automatically reflect posture change from sitting to standing. Furthermore, previous research already indicated that the agreement between self-reported and objective measurements of PA is limited [63]. Indeed, instead of creating a hierarchy of preferred measures, objective and self-report measures should be considered distinct rather than interchangeable [64]. Finally, our limited power caused by the small samples might have hindered a number of effects to reach statistical significance.

Attrition Levels in MyPlan 2.0

Web-based interventions are characterized by high levels of attrition [65]. More than 70% of MyPlan 1.0 users did not complete the intervention [66,67]. In RCT 1, 36% (13/36) of the participants receiving MyPlan 2.0 did not complete the intervention. In RCT 2, this was 19% (8/42). These massive reductions in attrition might be explained by the iterative adaptations that were made to the program to increase engagement and by the fact that the participants were phoned on a weekly basis. However, in both RCTs, we found that the participants receiving the intervention were still more likely to quit compared with those in the control group. Furthermore, in RCT 2, we found that dropout was higher in users with a lower level of education. These findings were disappointing as we, being aware of this issue, purposefully conducted a series of studies to adapt the intervention’s content to this target population [29,30,32]. Yardley et al argue to make a distinction between the micro (engagement with intervention itself) and macro (engagement with the behavior change process to reach the set goals) level of engagement to create effective engagement (ie, sufficient engagement with the intervention to reach the desired outcomes [68]) rather than simply more engagement. This idea is in line with the hypothesis of Eysenbach stating this process might be a fruitful avenue to (1) decrease the level of attrition and (2) increase the effectiveness of Web-based interventions in the future.

Strengths and Limitations of the Study

This study has several strengths. First, several studies have assessed the effect of internet-based interventions on SB in the general population [12,59]. To our knowledge, this is the first study testing a Web-based intervention targeting SB in adults with T2DM. Second, by also assessing the HAPA-based determinants for change, we were able to check whether the implemented behavior change techniques effectively altered the users’ personal determinants for change. Finally, by using self-report as well as objective measurements, a more nuanced view of the effects was presented. However, it should be acknowledged that the self-report and objective measures did not represent the same time frame.

There are also a number of limitations. First, no power analysis was conducted for RCT 2. Second, the small sample sizes made it difficult to detect statistically significant effects. Third, a waiting-list rather than a placebo control group was created. Consequently, we are not certain whether the detected intervention effects were actually caused by the active ingredients of the intervention. Furthermore, informing a
participant that he or she is allocated to a waiting-list control group might have influenced his/her behavior (eg, participants of the control group might have felt reluctant to alter their behavior as they knew they would receive support later). Indeed, previous research has shown that trials using a waiting-list control condition might overestimate treatment effects [69].

Fourth, to analyze the effect of MyPlan 2.0 on the HAPA-based personal determinants, no distinction was made between the two intervention groups (ie, they were combined into one group). Consequently, it was not possible to investigate whether the intervention effects for the personal determinants altered according to the chosen behavior. Fifth, the users were contacted each week to assess potential negative effects (eg, hypoglycemia). Furthermore, the users who forgot to log in for the following session were contacted by the researcher to inform them about the awaiting session. These phone calls might have motivated the participants to stay in the study and to complete the intervention. Consequently, the detected attrition rates might be an underestimation of the actual attrition rates of the program. Finally, the effects reported here reflect short-term changes. However, a third wave of data collection at 10 months post baseline will be performed.

Conclusions

To conclude, this study suggests that a self-regulation–based Web-based intervention has the potential to alter levels of PA and SB in adults with T2DM and in adults aged ≥50 years. However, further research with larger samples is needed to confirm the consistency of these findings.
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Abstract

Background: Psychosis, including schizophrenia, is the most common severe mental illness affecting 1% of the population worldwide. A large number of people provide long-term support and care for a relative with psychosis. Although psychoeducational interventions, especially those delivered through a face-to-face group format, have an established evidence base for improving the caregiving experience, well-being, and health outcomes, large-scale implementation and access remain limited. There is a demand for such provision to be made through the internet for greater flexibility and wider access.

Objective: This study aimed to integrate participatory research methodologies by the public, patients, and carers into the eHealth (electronic health) intervention design and build process to improve the product’s usability and acceptability.

Methods: We adapted a structured eHealth intervention build method to include participatory research activities involving key stakeholders and end users to co-design and coproduce our intervention. An expert advisory group (EAG) comprising public involvement members led the formative design and build work using an agile build process. Carers independent from the study were consulted on the evolving drafts of the intervention prototype through focus group meetings. These results were fed back into the intervention build work continuously to ensure end users’ input inform every stage of the process.

Results: An EAG comprising individuals with lived experience of psychosis, carers, health care professionals, researchers, voluntary organization workers, and eLearning experts (n=14) was established. A total of 4 coproduction workshops were held over 1 year during which the alpha and beta prototypes were designed and built through the participatory research work. Alongside this, 2 rounds of focus group study with carers (n=24, in 4 groups) were conducted to seek consultation on end users’ views and ideas to optimize the intervention design and usability. Finally, the EAG carried out a Web-based walk-through exercise on the intervention prototype and further refined it to make it ready for an online usability test. The final product contains multiple sections providing information on psychosis and related caregiving topics and interactive discussion forums with experts and peers for psychosocial support. It provides psychoeducation and psychosocial support for carers through the internet, promoting flexible access and individualized choices of information and support.

Conclusions: The participatory research work led to the coproduction of a eHealth intervention called COPe-support (Carers fOr People with Psychosis e-support). We believe the study methodology, results, and output have optimized the intervention design and usability, fitting the end users’ needs and usage pattern. COPe-support is currently being tested for its effectiveness in promoting carers’ health outcome through an online randomized controlled trial.
**Introduction**

**Family Caregiving**

With ever-advancing health care technologies and growing longevity worldwide, a significant proportion of people provide substantial and sustained help and support to friends or family members suffering from a long-term illness [1]. In the United Kingdom and the United States, nearly one-fourth of the adult population identifies itself as a carer for a loved one who is ill, disabled, or elderly [2,3]. Many of these carers support a loved one affected by a severe and long-term mental illness such as psychosis [4,5]. Family caregiving often covers a huge amount of care and support ranging from emotional and psychosocial support (eg, engaging their loved one in social activities and sharing ups and downs) to financial and practical support (eg, provision of financial and practical help and monitoring of health and treatment compliance). Compared with paid or professional care workers, family carers also have unique advantages in knowing the individual's strengths and interests in addition to their needs. Most have a well-established emotional bond and are committed to use all these preexisting knowledge and relationships to support their loved one in their recovery [6-8]. Caregiving imparts paramount emotional and psychosocial benefits to the cared-for individuals such that people in receipt of support from their family or social network have better prognosis, fewer relapses, and higher quality of life compared with those without such support [9-12]. Collectively, caregiving by family members amounts to significant economic savings to the wider society [4,9].

Conversely, it is well established that caring demands can jeopardize carers’ well-being [2,13,14]. For instance, population-level research data repeatedly show that carers experience higher levels of distress and poorer well-being when compared with age-matched counterparts in the general population [10,15,16]. Indeed, distress in carers frequently reaches clinical thresholds, and their psychiatric symptom scores (eg, depression and anxiety) are found to be consistently inversely associated with the amount of care they provide, that is, carers’ mental health worsens with increasing demands on caregiving [2,10,15]. Research evidence also suggests that poor well-being may hamper carers’ caregiving capacity. Carers who feel they are not supported and lack resources (eg, information about the illness condition and related management issues) to cope are less likely to engage in caring for their loved ones or more likely to exhibit critical or hostile behavior toward the cared-for individuals, albeit unintentionally [13,14,17]. This, in turn, can impact negatively on both the carers and the cared-for individuals, leading to a vicious cycle of poor health and quality of life for all concerned.

**Psychosocial Interventions Targeting Carers**

Consequently, a body of research has been undertaken to explore interventions, which can best support carers [14,18,19]. Among a range of psychosocial interventions targeting whole families and/or carers alongside the individual treatment regime, psychoeducation (ie, information giving on the illness condition and related caregiving and problem-solving strategies) has the strongest evidence base for its effectiveness in enhancing carers’ knowledge and coping with their caring roles [5,20]. Commonly based on the stress-appraisal-coping theory as applied in family caregiving [14,21-23], it has been hypothesized that psychoeducation, with education as its core feature and prime aim, works directly to improve carers’ knowledge about psychosis and related caregiving issues. Improved knowledge about coping strategies and available resources can lead to a more positive appraisal of their caregiving experiences and carers’ perceived self-efficacy in coping with the demands [14,24]. These, in turn, can translate into a more supportive home environment for all and better prognosis and reduced relapses in the cared-for individuals. In addition to information and advice on psychosis and related caregiving strategies, carers also identify that sharing mutual support and learning with other carers (ie, peers) as particularly useful in reducing their sense of isolation [18,20]. Consequently, psychoeducational interventions, especially those delivered in a group format, as a discrete treatment on their own or augmenting other treatments (eg, family intervention or mutual support programs) are widely recommended and practiced around the world [14,18,20].

**Carer-Specific eHealth Interventions**

Carers have expressed their desire for interventions to support them to be delivered to them through a digital medium to fit with their caregiving and other commitments [25-27]. The internet offers the potential to deliver interventions, which are highly flexible, accessible, and yet adaptable to individualized needs and schedule. With the popularity of eHealth (electronic health; ie, health care practice delivered through the internet) and mobile Health (ie, through the mobile network) interventions targeting a wide range of common public mental health issues (eg, insomnia and stress management) growing fast, internet-based interventions targeting carers have gathered momentum and popularity in the recent decade [11,19,28].

eHealth interventions using an enriched online environment can integrate multiple components, especially educational and therapeutic information and network support with health care professionals and peers, and deliver such provisions to a critical mass of carers [11,29]. Carers, as the end users, particularly appreciate the autonomy that eHealth interventions offer, as they can decide which components or strategies resonate with them, how much time to spend accessing the intervention, and when to do so [28,30]. Systematic reviews on interventions targeting carers identify that eHealth interventions are...
particularly widespread in the field of dementia, stroke, or cardiovascular diseases. More importantly, research evidence to date shows promising effectiveness results in improving carers’ health outcomes [11,31]. Furthermore, these reviews suggest that effective Web-based interventions commonly have 3 essential ingredients. These include (1) multiple components such as information and well-being promotion strategies (including mindfulness and cognitive behavioral–oriented exercises), (2) psychoeducational content to enhance understanding of the illness condition and related caregiving issues, and (3) flexibility to self-pace and self-tailor the intervention to individual needs [11,19,31].

Carers for People With Psychosis

Notwithstanding the evidence base for eHealth interventions targeting carers and their expressed desire for such provision, development in the field of psychosis appears to be lagging with few empirical studies documented to date. Of these studies, 2 were conducted in the United States nearly a decade ago. Rotondi et al developed and evaluated an online psychoeducational intervention with a peer forum for individuals with schizophrenia and their carers [32], and Glynn et al developed an online multifamily group program for carers of people with schizophrenia providing synchronous and asynchronous group sessions [33]. More recently, 1 study was conducted in the United Kingdom, trialing a fully Web-based psychoeducation and peer-support intervention for siblings of individuals who developed first episode psychosis (The E Sibling Project) [34]. A further psychoeducational intervention using an enriched online environment was developed and tested for acceptability in Hong Kong, China, targeting carers of people with psychosis [35]. All these interventions were highly valued by the carers, albeit in either a pilot trial or usability study with a relatively small sample size (n=21, 26, 20, and 81, respectively) [32-35]. No further definitive studies on any of the aforementioned or other eHealth interventions targeting carers for those with psychosis are available to date (of note, a peer-facilitated online educational intervention study conducted in the United Kingdom is yet to be published [36]).

Coproduction of eHealth Interventions

As eHealth interventions are for autonomous use by the end users, development methodologies commonly integrate users into the process. In the agile methodology commonly used in constructing software, iterative work sequences of technological expert–led sprints of developing and delivering working software are based on a brief commissioned by the clients. Through the cycles of set sprints, the developing software is shown to the clients or consumers for feedback, which is used to tune and adjust the software until its completion [37,38]. Although the agile method has been commonplace in the software development field since the 1970s, more recently, the use of participative research methods, which involve key stakeholders and end users at the core of the intervention development process, rather than brokering out the build work with a commission brief, have gained popularity [39-44].

Within mental health research, there is an established tradition of service user–led and survivor-led research, with survivor researchers consistently arguing that, for example, the closeness of the researcher to the enquiry increases the validity of study findings [45]. Although such an approach might help ensure that the build process responds closely to the experiences of end users in this study, the literature on, specifically, carer-led research in mental health is extremely limited and seemingly absent in the field of eHealth [46]. In contrast, there is a growing literature documenting participatory design methodologies, including, but not limited to, involving patients, carers, and the public as end users in the core of the research team and research activities, to inform the design and development of interventions [29,41,47]. Contrary to conventional interventions delivered through a face-to-face medium, where the intervention development and delivery are often driven solely by the professionals, consumers of eHealth interventions take on a much more active role [48,49]. In most eHealth interventions, including those that provide guided support from a professional or health care provider, the end users take on responsibility in initiating contact and engaging with the intervention, working through the content, and undertaking self-reported outcome measures online [19,39]. These make it paramount that the end users are involved actively in designing the intervention, not only to make sure the content meets their needs but also to ensure that the way the intervention is delivered keeps them engaged.

Overall, 2 recent systematic reviews on the topic have repeatedly identified the use of participatory research methods in eHealth intervention development as the 1 key factor in determining the acceptability and usability of most eHealth (especially electronic mental health [e-mental health]) interventions [44,50]. Among publicly funded health studies conducted in the United Kingdom, there is evidence to suggest that involving patients and the public in participatory research is positively linked to study success, in terms of recruitment and retention rates [47,51]. It can be argued that the significance of participatory research could only be amplified when it is applied in the eHealth arena where the end users assume much more direct control in using and adhering to the interventions.

The E-Support for Families and Friends of Individuals Affected by Psychosis Project

The E-support for Families and Friends of Individuals affected by Psychosis (EFFIP) Project was set up to develop and evaluate an eHealth intervention for carers supporting a relative with psychosis [52]. The overall EFFIP project lasts for 5 years spanning across the theoretical development work to the effectiveness evaluation of the end product on improving carers’ health outcomes based on the Medical Research Council Complex Interventions Framework [53,54]. The design of the overall project is illustrated in Figure 1, focusing on this study. This study reports the intervention building/modeling phase of the overall EFFIP project (see Figure 1) [53]. Before this phase, we conducted 3 studies in the theoretical development phase. These included 2 systematic reviews and a focus group study exploring research evidence and individuals with psychosis and carers’ ideas and views for the optimal intervention design including essential ingredients, contact hours, and facilitation considerations ([14,19]; also JS et al, unpublished data, 2019). In the build and modeling phase of the study, reported here, we
aimed to integrate participatory research with end users alongside core research team activities to coproduce an eHealth intervention prototype to improve flexible access to high-quality psychoeducation and interactive support resources for carers [55,56]. We as a team decided to take this approach, rather than having carers lead the study, in part because of resource constraint and also because we considered that it was important that a range of consumer voices were included across all design decisions. Specific objectives of this study were to apply participatory methods with end users involvement to design and build the intervention, integrate iterative consultations with end users along the rapid prototyping work, report and consider the appropriateness of a participatory approach to eHealth intervention design, and test and refine the final draft of the intervention to get it ready for the usability evaluation, which is reported separately (JS et al, unpublished data, 2019).

**Figure 1.** Research methodologies used across the whole EFFIP project focusing on the intervention build and modeling phase. COPe-support: Carers for People with Psychosis e-support; EAG: expert advisory group; EFFIP: E-support for Families and Friends of Individuals affected by Psychosis; eHealth: electronic health.

### Methods

#### Design

The co-design and build process of the eHealth intervention followed the UK National Institute for Health Research online resource development cycle [57]. This build method was chosen as we were to develop and deliver an eHealth intervention through an existing platform, rather than developing software or the platform ourselves [37,38]. There are 5 build steps illustrated in Figure 2. These are as follows: (1) draft architecture and content, (2) mockup of shell, (3) fill shell with material, (4) cross-inference and integrate materials, and (5) prepare for piloting.
Coproduction Workshops With an Expert Advisory Group

The co-design and build work were directed by an expert advisory group (EAG) comprising individuals and carers with lived experience of psychosis and professionals working in health, social, or voluntary sectors with the target population. The EAG membership was devised to address the principles of participatory research that value contributions from expertise through experience, and that should never be underrepresented within the bigger whole-team context [47,58]. We recruited EAG members with diverse demographic characteristics and varying degrees of ease and familiarity with digital communications from various clinical and voluntary service provider organizations across South East England. EAG members were paid a goodwill payment for meeting attendance and contributions and were also reimbursed for their travel expenses according to the INVOLVE payment scheme, a UK powerhouse that promotes patient, carers, and public involvement (PPI) in research [59].

The EAG comprised 3 individuals with lived experience of psychosis, 3 family members having different relationships with a loved one affected by psychosis in the family (including a cousin, a sister, and a daughter), 1 clinician who also has personal experience of family caregiving, and 1 voluntary service lead. The EAG worked with the core research team (comprising 2 clinical academics, 1 health services researcher, 2 eLearning experts, and 1 administrator) to lead the build work.

Over the build phase lasting 12 months, 4 EAG workshops (1-4) were held, equivalent to the sprint cycles used in the agile approach. We used the coproduction in mental health improvement work method to organize the workshops [55,56,60]. This approach emphasizes and values the hidden capacity and capability of end users, families, and significant others. At each workshop, all members assumed equal decision-making role, whereas we contributed with our respective strengths and expertise [60,61]. These participatory design workshops (and follow-up work) were mapped to fit the 5-step development process of eHealth products [57], and hence, each had specific aims and expected output, progressing from generating ideas and design to reviewing and refining product from rapid prototyping cycles.

After each participatory design workshop, the knowledge and ideas generated were translated to produce draft hand-sketched plans and wireframes, mockups of Web pages, and source materials for the intervention (eg, videos or textual information). The mockups and output produced between workshops and end users’ feedback obtained from consultations (see below) were then presented at the next workshop, enabling content and broad design ideas to be critically discussed and reviewed and then further developed. Toward the end of the co-design and build work (build steps 4 and 5), the EAG undertook final development work before conducting a walk-through exercise of the online beta-build of the intervention [62-64]. Final revision and refinement work were undertaken in build step 5 to produce the intervention prototype (ie, the delta-build in Figure 2) ready for the real-world usability test.

Iterative Consultations With Carers

At the interfaces of build steps 3 and 4, we incorporated 2 rounds of iterative consultations with target end users [52]. For the consultations, we recruited carers who had no prior involvement with the EFFIP project to a focus group meeting lasting up to 2 hours. During the first consultation, we showed the carers the offline first alpha-build of the intervention and asked for their feedback on its design and likeability, the flow and readability of the content, and invited them to preempt potential usability issues and identify ways to promote end users’ engagement. The second consultation followed a similar format with another set of carers, with an online second alpha-build of the intervention, which had been further developed by the EAG. The carers’ views were fed back to the rapid prototyping cycles as overseen by the EAG. Figure 2 illustrates the inputs made by the focus groups.
The consultation was approved by the UK National Health Service Research Ethics Committee (REC) process (REC approval reference number: 16/LO/1300) and Health Research Authority (HRA IRAS project ID: 210571). Carers aged 18 years or older and who provided unpaid support and care for a loved one affected by psychosis were recruited from 3 mental health trusts in South London and Berkshire, South East England. Recruitment strategies for carers included the posting of study flyers at clinical areas and informing the carers support workers and mental health professionals at each trust to disseminate the study information to carers.

Analysis Strategies

All the workshops and consultation meetings were digitally recorded and transcribed verbatim. We took photos of the sketches produced at the workshops, on which the wireframes were developed later. The qualitative data were analyzed using the thematic analysis method [65,66], suiting the social constructionist and realist paradigms. We used an inductive approach to identify themes from the data without trying to fit it into a preexisting coding frame but grounded our understanding on the EAG members’ and carers’ perception and experiences of the evolving drafts of the intervention. As the study focused on designing and reviewing the build of the intervention, the data were analyzed descriptively to generate themes concerned broadly with the design and content of the intervention, general look and feel, usability factors, privacy and security, and ways to enhance engagement and usefulness.

Throughout the study, to ensure the rapid prototyping and build of the intervention was grounded in the data, the participatory design workshops, focus group consultation, and data analysis were performed in parallel with one another. This ensured timely and robust feedback to inform the evolving drafts of the intervention (see Figure 2).

Results

Expert Advisory Group Members and Consultation Group Participants

The EAG comprised 8 members, whereas the core team had 6 members. Over 1 year during which 4 participatory workshops were held, all EAG members and core team members attended all the workshops and selected follow-up work to create the materials as indicated.

During each round of consultations, 2 meetings involving 5 to 8 carers were held (see Figures 1 and 2). In total, 24 carers participated in the iterative consultations along the evolving build process: 10 on the first alpha-build, and 14 on the second alpha version. The participants comprised 10 men and 14 women. The range of the carers’ ages was 22 to 83 years (mean 59 [standard deviation, SD 12.7]) with the median age being 61 years. Half of the carers had retired (n=9) or stayed at home being a full-time carer (n=3). The other half were in gainful employment: 5 working full time, 6 working part time, and 1 actively seeking employment. Most of the carers were a parent (19/24, 79%), and there were 2 spouses (8%, 2/24), 2 close friends (8%, 2/24), and 1 adult child (4%, 1/24). Just more than one-third of the carers (38%, 9/24) lived with their cared-for person at the time of the study. The gender mix of the cared-for persons was similar to that of the carers; 11 were male (46%, 11/24), and 13 were female (54%, 13/24). The ages of the cared-for persons ranged from 17 to 61 years (mean 35.3 [SD 15.8], median=32). In terms of diagnosis, half of the participants reported that their cared-for persons (50%, 12/24) had a diagnosis of psychosis, 9 were diagnosed with a schizoprophreniform disorder (45%, 9/24), and 3 had type 1 bipolar disorder (13%, 3/24). As reported by the participants, the cared-for persons had been unwell for less than 1 year to the longest for 36 years (mean 10.6 [SD=10]; median=6). The demographic characteristics and caring situation of the participants and their cared-for persons are summarized in Table 1.
Table 1. Summary of focus group consultation participant characteristics and caring situation.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Carer participants (n=24)</th>
<th>Their cared-for person (n=24)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>59 (12.7)</td>
<td>35.3 (15.8)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>61 (22-83)</td>
<td>32 (17-61)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>10 (41)</td>
<td>11 (46)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>18 (75)</td>
<td>_</td>
</tr>
<tr>
<td>Black</td>
<td>1 (4)</td>
<td>_</td>
</tr>
<tr>
<td>Asian</td>
<td>2 (8)</td>
<td>_</td>
</tr>
<tr>
<td>Other</td>
<td>3 (13)</td>
<td>_</td>
</tr>
<tr>
<td>Work, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time work</td>
<td>5 (21)</td>
<td>_</td>
</tr>
<tr>
<td>Part-time work</td>
<td>6 (25)</td>
<td>_</td>
</tr>
<tr>
<td>Retired</td>
<td>9 (38)</td>
<td>_</td>
</tr>
<tr>
<td>Not working</td>
<td>1 (4)</td>
<td>_</td>
</tr>
<tr>
<td>Looking after home/family</td>
<td>3 (13)</td>
<td>_</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>1 (4)</td>
<td>_</td>
</tr>
<tr>
<td>Married/cohabiting</td>
<td>17 (71)</td>
<td>_</td>
</tr>
<tr>
<td>Other</td>
<td>6 (25)</td>
<td>_</td>
</tr>
<tr>
<td>Relationship with the cared-for person, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parent</td>
<td>19 (79)</td>
<td>_</td>
</tr>
<tr>
<td>Spouse/partner</td>
<td>2 (8)</td>
<td>_</td>
</tr>
<tr>
<td>Close friends</td>
<td>2 (8)</td>
<td>_</td>
</tr>
<tr>
<td>Child</td>
<td>1 (4)</td>
<td>_</td>
</tr>
<tr>
<td>Accommodation arrangement of carer, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living with cared-for person</td>
<td>9 (37)</td>
<td>_</td>
</tr>
<tr>
<td>Not living with cared-for person</td>
<td>15 (63)</td>
<td>_</td>
</tr>
<tr>
<td>Diagnosis of cared-for person, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychosis</td>
<td>_</td>
<td>12 (50)</td>
</tr>
<tr>
<td>Schizophreniform disorder</td>
<td>_</td>
<td>9 (37)</td>
</tr>
<tr>
<td>Type 1 bipolar disorder</td>
<td>_</td>
<td>3 (13)</td>
</tr>
</tbody>
</table>

aSD: standard deviation.
bNot applicable.

Expert Advisory Group Coproduction Workshops and Iterative Consultations

Expert Advisory Group Workshop 1

The inaugural workshop was set to design the study website and the online intervention, including their (domain) name, content, and look. The EAG was provided with results obtained from prior studies conducted in the theoretical development phase of the EFFIP project ([14,19]; also JS et al, unpublished data, 2019) to aid their design decision.

Following an extended brainstorming exercise, we decided to call the eHealth intervention COPe-support, an acronym of Carers fOr People with Psychosis e-support. We subsequently secured the domain name of cope-support.org and hosted our project website on the World Wide Web. With carers as end users in mind, we set out to design a clean and user-friendly website giving information about the project and its research.
program. The EAG believed that the testimonials from other carers who helped develop the intervention would add credibility to the intervention; hence, these testimonials and photos of the EAG working together were added to the website (see Figure 3).

The EAG reviewed the essential ingredients as identified by our earlier development work (JS et al, unpublished data, 2019) to produce the draft architecture and mockup of shell (build step 1). We used nondigital design tools such as magic sheets, post-it notes, index-cards with content items written on them, papers, and pens to encourage a creative design atmosphere involving all members, regardless of their competency level of information and communication technology. EAG members did hand-drawn sketches of Web pages and organized the content and ingredients in a structure that they saw fit.

The EAG decided the master plan for the content and key functions of COPe-support. The intervention comprised 10 sections of psychoeducational materials, communication and problem-solving knowledge and skills, reflective exercises, and discussion points. There were 2 interactive discussion forums: one with a panel of expert members comprising professionals and experts through experience and another one with carers as peers. Figure 3 provides samples of early designs and sketches regarding the project website and the intervention.

Figure 3. Samples of early designs and sketches regarding the project website and the eHealth intervention devised by the EAG. COPe: Carers for People with Psychosis e-support; EAG: expert advisory group.

Expert Advisory Group Workshop 2

The second workshop was held 6 weeks later. For hosting and running COPe-support, our eLearning experts (LW and AS) identified a virtual learning environment (VLE) called Canvas [67]. The COPe-support intervention, accessible via the Canvas VLE, was designed to work on desktop (or laptop) Web browsers, as well as smartphones or tablets through a Canvas app.

Building on the framework and functions of Canvas, the EAG members worked together to build shell with materials at build step 2 [57]. We structured all the content items onto 1 platform hosting 12 sections. These include the following:

- Two modules on psychosis, common symptoms, and comorbid problems and evidence-based treatment for psychosis;
- Two modules on caring strategies for common symptoms and problems (eg, supporting your loved one with paranoid beliefs) and on ways to promote recovery;
- Two modules on wider social and service issues related to psychosis including ways to deal with stigma and discrimination and navigating the health and social care systems;
- Two modules focusing on well-being–promotion strategies for carers themselves;
- A virtual discussion forum and blog space for carers to share experiences and discuss commonly encountered issues;
- An Ask the Experts forum where participants can post questions to an expert panel comprising health and social care professionals and campaigners;
- A Further Resources section with supplementary Web links to relevant external resources; and
• A support page where carers can get in contact with the online facilitator for technical or emotional support directly.

During this workshop, the EAG members also discussed the best ways to present the different elements and topics. We devised a detailed work plan to source or produce the materials in various formats, ranging from textual documents to making videos with experts speaking on the specifics and Weblinks to external sites (with explicit agreement sought).

The following 2 months after these workshops saw the EAG producing the materials and the sketch design of the intervention being turned into wireframes with materials developed filling the shell—the build step 3 [57]. Figure 4 provides screenshots of the first alpha build of COPe-support.

**Figure 4.** Screenshots of the first alpha-build of COPe-support. (a) COPe-support home page; (b) content menu page; (c) a well-being promotion exercise; (d) promoting well-being exercise. COPe: Carers fOr People with Psychosis e-support.

### Consultation With End Users on the First Alpha-Build

Once the first alpha-build of COPe-support (including the home page where the intervention menu and content list sat and mockups of 3 modules and the 2 forums) was prepared, we ran the first consultation showing the carers its offline version to seek their feedback.

Feedback from carers indicated that the general presentation and the content of COPe-support were well received. However, carers found the linear program of sections and elements too prescriptive (see Figure 4), whereas they envisaged that carers as end users would prefer flexibility in choosing relevant content suiting their own caring situation. Although carers rated positively the differing elements including psychoeducational information, reflective exercises, and practice guides, which encourage the integration of skills learnt into their day-to-day life, they found the default terminology used by the Canvas VLE alienating. Some examples included the terms quizzes and grades. The findings obtained from the focus groups were fed back to the rapid prototyping cycle overseen by the EAG.

### Expert Advisory Group Workshop 3

Although the rapid prototyping build work progressed onto build step 4—cross-inferencing and integrating materials, the consultation findings on the initial alpha-build of COPe-support were reviewed by the EAG at this workshop. The original linear program menu design was changed to a grid-based visualization, which implied no order for its content yet still provided the functionality to link to the relevant areas. The 3 key elements, that is, psychoeducational information, interactive forums, and further resources, were color-coded in the content menu. Explicit guidance notes were added to encourage participants to pick and choose the content relevant to their needs. We changed the terminology used by the Canvas VLE, which was originally designed for eLearning students, as much as possible to suit the carer population. These included labeling all the exercises and prompts for reflection and integration as reflection and leaving
out submission or grading and sharing of reflections through peer-to-peer forum as some participants might perceive that as a source of unintended pressure. In both forums, we added ground rules and notes to explain the privacy and security measures and provided examples in writing posts or questions without giving personally identifiable data away. We also developed further sections using these design principles in producing the second alpha-build of COPe-support. Figure 5 provides screenshots of the second alpha-build of the intervention.

**Figure 5.** Screenshots of the second alpha-build of COPe-support. (a) COPe-support home page; (b) ask the experts forum; (c) information on resources; (d) promoting well-being exercise. COPe: Carers for People with Psychosis e-support.

Consultation With End Users on the Second Alpha-Build

A second round of focus group consultation was subsequently organized when we showed the carers an online version of the second alpha-build of COPe-support (see Figure 5). Carers’ feedback for this was positive in general. They found the home page welcoming and particularly appreciated the content menu design, which they found inviting and intuitive to use. The explicit display of the ground rules and guidance notes to ascertain privacy and security in the home page and again in forums was identified by carers as enhancing their sense of trust and ease of use. The layout of pages focusing on psychoeducational information given was well evaluated with the use of pictures and graphics to intercept the text. We asked carers to review the 2 forums and the discussion topics during the consultation. Most found that the topics gave some structures for the participants to focus their posts and felt confident and comfortable to use the forums with the guidance notes and the anonymous participation arrangement. Carers identified that there was a need for clearer instruction in how the participants can contact the COPe-support facilitator directly for support if necessary. They liked the cognitive behavioral–oriented reflections and exercises that promote self-care but would like more instruction on downloading the materials to allow practicing in their own time.

Expert Advisory Group Workshop 4

In the 2 months between the last consultation and the fourth coproduction workshop, further rapid prototyping work was carried out to address the focus group findings. Workshop 4 concluded the build step 4—cross-inference and integrating materials—of the coproduction work and preceded the final build step 5—ready for usability test. During this workshop, the EAG members conducted a walk-through exercise as a group on the beta-build of COPe-support [62-64]. Through the walk-through exercise starting from login to log-off, the EAG members navigated through every section and tried out every function of COPe-support from an end user’s perspective. A number of minor usability issues related to navigation and use of various functions were identified (eg, how to raise a new post?). We took note of these findings and carried out further refinement accordingly. We also captured the EAG members’
experience and feedback expressed through the exercise to inform the production of a navigation video (and a written navigation guide in parallel).

We discussed and confirmed the privacy and data security measures based on the exercise and the data output from it. In addition to the anonymous participation mechanism through the use of pseudonyms by all enrolled carers, the EAG considered it useful to state explicitly the monitoring, moderation, and facilitation provided by a qualified mental health professional (JS) daily during the week. We believed that it helped create and maintain a safe online environment as well as enhance the credibility of the intervention. The facilitator also posts weekly updates on COPe-support online forum to all carers with an aim to keep them engaged.

These considerations and final refinement work were undertaken in the final build step 5—preparing for usability test—with the delta-build of COPe-support developed by the end of the build and modeling phase.

Discussion

Principal Findings

Our study used an innovative approach to develop a Web-based intervention for psychosis carers. COPe-support provides psychoeducation and emotional support using health care professional contribution and peer support [52]. The participatory research design method ensured that carers as end users were fully involved in all phases of the design and build process [47,60,68,69]. We believe that carers, together with other key stakeholders such as individuals with lived experience of psychosis and health care professionals, provided some insightful foresight of target end users’ expectations and usage pattern for the intervention. These were addressed and taken on board in the build process to optimize the matching of end users’ expectations and needs and the final product design and delivery. Furthermore, these end users’ inputs helped the core team, especially the eLearning experts, to understand how best to manipulate the technological remits as afforded by our chosen software to enhance the relevance and suitability of the intervention for the end users ([63,64]; also JS et al, unpublished data, 2019).

Our study combined 2 distinct participatory research coproduction methodologies with end users—the participatory research workshops to design and build the intervention and consultation meetings to provide feedback on drafts along the rapid prototyping cycles—in parallel and interacting with one another [29,52,58]. Furthermore, 2 different groups of end users and stakeholders were involved in the different methods and activities (carers with no involvement with the project joined the consultation meetings on initial and second alpha-builds, alongside an established set of EAG members). As we embedded the participatory research elements within a structured eHealth build model originally developed for e-mental health interventions [57], the repeated development cycle borrowed from the agile method enhanced the continuous generation of new ideas and feedback being inputted into the coproduction build process. Our approach integrating PPI into the agile build process, enabled end users to have hands-on involvement in producing and revising the developing intervention drafts; their experiential insights were not lost through interpretation by external technological experts which, we hope, the insights gained likely to increase end users’ engagement with the intervention [47,60]. We would argue that our participatory approach was better suited than a carer-led method, as we were able to integrate a full range of stakeholders, including eLearning experts, clinicians, and researchers into the build process alongside carers.

Limitations

The participatory design and build work described in this paper have produced a final prototype of COPe-support. This study has produced a tangible output, that is, an eHealth intervention meeting the required and desired expectations of both EAG members and the carer participants who contributed to the iterative consultation alongside the prototype development. However, our results are descriptive in nature and limited in establishing the usability or acceptability of the intervention, and our sample of carers was limited by size and representativeness. The success of our approach will ultimately be tested in experimental evaluation of the intervention itself (see below).

Implications and Future Directions

This study illustrates the importance of coproduction of COPe-support, an eHealth intervention, which is designed to be used by carers autonomously. Another important contribution this study made to research in the field is the documentation of a rigorous and innovative build process, which combined intervention development method and participatory research methodologies throughout its life cycle [69]. Across the spectrum of eHealth intervention build methods, we recognize our participatory research method being in the middle ground of the 2 polar approaches: agile or technologist-driven and carer-led. Our approach establishes itself as a third way adopting the agile process and principles while integrating PPI with the technological and research core team conducting the build work as directed by the EAG.

Following this study with the prototype ready for feasibility and usability testing, a usability study of the final delta-build of COPe-support has been completed with both a remote usability trial and a think-aloud study (JS et al, unpublished data, 2019). The results were promising and provided further feedback from end users, in terms of facilitation and delivery strategies (JS et al, unpublished data, 2019). Following further refinement work as informed by the usability study (JS et al, unpublished data, 2019), COPe-support is currently being tested for its effectiveness in supporting carers through an online randomized controlled trial (RCT) [54]. The trial will also test levels of carers’ engagement both with the intervention and the study and for any correlation of engagement or adherence with the effects on carers’ health outcomes. These investigations will therefore enable us to consider, in the future, if our participatory research approach has been successful.

To the best of our knowledge, COPe-support is one of the few comprehensive Web-based interventions targeting carers for
psychosis patients. With the benefits of access, facilitation, and delivery completely through the internet, our product has the potential to provide an evidence-based psychoeducational intervention with its key ingredients [14,19]. These include providing health outcomes monitoring, psychoeducational information, and real-time interaction with health care professionals and other carers as peers. We expect the internet delivery will overcome some of the implementation and access barriers from both the service providers’ and carers’ perspective [19]. Dependent on the trial outcomes, we have considered several areas for further development and innovation in the future. These range from investigating further implementation strategies to optimize large-scale rolling out of COPe-support upon positive trial results to examining and incorporating additional health behavioral change techniques or methods used in eHealth interventions to enhance engagement and effects upon unclear effectiveness results [70,71]. Participatory research methods and principles will, no doubt, be an important approach integrated within such work.

Conclusions

We integrated participatory research methodologies with a structured eHealth intervention development process to develop COPe-support through this study. COPe-support is one of the few eHealth interventions dedicated for family carers of individuals affected by psychosis. It provides information and psychosocial support for carers through the internet, promoting flexible access and individualized choice. Following usability evaluation of the intervention prototype, we are currently undertaking an online RCT to evaluate its effectiveness in promoting carers’ health outcomes.

Acknowledgments

The authors thank all the input and contributions from the expert advisory group members who helped design COPe-support. They are Ellen Harris, Jacqueline Marks, Angela Ryan, Storm Ryan, Lana Samuels, Dr Clive Travis, Leigh Wallbank, and Dr Elen Williams [72]. The authors are grateful to the carers who participated in the consultations and supported the development of COPe-support. For recruiting participants into the study, the project team acknowledges the support of the National Institute for Health Research (NIHR) through the Clinical Research Network (Division 4).

JS is funded by a National Institute for Health Research (NIHR) Post-Doctoral Research Fellowship for this research project. This paper represents independent research. The views expressed are those of the author(s) and not necessarily those of the National Health Service, the NIHR, or the Department of Health and Social Care.

Conflicts of Interest

None declared.

References


72. COPE-Support. URL: http://cope-support.org/team/

Abbreviations

COPe-support: Carers For People with Psychosis e-support
EAG: expert advisory group
EFFIP: E-support for Families and Friends of Individuals affected by Psychosis
eHealth: electronic health
e-mental health: electronic mental health
NIHR: National Institute for Health Research
PPI: patient, carers, and public involvement
RCT: randomized controlled trial
REC: Research Ethics Committee
VLE: virtual learning environment

Edited by G Eysenbach; submitted 12.04.19; peer-reviewed by J Amann, N Miyoshi, O Danilina; comments to author 14.06.19; revised version received 28.06.19; accepted 28.06.19; published 06.08.19.

Please cite as:
A Multicomponent eHealth Intervention for Family Carers for People Affected by Psychosis: A Coproduced Design and Build Study
J Med Internet Res 2019;21(8):e14374
URL: https://www.jmir.org/2019/8/e14374/
doi:10.2196/14374
PMID:31389333

©Jacqueline Sin, Claire Henderson, Luke A Woodham, Aurora Sesé Hernández, Steve Gillard. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 06.08.2019. This is an open-access article distributed under the terms of the
Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Medium-Term Effects of a Tailored Web-Based Parenting Intervention to Reduce Adolescent Risk of Depression and Anxiety: 12-Month Findings From a Randomized Controlled Trial

Marie Bee Hui Yap1,2, MPsych, PhD; Mairead C Cardamone-Breen1, DPsysch; Ronald M Rapee3, PhD; Katherine A Lawrence1, DPsysch; Andrew J Mackinnon4, PhD; Shireen Mahtani1, DPsysch; Anthony F Jorm2, PhD, DSc

1School of Psychological Sciences and Turner Institute for Brain and Mental Health, Monash University, Melbourne, Australia
2Melbourne School of Population and Global Health, University of Melbourne, Melbourne, Australia
3Centre for Emotional Health, Macquarie University, Sydney, Australia
4Black Dog Institute, University of New South Wales, Sydney, Australia

Corresponding Author:
Marie Bee Hui Yap, MPsych, PhD
School of Psychological Sciences and Turner Institute for Brain and Mental Health
Monash University
18 Innovation Walk
Wellington Road, Clayton
Melbourne, 3168
Australia
Phone: 61 0399051250
Email: marie.yap@monash.edu

Related Article:
This is a corrected version. See correction statement: https://www.jmir.org/2019/8/e15915/

Abstract

Background: Prevention of depression and anxiety disorders early in life is a global health priority. Evidence on risk and protective factors for youth internalizing disorders indicates that the family represents a strategic setting to target preventive efforts. Despite this evidence base, there is a lack of accessible, cost-effective preventive programs for parents of adolescents. To address this gap, we recently developed the Partners in Parenting (PiP) program—an individually tailored Web-based parenting program targeting evidence-based parenting risk and protective factors for adolescent depression and anxiety disorders. We previously reported the postintervention outcomes of a single-blinded parallel-group superiority randomized controlled trial (RCT) in which PiP was found to significantly improve self-reported parenting compared with an active-control condition (educational factsheets).

Objective: This study aimed to evaluate the effects of the PiP program on parenting risk and protective factors and symptoms of adolescent depression and anxiety using data from the final assessment time point (12-month follow-up) of this RCT.

Methods: Parents (n=359) and adolescents (n=332) were recruited primarily from secondary schools and completed Web-based assessments of parenting and adolescent depression and anxiety symptoms at baseline, postintervention (3 months later), and 12-month follow-up (317 parents, 287 adolescents). Parents in the PiP intervention condition received personalized feedback about their parenting and were recommended a series of up to 9 interactive modules. Control group parents received access to 5 educational factsheets about adolescent development and mental health. Both groups received a weekly 5-min phone call to encourage progress through their program.

Results: Intervention group parents completed an average of 73.7% of their intended program. For the primary outcome of parent-reported parenting, the intervention group showed significantly greater improvement from baseline to 12-month follow-up compared with controls, with a medium effect size (Cohen d=0.51; 95% CI 0.30 to 0.72). When transformed data were used, greater reduction in parent-reported adolescent depressive symptoms was observed in the intervention group (Cohen d=0.21; 95% CI −0.42 to −0.01). Mediation analyses revealed that these effects were mediated by improvements in parenting (indirect effect b=−0.08; 95% CI −0.16 to −0.01). No other significant intervention effects were found for adolescent-reported parenting.
or adolescent depression or anxiety symptoms. Both groups showed significant reductions in anxiety (both reporters) and depressive (parent reported) symptoms.

**Conclusions:** PiP improved self-reported parenting for up to 9 months postintervention, but its effects on adolescent symptoms were less conclusive, and parent-reported changes were not perceived by adolescents. Nonetheless, given its scalability, PiP may be a useful low-cost, sustainable program to empower parents of adolescents.
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**Introduction**

**Background**

Depression and anxiety disorders are common in young people, with lifetime prevalence rates of 18% and 38%, respectively, in adolescents aged 13 to 17 years [1]. The incidence of these disorders peaks during adolescence, and early-onset disorders tend to have a chronic and relapsing nature. In particular, these disorders forecast a cascade of deleterious long-term sequelae across multiple domains of functioning and increase suicide risk [2,3]. Moreover, a large proportion of the burden of disease from these disorders remains unalterable even with optimal treatment [4]. With emerging evidence suggesting an increase in the rates of depression and anxiety problems in children and young people internationally [5,6], there is an urgent need for effective preventive approaches to stem this global public health problem.

The family setting is a strategic target for implementing preventive approaches for adolescent depression and anxiety (also known as internalizing) disorders. As posited by interpersonal theories of developmental psychopathology, internalizing problems both result from and contribute to disruptions in developmentally salient interpersonal processes (starting with early parent-infant attachment), which in turn interfere with young people’s need for relatedness [7]. From an etiological perspective, parents have an important influence on young people’s risk for internalizing problems, in terms of both nature and nurture. Genetic research suggests that the heritability of liability to internalizing behaviors is high in 3-year-olds (76%) but reduces to 48% by the age of 12 years, whereas the shared environmental influence increases from zero at age 3 to 18% at age 12 [8]. More recently, a children-of-twins study found significant environmental transmission of anxiety from parents to their adolescents, but no evidence of significant genetic transmission [9], highlighting the influence of parental anxiety and associated parenting behaviors (eg, overprotection or overcontrol) in the etiology of adolescent internalizing problems. Meta-analyses of individual parenting behaviors associated with adolescent internalizing problems have found that parenting behaviors prospectively account for a small but significant amount of variance (1%-16%) [10,11]. Together, the evidence indicates that parenting behaviors are a promising target for the prevention of adolescent internalizing problems.

For the purpose of prevention, interventions need to target modifiable risk and protective factors [12]. A burgeoning body of literature has identified various risk and protective factors for adolescent depression and anxiety problems [13,14], including some that are potentially modifiable by parents [10,11,15]. These factors are posited to operate bidirectionally in the transactions between parent and child, especially as the child develops increasing autonomy during adolescence [16]. Factors that increase adolescents’ risk for depression and anxiety include interparental conflict, overinvolvement (including psychological control), and aversiveness (including harsh parental criticism and parent-adolescent conflict). Protective factors include parental warmth and acceptance, monitoring, and autonomy granting [10,11]. This evidence base delineates the parenting factors that should be translated into preventive interventions for parents of adolescents to reduce the societal burden of youth internalizing disorders.

For decades, preventive parenting interventions have been developed to capitalize on the influence parents have on their child’s development and adjustment based on the assumption that improving parenting will in turn yield benefits for the child’s mental health [17]. Unfortunately, the translation of research evidence into preventive parenting interventions continues to lag far behind the abovementioned evidence base, with a recent review identifying only 3 preventive parenting interventions (defined as programs where more than 50% of the intervention is delivered to the parent) targeting parents of adolescents [18]. One of these 3 interventions used a universal prevention approach (invited all parents regardless of their child’s level of risk) [19], whereas the other two were selective prevention programs that targeted parents with an affective disorder [20] or HIV/AIDS [21]. In contrast, relatively more preventive parenting interventions have been developed and evaluated for parents of younger children [18]. Most existing interventions that are designed for parents of adolescents target behavioral problems not directly related to internalizing disorders, such as externalizing problems, substance use, and risky behaviors [17,22]. Importantly, preventive parenting interventions have demonstrated long-term benefits for child internalizing [18] and externalizing [17,22] outcomes that last up to 20 years after the intervention. Sandler et al [17] proposed a theoretical pathway by which parenting programs can have long-term benefits for child outcomes via program effects on parents. The most parsimonious program effect involves parents learning new skills from the program, and the use of these skills...
is maintained by positive responses from their children (eg, improved parent-child relationship).

However, the public health impact of preventive parenting interventions (regardless of child age) is limited by poor uptake and engagement [23]. In part, this is because most existing interventions are face-to-face group programs, which encounter the common barriers of stigma and practical logistics such as timing or scheduling, cost, travel, and child care [24,25]. Web-based platforms have the potential to overcome some of these barriers because of the anonymity and accessibility they afford [26]. However, a recent systematic review of technology-assisted parenting programs to prevent mental health problems in children aged 0 to 18 years [27] identified only 1 Web-based preventive parenting intervention that targets adolescent internalizing problems, known as PiP.

The PiP Web-based parenting intervention was developed to address the abovementioned gaps in preventive parenting resources [26]. It is an evidence-informed intervention that incorporates (1) developmental theory (including the developmental psychopathology framework) [28] and research into the role of parents in adolescent development and adjustment [10,15], (2) preventive medicine and public health approaches that advocate the targeting of risk and protective factors for prevention [12,29], and (3) the use of persuasive technologies to influence behavior change [30]. PiP draws its content from the parenting guidelines How to prevent depression and clinical anxiety in your teenager: Strategies for parents (henceforth referred to as the Guidelines) [31]. These Guidelines were the product of a rigorous research translation methodology comprising a systematic review of modifiable parental factors associated with adolescent depression and anxiety [10] and a Delphi study of international expert consensus about parenting strategies that can reduce adolescents’ risk of depression and anxiety disorders [32]. Using a consumer-engagement approach [33], the intervention was designed following the principles of Persuasive Systems Design [30] to be an interactive individually tailored program. The intervention has been evaluated in a randomized controlled trial (RCT) and found to produce significantly greater improvements in parent-reported parenting risk and protective factors for adolescent depression and anxiety (primary outcome) from baseline to postintervention (3 months later) compared with an active control condition (Cohen d=0.57).

No significant group differences in changes over time were found for secondary outcomes of interest, including adolescent-reported parenting factors, and adolescent depression and anxiety symptoms, as reported by both parents and adolescents [34]. It is likely that changes on these secondary outcomes may emerge in the longer term, once the proximal intervention effects (eg, behavior changes in parents) have had time to influence the broader family system.

Indeed, in the broader parenting and family intervention literature, proponents of the developmental cascade model have argued that changing parent-related factors in the short term can lead to significant long-term benefits for the child through a progression of events over the course of development. For instance, an RCT of the New Beginnings Program for divorced families with children aged 9 to 12 years [35] found significant effects on parenting, parent-child relationship quality, and internalizing problems at postintervention, but these effects were not maintained at 6-month follow-up. However, significant long-term effects emerged at the 6-year [35] and 15-year [36] follow-up assessments on various functioning outcomes, including internalizing, externalizing, and substance use problems, and mediational analyses supported the cascade effects model. Similarly, an RCT of the Family Check-Up program for low-income parents of toddlers [37] found significant direct effects on maternal depression but not child internalizing problems in children aged 2 to 3 years, but an indirect effect (through reductions in maternal depression) on child internalizing symptoms emerged in middle childhood (age 7.5-8.5 years). These findings underscore the importance of long-term follow-up to examine the preventive effects of parenting interventions over the course of the child’s development.

This Study
This study reports the findings from a medium-term (12-month) follow-up of families in this RCT. One primary outcome of interest was again parenting risk and protective factors. We hypothesized that the intervention effects observed at postintervention would be observed at the 12-month follow-up. Parent- and adolescent-reported symptoms were also examined as primary outcomes in this paper with the aim of investigating whether the intervention effects on parent-reported parenting factors would yield benefits in terms of adolescent depressive and anxiety symptoms by the 12-month follow-up. Specifically, we hypothesized that compared with the control group, the intervention group would show greater reductions in parent- and adolescent-reported symptoms from baseline to 12-month follow-up. We also hypothesized that parenting at postintervention would mediate adolescent symptoms at the 12-month follow-up, after accounting for parenting and symptom scores at baseline. Adolescent report of parenting was again examined as a secondary outcome measure. We predicted greater improvement in adolescent-reported parenting from baseline to 12-months follow-up in the intervention compared with the control group.

Methods
Design
This study was a parallel-group superiority RCT, with assessments conducted at baseline (preintervention), postintervention (3-months postbaseline), and 12-month follow-up (final assessment timepoint). The trial was prospectively registered with the Australian New Zealand Clinical Trials Registry (registration number ANZCTR12615000328572) and approved by the Monash University Human Research Ethics Committee (CF14/3887-2014002024). A detailed description of the methodology has been published by Yap et al [34]; however, the pertinent details will be described below.

Sample Size
The sample size was determined based on an a priori power analysis. This indicated that a sample size of 294 parent-adolescent dyads (147 per group) was required to detect
a small effect size (Cohen $d=0.20$), with an alpha level of .05, power of 0.80, and a repeated-measures design. To allow for approximately 15% attrition, we aimed to recruit 338 dyads (169 per group).

**Settings, Participants, and Eligibility Criteria**

Eligible parents had an adolescent in the target age range (12-15 years at baseline), resided in Australia, had regular internet access, and an email account. Only 1 parent-adolescent dyad per family was eligible to participate. Computer and internet literacy were implicit eligibility criteria. Given the universal approach taken in this trial, no exclusion criteria were specified. Recruitment was primarily via secondary schools across Australia as well as online networks, social media, and mental health organizations (eg, beyondblue and Mental Health First Aid Australia). Baseline assessments were completed between August 2015 and November 2016 (when the desired sample size was reached), and 12-month follow-up data collection concluded in December 2017.

**Interventions**

**The Partners in Parenting Intervention**

PiP is a fully automated Web-based parenting program consisting of 3 components [26]. First, parents complete a self-assessment scale (the Parenting to Reduce Adolescent Depression and Anxiety Scale; PRADAS [38]), which assesses their current parenting practices against the Guidelines. Second, based on their responses to the PRADAS, parents receive an individually tailored feedback report outlining their parenting strengths and areas for improvement. The feedback messages are designed to be brief, motivate behavior change, provide practical parenting strategies, and contain links to further information that parents can access if desired. Third, parents are recommended a series of interactive online modules, also based on their responses to the PRADAS. A total of 9 modules are available, and parents can further personalize their program by selecting additional modules (not initially recommended to them) or declining recommended modules. Modules include interactive activities, goal setting exercises, audio clips, vignettes, illustrations, and an end-of-module quiz with immediate feedback, designed to consolidate learning. Each module takes approximately 15 to 25 min to complete. One module is made available to parents every 7 days, to allow sufficient time to complete each module and work on weekly goals before progressing to the next module. Parents were sent automated emails each week to notify them that their next module was available to access via their personalized dashboard. Once parents had completed the initially selected modules, all 9 modules (including those not initially selected) were made available for the remainder of the RCT. Table 1 presents the content covered in the PiP modules and the corresponding sections in the PRADAS, feedback report, and Guidelines. **Multimedia Appendix 1** presents screenshots of the intervention.
Parents in both groups received a weekly phone call from a member of the research team, commencing 7 days after the delivery of the PiP intervention; parents were emailed once per week with a link to access their next factsheet via their personal website [39]. The factsheet topics were as follows: (1) Teen development: an overview, (2) The teenager's changing body, (3) The teenager's developing brain, (4) Resilience, and (5) Happy teenagers and teenage wellbeing. The delivery of the factsheets was designed to mirror the educational factsheets about adolescent development and mental health. The factsheets provided general information, without individual tailoring or actionable parenting strategies (cf. the PiP intervention). The factsheets were intended to provide information already available to parents as part of a current PiP intervention). The factsheets were intended to provide specific strategies to do these.

### Educational Factsheets (Active Control Condition)

Parents in the control group received access to a series of 5 educational factsheets about adolescent development and mental health. The factsheets provided general information, without individual tailoring or actionable parenting strategies (cf. the PiP intervention). The factsheets were intended to provide information already available to parents as part of a current health promotion approach, with materials adapted from the Raising Children Network website [39]. The factsheet topics were as follows: (1) Teen development: an overview, (2) The teenager’s developing brain, (3) The teenager’s changing body, (4) Resilience, and (5) Happy teenagers and teenage wellbeing. The delivery of the factsheets was designed to mirror the delivery of the PiP intervention; parents were emailed once per week with a link to access their next factsheet via their personal dashboard on the trial website, and they had access to the factsheets for the duration of the RCT. The weekly emails occurred at the beginning of the intervention phase (ie, first 5 weeks postbaseline).

### Weekly Check-In Phone Calls

Parents in both groups received a weekly phone call from a member of the research team, commencing 7 days after completion of their baseline assessment. Intervention group parents received 1 phone call per module selected in their program, unless they selected less than 5 modules, in which case, parents received a minimum of 5 calls (to match the control group who received 5 calls). The purpose of the calls was to encourage progress, enhance engagement, provide technical assistance, and answer study-related questions. Research assistants were trained to make the phone calls following a standard script and did not provide individual advice or therapeutic support.

### Measures

#### Primary Outcome Measure 1: The Parenting to Reduce Adolescent Depression and Anxiety Scale

The PRADAS is a self-reported measure of parenting practices across the parenting domains covered in the Guidelines [38] (see Table 1). As a criterion-referenced measure, the PRADAS assesses current parenting practices against specific recommendations in the Guidelines (the criterion) and scores parents as either concordant (1) or nonconcordant (0) with the recommendations. The 73 items of the PRADAS cover 8 of the 9 domains of the Guidelines, with one of the original 9 subscales (relationships with others) dropped from the scale during the validation process [38]. Most items are scored on a Likert-type frequency (never, rarely, sometimes, and often) or likelihood scale (very unlikely, unlikely, likely, and very likely; for hypothetical scenarios). The item scores are summed to form a total score, ranging from 0 to 73, with higher scores indicating
greater concordance with the Guidelines. In a validation study of 711 parents of adolescents aged 12 to 15 years, which included baseline data from the current RCT sample, the total score demonstrated high reliability (agreement coefficient=0.97), acceptable 1-month test-retest reliability (0.78), and convergent validity with 2 existing parenting measures [38]. In the current sample, the agreement coefficient was high at all 3 time points (baseline=0.97, postintervention=0.96, and 12-month follow-up=0.95).

**Primary Outcome Measure 2: Short Mood and Feelings Questionnaire**

The Short Mood and Feelings Questionnaire (SMFQ) is a widely used measure of depressive symptoms in children and adolescents [40]. Both the child (SMFQ-C) and parent (SMFQ-P) versions have 13 items assessing the frequency of depressive symptoms in the past 2 weeks, on a 3-point scale of not true (0), sometimes true (1), or true (2). Item scores are summed to form a total score, ranging from 0 to 26, with higher scores indicative of higher symptom levels. The scale has been documented to have high internal consistency, criterion validity, and convergent validity with other measures of depressive symptoms in children [40-42]. In our sample, both the parent- and child-reported versions had high reliability at all time points, as assessed by coefficient omega (SMFQ-C: baseline omega=0.93, postintervention omega=0.93, 12-month omega=0.95, SMFQ-P baseline omega=0.93, postintervention omega=0.92, 12-month omega=0.94). The correlations between parent and child reports on the SMFQ were $r=0.48$ at baseline, $r=0.40$ at postintervention, and $r=0.53$ at 12-month follow-up (all $P<.001$).

**Primary Outcome Measure 3: Spence Children’s Anxiety Scale**

The Spence Children’s Anxiety Scale (SCAS) is a 39-item child-(SCAS-C) and parent- (SCAS-P) reported measure of child and adolescent anxiety across 6 subscales: separation anxiety, social anxiety, obsessive compulsive symptoms, panic or agoraphobia, generalized anxiety, and fear of physical injury [43,44]. Items are scored on a 4-point scale from 0 (never) to 3 (always) and can be summed to form the 6 subscale scores and a total anxiety score. We calculated the total score, which ranges from 0 to 114, with higher scores representing more anxiety symptoms. The SCAS has been normed on several samples, including Australian school children within the same age range as our sample [45]. Both the parent- and child-reported versions have demonstrated high internal consistency reliability and acceptable test-retest reliability [44-46]. Internal consistency reliability for our sample was high for both versions across the 3 time points (SCAS-C: baseline omega=0.95, postintervention omega=0.96, 12-month omega=0.96, SCAS-P: baseline omega=0.93, postintervention omega=0.94, 12-month $\omega=0.95$). The correlations between SCAS-C and SCAS-P were $r=0.46$ at baseline, $r=0.43$ at postintervention, and $r=0.47$ at 12-month follow-up (all $P<.001$).

**Secondary Outcome Measure: The Parenting to Reduce Adolescent Depression and Anxiety Scale—Adolescent Report**

The Parenting to Reduce Adolescent Depression and Anxiety Scale—Adolescent Report (PRADAS-A) assesses the adolescent’s perspective on the same 8 parenting domains covered in the PRADAS (Cardamone-Breen et al, forthcoming). The scale has fewer items than the PRADAS (total of 43 items), as only items that were developmentally appropriate and could be assessed from the adolescent’s perspective were included. During validation analyses, the relationships with others sub-scale was also removed from the PRADAS-A because of poor psychometric properties (Cardamone-Breen et al, forthcoming). Response options and scoring are similar to the PRADAS, with items assessed on Likert-type scales and scored as either concordant (1) or nonconcordant (0) with the Guidelines’ recommendations. The total score therefore ranges from 0 to 43, with higher scores indicating greater Guidelines-concordant parenting practices. The total score has demonstrated high reliability (agreement coefficient=97, 3-month test-retest reliability=.81) and moderate correlations with adolescent-reported depression and anxiety symptoms in a validation sample of 670 adolescents aged 12 to 15 years (baseline data from the current RCT was included in the validation study [Cardamone-Breen et al, forthcoming]). The agreement coefficient for the total score in our sample was high (0.97) at all 3 time points. The correlation between the PRADAS and PRADAS-A at each time point was as follows: baseline, $r=0.26$; postintervention, $r=0.26$; and 12-month follow-up, $r=0.33$ (all $P<.01$).

**Intervention Adherence, Completion, and Access During Follow-Up Period**

Intervention adherence was operationalized as the percentage of parents who completed their program as intended, calculated as 100% × (number of parents whose observed usage equals their intended usage)/(number of parents who received the intervention)] [34,47]. Intervention completion was defined as the percentage of the intended program that was completed, that is, intervention completion=[100% × (observed usage)/(intended usage)]. For the intervention group, observed usage was defined as the number of modules completed, and intended usage as the number of modules initially selected. For the control group, intended usage was defined as reading all 5 factsheets, and observed usage was defined as the number of factsheets that had been opened by the parent (determined by timestamps stored in the system when parents clicked the link to open their factsheet). We also examined whether parents completed their program during the active intervention phase, which was defined as the time between the parent baseline assessment and the adolescent postintervention. If the adolescent did not complete the assessment, the date of the parent postintervention assessment was used. Finally, we examined the number of parents who accessed their program after the active intervention phase (ie, between postintervention and 12-month assessment time points).
Procedures

Registration and Baseline Assessments
Parent participants registered themselves and their adolescent via the dedicated trial website and provided consent and contact details for their adolescent (see Multimedia Appendix 2 for informed consent documentation). Email verification was required at this point. A member of the research team then phoned the adolescent to inform them of the study requirements and obtain assent (if they agreed to participate). Parents were not informed of their adolescent’s decision to participate and could continue in the study regardless of adolescent participation. If the adolescent declined to take part, the adolescent assessments were cancelled so that parent participation could proceed as per protocol. Adolescents who agreed to participate were guided through completion of their online baseline assessment over the phone, with the researcher providing assistance as required. On completion of the adolescent baseline assessment (or cancellation of the assessment by a researcher), the trial website automatically generated an email invitation to the parent, inviting them to complete their baseline assessment. Parents were then required to log on to the website in their own time to complete their baseline assessment. Parent and adolescent assessments included their respective versions of the PRADAS, SCAS, and SMFQ.

Randomization and Blinding
Immediately following completion of the parent baseline assessment, parents were automatically allocated to the intervention or control condition using a computer-generated unblocked, unstratified randomization procedure, with a 1:1 allocation ratio. At this point, the intervention group parents were presented with their individually tailored feedback onscreen and were emailed a PDF copy of the feedback report. Control group parents were presented with their first factsheet. Therefore, parents were not blinded to their allocation nor were the researchers who spoke to parents during weekly check-in phone calls. Adolescents were not informed of their parents’ allocation and, therefore, were assumed to be blinded. As all assessments were completed online via the dedicated trial website, blinding of assessor was not relevant.

Follow-Up Assessments
The procedure for 3- and 12-month follow-up assessments was similar to the baseline procedure. Both parents and adolescents were reimbursed with an Aus $15 electronic voucher for completion of each of the 3- and 12-month follow-up assessments.

Adolescent Symptom Elevation Procedure
At all time points, the participants were followed up by a member of the research team if both the parent and adolescent reported elevated symptoms on the SCAS or SMFQ, based on predetermined cutoff scores. For the SCAS, this was defined as a total score greater than or equal to 1.5 SDs above the mean based on Australian community sample norms [48]. For the SMFQ, scores greater than or equal to 8 were considered elevated [40]. Follow-up actions included email notifications to parents alerting them to their adolescent’s elevated symptoms and providing avenues for seeking professional support (n=38 at baseline, n=25 at postintervention, and n=28 at 12-month follow-up; no significant differences between groups). Adolescents who reported particularly high scores on the SMFQ (SMFQ-C total score >20) were also phoned by a postgraduate clinical psychology student, who conducted a risk assessment and provided referral information as required (n=8 at baseline, n=5 at postintervention, and n=10 at 12-month follow-up; no significant differences between groups).

Statistical Methods
Less than 4% of participants had missing data on any measures. Item level missing data were replaced with the participant’s mean response on the corresponding subscale for cases with less than 23% missing data on a given measure. This is considered an appropriate method of imputation for this amount of missing data [49]. For cases with greater than 23% of missing items on a measure, the measure was considered missing entirely and excluded from analyses.

Analyses were conducted in SPSS version 25 (IBM Corp), with an a priori alpha level of .05. To assess for potential attrition biases, we compared participant characteristics and scores on baseline and postintervention outcome measures between those who completed 12-month follow-up assessments and those who did not. Independent samples t tests (for continuous variables) and chi-square analyses (for categorical variables) were used for these analyses. We also examined potential group differences in follow-up actions taken for adolescents who reported elevated symptoms at postintervention.

Primary and secondary outcome analyses were conducted on an intention-to-treat basis, using mixed-model repeated measures (MMRM), with an unstructured covariance matrix. MMRM uses all the available data from all the participants, including those who withdrew from follow-up assessments [50]. It is a preferred analytic approach for repeated-measures designs when data are considered missing at random or missing completely at random [50,51]. As our hypotheses related to change from baseline to 12-month follow-up, we specified planned contrast tests of the group × measurement-occasion interaction from baseline to 12-month follow-up, within the overall group × measurement-occasion mixed model. This was the primary result of interest. Pairwise comparisons between groups at trial endpoint (12-month follow-up) were also examined. Cohen d effect sizes with 95% CIs are reported for all analyses.

Owing to the positive skew of model residuals for the SCAS and SMFQ at all occasions, a square-root transformation was applied, which improved the distribution of residuals. All analyses were repeated using the transformed data to check robustness of the results. For most analyses, the results did not change with transformation. When the results did differ, the overall conclusions were made by considering the findings based on both raw and transformed data. For ease of interpretation, raw data have been plotted, with footnotes to indicate where results differed with transformation.

To assess for potential mediation of intervention effects on adolescent symptoms by change in parenting, we conducted simple mediation analyses using the PROCESS macro for SPSS [52,53]. Separate mediation models were run for each symptom
measure (ie, outcome variable), with 5000 bootstrap samples for bias-corrected bootstrap 95% CIs. In each model, group (coded as 0= control, 1=intervention) was entered as the predictor variable, 12-month symptom measure score as the outcome variable, and postintervention PRADAS score as the mediator variable. Baseline PRADAS and baseline symptom measure score (corresponding to the outcome variable) were entered as covariates.

Finally, we conducted post hoc moderation analyses to explore moderation of intervention effects of adolescent age, gender, and baseline symptoms on outcomes. For age and baseline symptoms, the continuous moderator variable (ie, child age at registration or baseline symptom score) was added to the mixed model as a covariate, including a 3-way interaction term (ie, group × measurement-occasion × moderator) whose significance constituted a test of a differential effect of the moderator on outcome of the intervention. Significant moderation effects were interpreted using estimated marginal means plotted for values of the covariate (ie, moderator variable) at its 25th and 75th percentile at baseline in the sample. To minimize shared method variance effects for moderation analyses using baseline symptom measures, we used the symptom measure reported by the opposite informant as the moderator variable (eg, for the outcome of SMFQ-P, baseline SMFQ-C score was used as the moderator). For the parenting measures, we conducted 2 moderation analyses, with each of the symptom measures (SCAS and SMFQ, opposite informant to outcome measure) entered in separate models. Moderation by child gender was assessed in a similar manner using gender as an additional factor rather than as a covariate.

Results

Sample Characteristics

The sample’s characteristics have been reported in detail elsewhere [34] and included in Multimedia Appendix 3. Parent participants were predominantly female (87.2%), were married or in a de facto relationship (76.6%), were employed full or part time (86.6%), spoke English as their primary language at home (84.1%), were from an intact family situation (70.5%), and had tertiary-level education (58.2%). Parents had a mean age of 45.15 years (SD 5.20) and their adolescents (55.4% male) had a mean age of 13.68 years (SD 1.06). In addition, 59.1% of the parents reported having a current or past history of mental illness, whereas less than a quarter of adolescents were reported by their parents to have a current (18.9%) or past (15.9%) mental health diagnosis.

Attrition

As shown in Figure 1, of the 359 parent participants who completed the baseline assessments and were randomized, 319 completed postintervention assessments and 317 went on to complete 12-month follow-up (intervention group n=158, control group n=159). The number of parents reported to complete postintervention differs from the original RCT outcome paper (previously reported as n=318) because of an error detected when preparing the 12-month data. A parent in the intervention group was excluded from the original paper because of missing individual item response data (missing 9 items [12.3%] of the postintervention PRADAS); however, in this paper, the missing items were imputed, allowing this participant to be included in the analyses. For adolescent participants, 332 completed baseline assessments, 308 completed postintervention assessments, and 287 completed 12-month follow-up. Therefore, the attrition rate at 12-month follow-up was 11.7% for parents and 13.6% for adolescents. This did not differ between conditions for parents (11.7% in each group) or adolescents (intervention group: 13.5%; control group: 13.6%). Figure 1 presents the participant flow diagram.
We examined demographic characteristics and scores on baseline and postintervention measures between participants who completed 12-month follow-up and those who did not. There were no differences on any baseline measures between completers and noncompleters nor were there differences in parent or child demographic characteristics, with the exception of parent education level. Parents who completed the 12-month assessment were more likely to have tertiary-level education than those who did not ($X^2$, $N=359$)=9.9; $P=.002$). In addition, adolescents of parents who completed the 12-month follow-up had significantly higher PRADAS-A scores (mean 23.94, SD 6.20) at postintervention compared with adolescents of parents who did not complete 12-month follow-up (mean 21.05, SD 6.84; $t_{(306)}$=2.05; $P=.04$).
Time Interval Between Assessments

The mean time interval between parent baseline and 12-month follow-up was 385.71 days (SD 19.16, median 380.04, range 361-487 days), and the mean interval between parent postintervention and 12-month assessments was 266.66 days (SD 35.43, median 273.92, range 86-366 days). For adolescent assessments, the mean interval between baseline and 12-month follow-up was 376.59 days (SD 13.19, median 371.98, range 362-452) and between postintervention and 12-month follow-up was 266.41 days (SD 27.91, median 273.97, range 87-315). As reported in the postintervention paper [34], the wide range in time intervals was because of a technical error resulting in delayed postintervention assessments for 59 dyads. The time intervals did not differ significantly between groups (all $P > .05$). There was an average interval of 12.14 days between completion of the adolescent 12-month assessment and the parent 12-month assessment (SD 7.16, range 0-57). At 12-month follow-up, dyads in the control group had a significantly shorter interval between completion of adolescent and parent assessments (control group: mean 9.94 days, SD 12.22; intervention group: mean 14.47 days, SD 13.80; $t_{(265.54)}=-2.88; P=.004$).

Intervention Completion and Adherence

As reported previously, the mean intended program use by the intervention group (n=179) was 6.85 out of a possible 9 modules. The mean observed usage by the intervention group was 5.17 modules [34]. At the time of data extraction for this paper, parents in the intervention group had completed an average of 73.7% of their selected program. Intervention adherence in the intervention group was 44.1% (n=79 parents whose observed usage equaled their intended usage). During the follow-up period (from 3-12 months postbaseline), 12 of the 179 intervention-group parents (6.7%) accessed a mean of 2 modules (range 1-8, SD 2). In the control group, 33 of the 180 parents (18.3%) accessed a mean of 2 factsheets (range 1-4, SD 1.20).

Primary Outcome Measure 1: Parenting to Reduce Adolescent Depression and Anxiety Scale

Observed scores for all outcome measures at each measurement occasion are presented in Multimedia Appendix 4. Table 2 displays the planned contrast results of the group x measurement-occasion interaction from baseline to 12-month follow-up for all primary and secondary outcome analyses. As shown in Table 2, there was a significant group-by-time interaction for the PRADAS, $t_{(28.17)}=4.81, P<.001$, with the intervention group showing a significantly greater increase in PRADAS scores from baseline to 12-month follow-up compared with controls (see Figure 2). The effect size of the interaction was medium (Cohen $d=0.51$; 95% CI 0.30 to 0.72). Pairwise comparisons of the 2 groups at 12-month follow-up also indicated a significant group difference ($F_{1,347.77}=4.11; P=.04$), although the effect size was small (Cohen $d=0.21$; 95% CI −0.01 to 0.43).

Primary Outcome Measures 2 and 3: Adolescent Anxiety and Depression Symptoms

As shown in Table 2 and Figure 3, there was a significant group x measurement occasion interaction from baseline to 12-month follow-up for the SMFQ-P, when transformed data were used (Cohen $d=0.21$; see Multimedia Appendix 5 for MMRM results on transformed data). However, when analyses were run on raw data, there was no significant interaction for any of the symptom measures (all $P > .05$). Using transformed data, there was a significant main effect for time over the 3 measurement occasions for the SCAS-P, SCAS-C, and SMFQ-P (all $P<.001$) but not for the SMFQ-C ($P=.12$). When raw data were used, there was a significant main effect for time for all symptom measures (SCAS-P and SMFQ-P, $P<.001$; SCAS-C, $P=.001$; SMFQ-C, $P=.009$; see Figure 3). For the parent-reported measures, both groups showed a significant reduction from baseline to postintervention, after which the groups appeared to diverge from postintervention to 12-month follow-up (see Figure 3). On the SMFQ-P, the increase from postintervention to 12-month follow-up was significant for the control group (only on raw data), whereas the intervention group remained stable (no significant difference between 3 and 12 months). The reduction from baseline to 12-month follow-up was significant for both groups on the SCAS-P, as well as for the intervention group on the SMFQ-P and the control group on the SCAS-C. When transformed, the reduction from baseline to 12-month follow-up was also significant for the control group on the SMFQ-P and the intervention group on the SCAS-C. On the SCAS-C, the control group demonstrated a significant reduction from baseline to postintervention (with both raw and transformed data). Pairwise comparisons indicated no significant group differences on any of the symptom measures at any time point, with both raw and transformed data (all $P > .05$).
Table 2. Mixed-model repeated measures planned contrast test of group × measurement-occasion interaction from baseline to 12-month follow-up for all primary and secondary outcome measures.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Estimated marginal means (SE)</th>
<th>t test (df)(^a)</th>
<th>P value</th>
<th>(d)(_{interaction}) (95% CI)(^b)</th>
<th>(d)(_{12 months}) (95% CI)(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parenting to Reduce Adolescent Depression and Anxiety Scale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>46.58 (0.57)</td>
<td>47.88 (0.57)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>51.68 (0.59)</td>
<td>49.99 (0.61)</td>
<td>4.81 (328.17)</td>
<td>&lt;.001</td>
<td>0.51 (0.29 to 0.71)</td>
</tr>
<tr>
<td><strong>Parenting to Reduce Adolescent Depression and Anxiety Scale—Adolescent Report</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>24.44 (0.44)</td>
<td>24.89 (0.43)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>23.38 (0.51)</td>
<td>24.16 (0.50)</td>
<td>−0.59 (297.53)</td>
<td>.56</td>
<td>−0.06 (−0.28 to 0.15)</td>
</tr>
<tr>
<td><strong>Spence Children’s Anxiety Scale—Parent Report</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>17.99 (0.90)</td>
<td>18.51 (0.90)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>13.72 (0.95)</td>
<td>15.64 (0.94)</td>
<td>−1.28 (321.37)</td>
<td>.20</td>
<td>−0.14 (−0.37 to 0.08)</td>
</tr>
<tr>
<td><strong>Spence Children’s Anxiety Scale—Child Report</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>28.73 (1.36)</td>
<td>30.20 (1.33)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>27.20 (1.52)</td>
<td>26.56 (1.49)</td>
<td>1.36 (294.14)</td>
<td>.18</td>
<td>0.16 (−0.07 to 0.39)</td>
</tr>
<tr>
<td><strong>Short Mood and Feelings Questionnaire—Parent Report</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>5.07 (0.40)</td>
<td>4.75 (0.40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>3.48 (0.40)</td>
<td>4.21 (0.40)</td>
<td>−1.88 (329.98)</td>
<td>.06</td>
<td>−0.21 (−0.42 to 0.01)</td>
</tr>
<tr>
<td><strong>Short Mood and Feelings Questionnaire—Child Report</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>6.16 (0.47)</td>
<td>6.40 (0.46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>7.06 (0.58)</td>
<td>7.08 (0.57)</td>
<td>0.33 (296.86)</td>
<td>.74</td>
<td>0.04 (−0.19 to 0.27)</td>
</tr>
</tbody>
</table>

\(^a\) t statistic of the planned contrast test of group × measurement-occasion interaction from baseline to 12-month follow-up, estimated under the group × measurement-occasion mixed model.

\(^b\) Cohen \(d\) effect size of the group × measurement-occasion interaction from baseline to 12-month follow-up, calculated based on the \(t\) statistic of the planned contrast. Negative effect size indicates greater reduction in scores from baseline to 12-month follow-up in the intervention group compared with the control group.

\(^c\) Cohen \(d\) effect size of the difference between groups at 12-month follow-up. Negative effect size indicates lower scores in the intervention group compared with the control group.

\(^d\) Not applicable.

\(^e\) Becomes statistically significant with square-root-transformed data: \(t\)\(_{324.98}\) = −2.04; \(P=0.04\); \(d=−0.21\) (95% CI −0.42 to −0.01).
Figure 2. Estimated marginal means for Parenting to Reduce Adolescent Depression and Anxiety Scale (PRADAS) and PRADAS—Adolescent (PRADAS-A) Report scores at baseline, postintervention (3-months postbaseline), and 12-month follow-up, estimated under the group × measurement-occasion mixed model. Error bars represent SEs. Higher scores on the PRADAS and PRADAS—Adolescent Report indicate greater concordance with the parenting guidelines (ie, more protective parenting factors and fewer parenting risk factors). Planned contrast of interaction (baseline to 12 months) was significant, $P<.001$. Pairwise comparison of group difference at 12-month follow-up was significant, $P=.04$.

Secondary Outcome Measure: Parenting to Reduce Adolescent Depression and Anxiety Scale—Adolescent Report

The planned contrast of the group × measurement-occasion interaction from baseline to 12-month follow-up was not significant for the PRADAS-A (see Table 2 and Figure 2). There was a significant main effect for time, with both groups reporting significantly reduced PRADAS-A scores over the 3 occasions: $F(2, 297.99) = 9.27$, $P < .001$. However, the comparisons of group differences at each occasion were not significant (all $P > .05$).

Mediation Analyses

Mediation analyses revealed that the indirect effect of group on 12-month SMFQ-P via postintervention PRADAS was significant (indirect effect $b = −0.08$; 95% CI $−0.16$ to $−0.01$) when transformed symptom data were used. However, no significant mediation was found for any of the 4 symptom measures when using raw data (all $P > .05$; see Multimedia Appendix 6 and Table 1).

Post Hoc Moderation Analyses

Parental Concordance With the Guidelines (Parenting to Reduce Adolescent Depression and Anxiety Scale and Parenting to Reduce Adolescent Depression and Anxiety Scale—Adolescent Report), Moderated by Baseline Symptom Levels

Results of the PRADAS moderation analyses suggested that neither child anxiety (SCAS-C) nor depression (SMFQ-C) symptoms at baseline moderated intervention effects on parent reports of parenting ($P > .05$; see Multimedia Appendix 7). For adolescent reports of parenting (PRADAS-A), results suggested that baseline parent-reported anxiety (SCAS-P) moderated intervention effects on PRADAS-A: $F(2, 296.81) = 10.23$, $P < .001$. Figure 1 in Multimedia Appendix 7 presents the estimated marginal means of PRADAS-A, with baseline SCAS-P calculated at the 25th and 75th percentiles. As shown in this figure, among adolescents whose parents reported higher baseline SCAS-P scores, adolescents whose parents received PiP reported a greater reduction in PRADAS-A scores over time than controls. The analysis of PRADAS-A moderated by baseline SMFQ-P was not significant ($P > .05$). Multimedia Appendix 7 presents the results of these analyses.

Adolescent Depression and Anxiety Symptoms Moderated by Baseline Symptom Levels

We conducted separate MMRMs for each of the symptom measures, moderated by baseline scores on the opposite informant of the same measure. Of the 4 analyses, only the model of SMFQ-P moderated by baseline SMFQ-C was significant: $F(2, 295.23) = 4.40$, $P = .01$. However, as shown in Multimedia Appendix 7 (Figure 2), this moderation effect may be attributable to baseline differences.

Adolescent Age and Gender as Moderators

We ran separate MMRMs for all 6 outcome measures, moderated by adolescent age at baseline and gender (in separate models). None of the 3-way interactions were significant (all $P > .05$; results available from the first author upon request).
Figure 3. Estimated marginal means for the SCAS—Parent Report (SCAS-P), SCAS—Child Report (SCAS-C), SMFQ—Parent Report (SMFQ-P), and SMFQ—Child Report (SMFQ-C) estimated under the group \(\times\) measurement-occasion mixed model. Error bars represent SE. *Planned contrast of baseline to 12-month group \(\times\) measurement-occasion interaction effect significant at \(P<.05\) level, when square-root-transformed data were used. SCAS: Spence Children’s Anxiety Scale; SMFQ: Short Mood and Feelings Questionnaire.

Discussion

Principal Findings

Parent Reports of Parenting

This RCT evaluated the medium-term effects of PiP. Consistent with our hypothesis, when compared with parents who received an educational-factsheet control intervention, parents who received PiP reported greater improvements in their parenting behaviors from baseline to 12 months later. These improvements represent reductions in parental risk factors and increases in parental protective factors for adolescent depression and anxiety [26,38]. Notably, the effect was medium in size, similar to that found at postintervention [34]. This suggests that the effect of PiP on parenting factors was maintained up to 9 months after the intervention and reduces the likelihood of social desirability and learning or priming effects (eg, receiving PiP alerts parents to good parenting, which influences their responses to the PRADAS at postintervention). The observed medium-term effect was despite minimal access to PiP modules by parents between the postintervention and 12-month assessments, so the maintenance of effects is unlikely because of booster effects.

Adolescent Symptoms

Contrary to expectations, at 12-month follow-up, there was no robust indication that PiP significantly reduced adolescent depression and anxiety symptoms as reported by either parents or adolescents, compared with the active-control intervention. This is largely consistent with findings at postintervention [34], suggesting that the effect of PiP on parent-reported parenting did not translate into significant reductions in adolescent symptoms compared with an active control. The effect of PiP on parent-reported depressive symptoms was significant (with a small effect size) when the analysis was conducted using transformed data, but it only approached significance when based on raw data. This suggests that PiP may lead to greater reduction in adolescent depressive symptoms than the control intervention, but given that this parent-reported finding was not verified by adolescent reports or other objective measures, the efficacy of PiP on adolescent depressive symptoms remains inconclusive. Nonetheless, there was a similar pattern of change...
over time for both parent-reported depression symptoms and anxiety symptoms, whereby the intervention and control groups appeared to diverge after postintervention, with symptoms among the intervention group remaining stable, whereas symptoms in the control group started to increase over time. The pattern of change in the control group reflects an increase in depressive symptoms that is commonly seen in epidemiological research as adolescents approach mid-to-late adolescence, when the onset of depression and some anxiety disorders peaks [1]. A longer-term follow-up is required to ascertain whether these findings persist and demonstrate a long-term preventive effect of PiP.

It is possible that the use of an active control in this study, although a methodological strength, may have obscured the benefits of PiP on adolescent internalizing outcomes. Although the educational factsheets in the control intervention did not provide specific personalized parenting strategies in an engaging format (like PiP), they did provide credible information on adolescent development and general advice for parents about how they can best support their adolescent’s development and well-being. For a highly educated and motivated sample of parents, this may be sufficient to produce the improvement in parenting observed in the control group, albeit to a weaker extent than the intervention group, which was maintained at 12-month follow-up. In turn, the improvement in parenting in both groups may explain the significant reduction in reported symptoms (except adolescent-reported depressive symptoms) over time in both groups and, hence, the nonsignificant group difference in change over time. This is notable because many preventive interventions for adolescent internalizing disorders that have demonstrated significant effects were compared with nonactive or no-intervention control groups [18,54]. Although this study’s findings do not support the hypothesized superiority of PiP over an active control condition, it is notable that such brief, self-guided online parenting interventions were able to produce significant reductions in adolescent depressive and anxiety symptoms over time. These findings are promising given the scalability of PiP and the argument that even small reductions in mental health symptoms at the individual level could translate to significant population health benefits [55].

Adolescent Reports of Parenting

Contrary to expectation, a significant improvement in parenting was not seen in adolescent reports. This is consistent with findings at postintervention [34], suggesting that the effect of PiP on parent-reported parenting did not translate into adolescent perceptions of parenting. Though the discrepancy in findings involving parent-reported versus adolescent-reported parenting is notable, it concurs with most previous research involving parent and adolescent informants of parenting [56]. The PiP intervention components were tailored based on parents’ responses to the PRADAS, without taking into account the adolescents’ perspective (ie, their responses on the PRADAS-A). In particular, to personalize the feedback report for each parent and to identify the modules to recommend to the parent, PiP uses the parent’s responses on the PRADAS to identify their strengths and areas from improvement. As such, insofar as the parent and adolescent perceptions of parenting differ, PiP may have targeted some parenting behaviors not perceived by adolescents to need improvement and failed to target other parenting behaviors that from the adolescent’s perspective, need improvement. Post hoc analyses of 334 parent-adolescent dyads in this sample who completed the PRADAS and PRADAS-A support this possibility. On the basis of parent reports only, a mean of 6.71 modules (SD 1.53, range 1-9) were recommended, and a mean of 26.63 feedback messages (SD 7.81, range 7–60) were provided to parents. If the adolescents’ perspectives were also taken into account, the mean number of modules recommended would have increased to 7.94 (SD 1.06, range 4-9), and a mean of 35.27 (SD 7.67, range 17-65) feedback messages would have been provided. Future research is required to examine whether tailoring PiP to both parent and adolescent perspectives of parenting can enhance the effects of PiP, especially on adolescent-reported parenting and symptom outcomes.

Divergence in parent and adolescent reports of parenting, especially during early adolescence, is well established and considered to be normative in the developmental literature [56]. From a developmental perspective, maturational processes during adolescence, such as autonomy seeking and individuation, may mean that parents and adolescents experience their interactions differently [57]. Nonetheless, it remains possible that parents’ perceived improvements in their parenting were not observed by their adolescents up to 9 months after the intervention because parent-reported parenting changes did not translate into tangible behavioral changes observed by the adolescent. More recently, researchers have underscored the value of examining the degree of parent-adolescent discrepancy as a window into the dynamics of the parent-adolescent relationship and its associations with adolescent development and adjustment [58]. Further research is required to examine whether parent-adolescent discrepancies in perceptions of parenting may account for or moderate the effects of the PiP intervention on adolescent symptom outcomes.

Mediation and Moderation Analyses

Results from the mediation analyses were generally consistent with the above findings. Only the mediation hypothesis for parent-reported adolescent depressive symptoms was supported when using transformed data, whereby PiP compared with the control intervention led to greater improvements in parent-reported parenting from baseline to postintervention, which led to greater reductions in parent-reported adolescent depressive symptoms from baseline to 12-month follow-up. Consistent with the parenting pathway proposed by Sandler et al (2011), this mediation suggests that PiP’s effects on parenting may account for a longer-term benefit on adolescent depressive symptoms. Future research is required to examine whether this preliminary finding would be corroborated by other measures of adolescent functioning, such as school engagement and academic performance.

In our post hoc moderation analyses, the moderation effect of adolescent-reported baseline depressive symptoms found at postintervention [34] emerged again, suggesting that among adolescents with elevated depressive symptoms at baseline, PiP was more effective than the control in reducing parent-reported depressive symptoms. However, upon probing, it appears that
the interaction effect may be largely accounted for by baseline differences between intervention and control groups. Hence, it remains to be ascertained whether the moderation effect supports the utility of PiP as an indicated prevention program. Adolescent age and gender did not significantly moderate intervention effects, suggesting that PiP’s effects may be similar across early-to-mid-adolescence and for male and female adolescents.

**Comparison With Previous Work**

On the basis of the findings of a recent systematic review of technology-assisted preventive parenting interventions [27], PiP is the only online intervention aimed at preventing adolescent internalizing disorders. According to Yap et al’s review [18], the only other universal preventive intervention for parents of adolescents is Tuning in to Teens (TINT), a group parenting program targeting emotion socialization [19]. In an RCT comparing TINT with a no-intervention control [19], TINT was found, at about 9 months postintervention, to produce a moderately large effect on parent-reported parenting, small-to-medium effect on adolescent-reported parenting, small-to-medium effects on anxiety symptoms (small effect based on adolescent reports, small-to-medium based on parent reports), and a small-to-medium effect on parent-reported depressive symptoms (nonsignificant effect based on adolescent reports). A few observations are notable when comparing TINT with PiP, taking into consideration the differences in the comparison group (no-intervention versus active control, respectively) and modality of the intervention (face-to-face vs Web-based). First, the effects of PiP on parent-reported parenting compare favorably with those of TINT. Second, the Web-based self-guided modality of PiP may not provide an adequate intervention to produce changes in parenting behavior that are noticeable by adolescents, to in turn produce robust reductions in their internalizing outcomes. In contrast, the higher-intensity modality of TINT provides opportunities for parents to practice and discuss learned parenting behaviors with the facilitators and other parents, which may consolidate their learning into tangible changes in their behaviors when interacting with their adolescents. Further research is required to investigate whether a more-intensive, guided version of PiP (eg, providing additional coaching support via phone or videoconferencing; [26]) can yield stronger and more robust benefits on adolescent internalizing outcomes and adolescent-reported parenting.

The findings of PiP’s effects to date share some similarities to those of other preventive parenting interventions that found developmental cascading effects at long-term follow-up (at least 5-6 years postintervention [35,37]). Specifically, intervention effects on parenting were found at postintervention and maintained into the 12-month follow-up; effects on adolescent depressive symptoms were observed at postintervention only among adolescents with elevated symptoms at baseline, but by the 12-month follow-up, the effect of PiP on depressive symptoms appeared to be emerging across the randomized sample, albeit not robustly. The earlier follow-up assessments for the New Beginnings [35] and Family Check-Up [37] RCTs had similarly promising but inconclusive findings, yet their subsequent follow-up assessments then found significant long-term benefits of the programs across various functioning domains. As such, a longer-term follow-up of this RCT is warranted to test whether PiP has developmental cascading effects on adolescent outcomes in late adolescence and early adulthood.

**Strengths and Limitations**

This study had various strengths. It evaluated a world-first tailored Web-based parenting intervention to prevent adolescent internalizing problems, using a rigorously designed RCT with an active control group, parent and adolescent informants on all outcomes of interest, low attrition rates that are balanced across groups, and high intervention completion. However, various limitations merit comment. First, despite successfully recruiting a large community sample, there was overrepresentation by mothers and highly educated parents. Although this is a limitation shared by most online preventive parenting interventions [27], it urgently needs to be redressed so that the dissemination of evidence-based online interventions does not perpetuate the exclusion of fathers and of parents from vulnerable or disadvantaged backgrounds, inadvertently contributing to the widening of social inequalities in health between families of higher versus lower socioeconomic positions [59]. Second, for reasons of parsimony, this study only included 1 parent and 1 adolescent per family. Nonetheless, we encouraged parent participants who had a co-parenting partner to share and discuss the resources they received to enhance consistency in co-parenting. It remains to be seen whether providing both parents with the intervention will yield synergistic benefits, as suggested by previous research [60].

Third, parents were allowed to participate in the trial if their adolescent declined participation, resulting in a small subset of our sample (37/359, 10.3%) without data on self-reported adolescent symptom outcomes. We chose to have inclusive eligibility criteria to capture a more representative and diverse sample, given the pragmatic design of the trial. Thus, the small loss of data is outweighed by the greater generalizability of our findings to a real-world implementation setting, where adolescents would not be required to participate with their parent. Fourth, this study did not include behavioral measures of parenting or other measures of adolescent functioning outcomes, including quality of life, school engagement, and academic achievements, as well as measures of cost-effectiveness. Future research using these measures will provide insights into whether PiP produces change in objectively measured parenting behaviors and yields broader benefits for adolescents beyond the reduction of internalizing symptoms. Evidence of its cost-effectiveness is also important for advancing the prevention agenda, given that prevention research and interventions are still largely underfunded even in developed countries, including Australia [61]. Fifth, we assumed that adolescents were unaware of their parent’s group allocation, but we did not implement checks to verify the blinding nor did we ask parents to conceal their program from their adolescent. Finally, given that the onset of depression and some anxiety disorders peaks in mid-to-late adolescence, a longer-term follow-up examining cases of disorder is required to adequately test whether PiP can prevent the onset of depression and anxiety disorders across adolescence and into early adulthood. Such
evidence is notably lacking in preventive parenting intervention research [18,27].

Conclusions
Overall, this study found that the PiP intervention produced significantly greater improvements than an active control in parenting risk and protective factors associated with adolescent risk for depression and anxiety. The effects persisted for up to 9 months postintervention, reducing the likelihood that they were due to social desirability or short-term priming effects. Findings from the analyses using transformed data and from mediation analyses suggest that PiP may have some benefits for adolescent symptoms that need to be ascertained in future research. However, parent-reported changes in parenting were not reported by adolescents, and there were no robust findings with regard to reductions in adolescent symptoms. Nonetheless, significant reductions in adolescent symptoms were observed over time in both groups. Given these promising findings, the paucity of evidence-based resources for parents of adolescents, and the scalability of the Web-based platform, PiP may be useful as a low-cost, sustainable public health universal prevention program to empower parents for their adolescents’ mental health.
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Abstract

Background: Digital health is poised to transform health care and redefine personalized health. As Internet and mobile phone usage increases, as technology develops new ways to collect data, and as clinical guidelines change, all areas of medicine face new challenges and opportunities. Inflammatory bowel disease (IBD) is one of many chronic diseases that may benefit from these advances in digital health. This review intends to lay a foundation for clinicians and technologists to understand future directions and opportunities together.

Objective: This review covers mobile health apps that have been used in IBD, how they have fit into a clinical care framework, and the challenges that clinicians and technologists face in approaching future opportunities.

Methods: We searched PubMed, Scopus, and ClinicalTrials.gov to identify mobile apps that have been studied and were published in the literature from January 1, 2010, to April 19, 2019. The search terms were (“mobile health” OR “eHealth” OR “digital health” OR “smart phone” OR “mobile app” OR “mobile applications” OR “mHealth” OR “smartphones”) AND (“IBD” OR “Inflammatory bowel disease” OR “Crohn's Disease” (CD) OR “Ulcerative Colitis” (UC) OR “UC” OR “CD”), followed by further analysis of citations from the results. We searched the Apple iTunes app store to identify a limited selection of commercial apps to include for discussion.

Results: A total of 68 articles met the inclusion criteria. A total of 11 digital health apps were identified in the literature and 4 commercial apps were selected to be described in this review. While most apps have some educational component, the majority of apps focus on eliciting patient-reported outcomes related to disease activity, and a few are for treatment management. Significant benefits have been seen in trials relating to education, quality of life, quality of care, treatment adherence, and medication management. No studies have reported a negative impact on any of the above. There are mixed results in terms of effects on office visits and follow-up.

Conclusions: While studies have shown that digital health can fit into, complement, and improve the standard clinical care of patients with IBD, there is a need for further validation and improvement, from both a clinical and patient perspective. Exploring new research methods, like microrandomized trials, may allow for more implementation of technology and rapid advancement of knowledge. New technologies that can objectively and seamlessly capture remote data, as well as complement the clinical shift from symptom-based to inflammation-based care, will help the clinical and health technology communities to understand the full potential of digital health in the care of IBD and other chronic illnesses.

(J Med Internet Res 2019;21(8):e14630) doi:10.2196/14630
KEYWORDS
digital health; mHealth; mobile health; mobile technology; smartphone; eHealth; review; inflammatory bowel disease; Crohn’s disease; ulcerative colitis

Introduction

Digital health technologies—tools leveraging mobile phones, tablets, Web platforms, and wearables to improve health outcomes—are rapidly changing the practice of medicine and redefining approaches to health care. By the end of 2018, 67% of the global population (5.1 billion people) subscribed to mobile Internet services, a number expected to increase to 71% (5.8 billion people) by 2025 [1]. In 2013, the Pew Research Center showed that 72% of Internet users in the United States searched for health information the previous year, with 35% admitting to using the Internet to try to determine their own or someone else’s medical condition [2].

More specifically, Makovsky’s Pulse of Online Health in 2015 found that 66% of the US population reported interest in using mobile apps to manage their health [3]. Accordingly, in 2017 over 325,000 mobile health-related apps were commercially available for download, a 25% increase from 2016 [4]. Unfortunately, reviews of these commercially available health apps frequently lack an evidence base or adherence to guidelines, with very few going through clinical trials [5,6]. Moreover, clinical research has struggled to study and define clinical guidelines for the new data collected [7-9], even with exciting opportunities to engage hard-to-reach populations and provide innovative care [10]. Over 50% of individuals in developed countries have at least one chronic disease [11], and about one-fourth of them experience limitations in their activities of daily living [12].

One such chronic disease, inflammatory bowel disease (IBD), which is composed of Crohn’s disease (CD) and ulcerative colitis (UC), is well-situated for technological intervention. By engaging, educating, and monitoring patients, technology can help us understand and improve care in a disease that presents uniquely in each individual. IBD has a 0.5% prevalence for both CD and UC in the western world [13], a number expected to increase globally, with specific spikes in certain populations [14]. IBD is relapsing and remitting in nature, with disease exacerbations (ie, flares) being a key driver of the acute need for medical care [15] and having a negative impact on quality of life (QoL) [16]. Treatment is unique to each patient’s circumstance, including self-monitoring and behavioral interventions [17,18]. Some long-term intestinal complications of CD include strictures, fistulas, and abscesses [19,20]; some long-term intestinal complications of UC are perforation, colitis, colonic strictures, and colorectal cancer [20-23].

The Selecting Therapeutic Targets in Inflammatory Bowel Disease (STRIDE) recommendations and the CALM trial have sparked significant changes in clinical management, suggesting that resolution of symptoms alone is not a sufficient outcome; objective evidence, such as fecal calprotectin (FC) or C-reactive protein, is also necessary to guide clinical decisions [24,25]. Using the objective marker, FC, and patient symptoms to guide therapeutic decisions, 46% of patients in the CALM trial reached mucosal healing after 48 weeks compared to 30% of control subjects [25]. As a result, the goals of treatment are evolving from symptom-based to inflammation-based (ie, symptom and biomarker) control to slow or even reverse disease progression. Due to this shift, patients and providers are challenged to find new ways to engage in monitoring, set goals for treatment, and discuss longitudinal care. Digital health can help close these gaps.

Prior reviews have discussed both clinically tested and commercially available digital health interventions in IBD by listing out apps or discussing the various kinds of technological interventions [26-29]. This review includes some new digital health apps and will focus on how they have fit into clinical care. By highlighting areas where they have been tested and shown promise in the clinical flow, this review builds the foundation for clinicians and technologists contemplating new apps in IBD.

Methods

Scoping Review

Scoping reviews embrace systematic discovery and selection of literature to elucidate and summarize the depth and breadth of a field of interest. One of the benefits of creating this review is to allow commentary regarding potential gaps or areas for innovation. Given this background, we believed a scoping review was most appropriate, using the most current guidelines to (1) identify the research question, (2) identify relevant studies, (3) select relevant studies, (4) chart the data, and (5) collate and summarize the results [30,31].

Development of Research Questions

The research questions were as follows: What digital health apps have been described in the published literature in the setting of IBD? How have these apps complemented or been used in current clinical practice?

Identifying Apps Discussed in Published Literature

The literature was reviewed using PubMed, Scopus, and ClinicalTrials.gov for articles or trials published from January 1, 2010, through April 19, 2019; published articles and trials were accessed on April 19, 2019. The search terms were “mobile health” OR “eHealth” OR “digital health” OR “smart phone” OR “mobile app” OR “mobile applications” OR “mHealth” OR “smartphones” AND “IBD” OR “Inflammatory bowel disease” OR “Crohn’s Disease” OR “Ulcerative Colitis” OR “UC” OR “CD”. Only English-language articles were included. The Scopus search included titles, abstracts, and keywords. The PubMed search included the entire paper and excluded “UC” and “CD” in the search terms. The ClinicalTrials.gov search included studies containing these terms. All papers were reviewed by the first author of this paper (ALY), with consultation from other authors when necessary.
Recognizing Commercially Available Apps

The iTunes iOS app store was reviewed to identify a selection of commercial apps for the purpose of discussion and recognition of the large consumer market that patients face. As the review of commercial apps was not intended to be exhaustive, Google Play and other app stores were not explored. The search terms “inflammatory bowel disease,” “Crohn’s disease,” “ulcerative colitis,” and “colitis” were used to identify potential apps; the iTunes iOS app store was last accessed on April 30, 2019. Considering the desired length and scope of this review, a restricted number of apps were included. These were selected based on top search hits in the app store, which reflect commercial apps that have historically been used most [29].

Article Selection

The titles and abstracts of all hits were reviewed. Articles were included if they explored the use of a digital health intervention in the care of IBD, or CD or UC specifically. Citations of included articles were then also screened for additional relevant articles or apps. Articles were excluded if they did not involve IBD, CD, or UC. They were excluded if they discussed teleconferencing or video chatting as the sole intervention, as this was decided to be out of the scope of the review.

Data Charting

The articles were organized according to the apps that they described. Each app was assessed for how it addressed any of the five identified areas of clinical care: education, monitoring, treatment, follow-up, and patient satisfaction.

Collation and Summary

We summarize and present the relevant features of the apps by breaking them into the five areas of clinical care identified, providing a framework for each of these areas. The goal of the scoping review was to summarize the depth and breadth of digital health apps that have been used in IBD clinical care in order to provide a foundation for discussion for physicians and technologists to pursue future opportunities.

Results

Overview

The Scopus search yielded 227 hits. The PubMed search returned 168 hits. Search of ClinicalTrials.gov returned 12 hits. This totaled 407 hits from the three databases. A total of 39 duplicates were identified. The titles and abstracts of the remaining 368 articles were reviewed; 68 were identified to meet the inclusion criteria and were examined fully, after which 28 articles were selected (see Figure 1). Exploring citations revealed further information to be included. In total, 11 digital health apps and 4 commercial apps were included.

The five areas of clinical care discussed are education, monitoring, treatment, follow-up, and patient satisfaction. The sections below provide an overview of each area, a review of the clinically studied apps, and a review of a small selection of commercially available apps. An overview of each clinically studied app and the trials’ significant findings can be found in Table 1 [26,32-55]. An overview of each commercial app can be found in Textbox 1 [56-59]. An overview of the features of each app as related to clinical care can be found in Tables 2 and 3.
Table 1. Overview of clinically studied apps.

<table>
<thead>
<tr>
<th>App (sample size)</th>
<th>Feature highlights</th>
<th>Significant findings from trials</th>
</tr>
</thead>
</table>
| Constant Care (n=333, n=95, and n=17) [32-35] | - Weekly disease activity: SCCAI<sup>a</sup> and FC<sup>b</sup> results are mapped to “traffic light” color score  
- Educational modules  
- Portal for providers | - Fewer outpatient and acute care visits  
- Shorter flares and improved QoL<sup>c</sup> and medication adherence  
- Timely administration of medications  
- Individualized infliximab timing without compromising QoL |
| Young Constant Care (n=50) [36,55] | - Same as Constant Care, with one change: disease activity measured with Pediatric Crohn’s Disease Activity Index (PCDAI) or Pediatric Ulcerative Colitis Activity Index (PUCAI) | - Individualized infliximab timing without compromise of QoL  
- Fewer doses given and longer average treatment interval |
| HealthPROMISE (n=320) [37-41] | - Biweekly disease activity (SIBDC<sup>d</sup>) and QoL (EQ-5D<sup>e</sup>), graphically represented over time  
- Track health items such as vaccines, screenings, etc, to assess overall QoC<sup>f</sup>  
- Integrated into medical records  
- Patients can see the current plan and message their care team | - Improved QoL and QoC over 575 days  
- Fatigue and tension drivers of QoL  
- Patients report more equitable decision making  
- 75% still use at 6-month follow-up |
| IBD-live (n=84) [42,43] | - Flarometer portal collects PUCAI or PCDAI and FC at 1- or 3-month intervals  
- Communication module directly connected to local IBD<sup>g</sup> health team  
- Questionnaire module with surveys about QoL, absenteeism, and health care use  
- Patients and specialists alerted to out-of-range results | - No difference in flare occurrence  
- Improvement in QoL, although not reaching significance  
- Fewer face-to-face interactions with providers |
| myIBDcoach (n=909) [44,45] | - Weekly or monthly monitoring modules based on disease severity  
- MonitorIBD at Home questionnaire to assess disease activity  
- eLearning (electronic learning) module accompanies every session  
- Meeting disease activity thresholds will auto-alert health care providers  
- Patients can see their care plan and message their care team | - No change in QoL, flares, acute care visits, and QoC  
- Higher treatment adherence  
- Fewer outpatient visits and telephone calls to physicians  
- Fewer hospitalizations  
- 94% still using at 1-year follow-up |
| Telemonitoring of Crohn’s Disease and Ulcerative Colitis (TECCU) (n=63) [46,47] | - Three-armed randomized controlled trial: control, nurse-assisted telephone care, and app group  
- App group: additional education, reminders, and prompted by text to report symptoms  
- App group: based on reported symptoms, developed alerts and treatment guidelines delivered to patients through the platform | - Disease activity and remission status improved most in app-monitored group  
- QoL and medical adherence improved in all groups  
- Differences in work productivity and activity impairment did not reach statistical significance  
- Fewer calls and outpatient visits in app group  
- Improved satisfaction in app and control groups |
| TELE-IBD (n=348 and n=219) [48-50] | - Text message about symptoms (HBI<sup>b</sup> and SCCAI) and medication side effects  
- Remote changes in management possible if alert thresholds of disease are met  
- Texts to share information about medications, dosing, and frequency | - Improved disease activity and QoL in controls and users  
- Decrease in hospitalizations, but increase in electronic encounters, phone calls, and noninvasive diagnostic tests  
- No significant change in knowledge as measured by the CCKNOW<sup>l</sup> after adjusting for confounding variables |
| TrueColours UC (n=66) [51] | - Daily monitoring (SCCAI) sent by email, biweekly QoL (EQ-5D), and monthly FC  
- “Traffic light” monitoring and presentation of disease state  
- Able to input blood, pathology, endoscopy, and histology results  
- Treatment guidance given regarding 5-ASA<sup>l</sup> and topical rectal medications | - Algorithm predicts escalation in therapy with 95% accuracy  
- Patients reported feeling empowerment, improved awareness, and communication |
<table>
<thead>
<tr>
<th>App (sample size)</th>
<th>Feature highlights</th>
<th>Significant findings from trials</th>
</tr>
</thead>
</table>
| UC HAT/HAT <sup>[52,53]</sup> (n=25 and n=47) | • Weekly reporting of symptoms, well-being, medications, side effects, and weight  
• Web-based clinician portal  
• Users are able to message their team and print an action plan | • No difference in QoL, disease activity, or medical adherence  
• 56% (14/25) completion in UC HAT<sup>k</sup>  
• 91% adherence to HAT<sup<l</sup> over 6 months and 86% report no interference with daily routines |
| UCLA eIBD <sup>[26,54]</sup> (n=194 UC<sup>m</sup> and n=217 CD<sup>n</sup>) | • Only available to UCLA<sup><sup>o</sup></sup> IBD patients  
• Disease activity monitored with UCLA-developed four-question PROs<sup>p</sup> (mHI<sup>q</sup>) with alarms built in at set thresholds  
• Integrates PROs into medical records  
• Value quotient measures patient value vs cost over time | • Correlation of mHI with HBI and partial Mayo score for CD and UC, respectively  
• Inverse correlation with QoL as measured by SIBDQ |

<sup>a</sup>SCCAI: Simple Clinical Colitis Activity Index.  
<sup>b</sup>FC: fecal calprotectin.  
<sup>c</sup>QoL: quality of life.  
<sup>d</sup>SIBDQ: Short Inflammatory Bowel Disease Questionnaire.  
<sup>e</sup>EQ-5D: EuroQol-5 Dimension questionnaire.  
<sup>f</sup>QoC: quality of care.  
<sup<g>IBD: inflammatory bowel disease.  
<sup>h</sup>HBI: Harvey Bradshaw Index.  
<sup>i</sup>CCKNOW: Crohn’s and Colitis Knowledge Score.  
<sup>j</sup>5-ASA: 5-aminosalicylate.  
<sup>k</sup>UC HAT: home automated telemanagement in ulcerative colitis.  
<sup>l</sup>HAT: home automated telemanagement.  
<sup>m</sup>CD: Crohn’s disease.  
<sup>n</sup>UC: ulcerative colitis.  
<sup>o</sup>UCLA: University of California, Los Angeles.  
<sup>p</sup>PRO: patient-reported outcome.  
<sup>q</sup>mHI: Mobile Health Index.
Textbox 1. An overview of commercial apps and their key features.

<table>
<thead>
<tr>
<th>App</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>GI Monitor [56]</td>
<td>• Log symptoms, meals, bowel habits, medications, and mood</td>
</tr>
<tr>
<td></td>
<td>• Tries to help users make insights into behavior and symptoms</td>
</tr>
<tr>
<td></td>
<td>• Data can be exported to be shared with physicians</td>
</tr>
<tr>
<td>ibd.care [57]</td>
<td>• Website with basics of inflammatory bowel disease (IBD), tips for talking with a care team, advice about lifestyle, and insurance tips</td>
</tr>
<tr>
<td></td>
<td>• Parallel site for physicians to learn about insurance and IBD management</td>
</tr>
<tr>
<td></td>
<td>• Created by PRIME, a recognized provider of continuing medical education, reviewed by the Academy of Managed Care Pharmacy, and supported by the Case Management Society of America</td>
</tr>
<tr>
<td>myIBD [58]</td>
<td>• Mobile app built to assist pediatric patient transition to adult care</td>
</tr>
<tr>
<td></td>
<td>• Learn module with videos, articles, and short quizzes</td>
</tr>
<tr>
<td></td>
<td>• Journey module for input of features related to disease history: diagnosis, physicians, medications, allergies, major events, goals, symptoms, etc</td>
</tr>
<tr>
<td></td>
<td>• Access to disease activity questionnaires that can be saved</td>
</tr>
<tr>
<td></td>
<td>• Roadmap of the illness can be shared with new physicians</td>
</tr>
<tr>
<td>Oshi [59]</td>
<td>• Shares wellness and symptom scores and insights related to associations with flares</td>
</tr>
<tr>
<td></td>
<td>• Tracks symptoms and behavioral information (eg, exercise) and can sync to fitness devices</td>
</tr>
<tr>
<td></td>
<td>• Learn component has articles, IBD-friendly recipes, and personal stories</td>
</tr>
<tr>
<td></td>
<td>• Ask component provides a space to message Oshi health professionals</td>
</tr>
</tbody>
</table>
Table 2. An overview of the features of each clinically studied app as related to clinical care.

<table>
<thead>
<tr>
<th>App (sample size)</th>
<th>Clinical care features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant Care (n=333, n=95, and n=17) [32-35]</td>
<td><strong>Educate</strong>&lt;br&gt;• Disease-specific lecture at onboarding&lt;br&gt;• eLearning (electronic learning) modules&lt;br&gt;• eHealth nurse&lt;br&gt;• Video clips</td>
</tr>
<tr>
<td>Young Constant Care (n=50) [36,55]</td>
<td><strong>Educate</strong>&lt;br&gt;• eLearning modules&lt;br&gt;• eHealth nurse&lt;br&gt;• Video clips</td>
</tr>
<tr>
<td>HealthPROMISE (n=320) [37-41]</td>
<td><strong>Educate</strong>&lt;br&gt;• N/A</td>
</tr>
<tr>
<td>IBD-live (n=84) [42,43]</td>
<td><strong>Educate</strong>&lt;br&gt;• N/A</td>
</tr>
<tr>
<td>myIBDcoach (n=909) [44,45]</td>
<td><strong>Educate</strong>&lt;br&gt;• Interactive eLearning modules</td>
</tr>
<tr>
<td>Telemonitoring of Crohn’s Disease and Ulcerative Colitis (TECCU) (n=63) [46,47]</td>
<td><strong>Educate</strong>&lt;br&gt;• Educational material created by the researchers received through the platform</td>
</tr>
<tr>
<td>TELE-IBD (n=348 and n=219) [48-50]</td>
<td><strong>Educate</strong>&lt;br&gt;• Educational tips delivered through text message, both about general health and IBD specifically</td>
</tr>
<tr>
<td>App (sample size)</td>
<td>Clinical care features</td>
</tr>
<tr>
<td>------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td><strong>Educate</strong></td>
<td><strong>Monitor</strong></td>
</tr>
<tr>
<td>TrueColours UC (n=66) [51]</td>
<td>• N/A</td>
</tr>
<tr>
<td>UC HAT/HAT (n=25 and n=47) [52,53]</td>
<td>• Weekly educational packages</td>
</tr>
<tr>
<td>UCLA eIBD (n=194 UC, 217 CD) [26,54]</td>
<td>• N/A</td>
</tr>
</tbody>
</table>

\(^a\)SCCAI: Simple Clinical Colitis Activity Index.  
\(^b\)HBI: Harvey Bradshaw Index.  
\(^c\)FC: fecal calprotectin.  
\(^d\)N/A: not applicable.  
\(^e\)PUCAI: Pediatric Ulcerative Colitis Activity Index.  
\(^f\)PCDAI: Pediatric Crohn’s Disease Activity Index.  
\(^g\)SIBDQ: Short Inflammatory Bowel Disease Questionnaire.  
\(^h\)EQ-5D: EuroQol-5 Dimension questionnaire.  
\(^i\)QoC: quality of care.  
\(^j\)EMR: electronic medical record.  
\(^k\)IBD: inflammatory bowel disease.  
\(^l\)MIAH: monitor IBD at home.  
\(^m\)CD: Crohn’s disease.  
\(^n\)UC: ulcerative colitis.  
\(^o\)5-ASA: 5-aminosalicylate.  
\(^p\)UC HAT: home automated telemanagement in ulcerative colitis.  
\(^q\)HAT: home automated telemanagement.  
\(^r\)PRO: patient-reported outcome.
Telemonitoring of Crohn’s Disease and Ulcerative Colitis (TECCU) produced its own educational and preventative materials that were incorporated and available on the platform [46].

**Oshi** [59] offers to contact physician if symptoms change significantly. The site similarly aims to provide patients with timely access to care and education. The website is created by PRIME, a recognized provider of continuing medical education, reviewed by the Academy of Managed Care Pharmacy, and supported by the Case Management Society of America. 

**Table 3.** An overview of the features of each commercial app as related to clinical care.

<table>
<thead>
<tr>
<th>App</th>
<th>Clinical care features</th>
<th>Monitor</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>GI Monitor [56]</td>
<td>• N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>• Symptom diary: bowel movements, stress, meals, weight, pain, and medications</td>
<td>• Can export data to share with physician</td>
</tr>
<tr>
<td>ibd.care [57]</td>
<td>• Modules: overview of IBD&lt;sup&gt;b&lt;/sup&gt;, treatment options, choosing therapy, managing IBD, navigating insurance, and education for providers</td>
<td>• N/A</td>
<td>• N/A</td>
</tr>
<tr>
<td>myIBD [58]</td>
<td>• Teaching videos</td>
<td>• Can download and complete SIBDQ&lt;sup&gt;c&lt;/sup&gt;, SCCAI&lt;sup&gt;d&lt;/sup&gt;, HBI&lt;sup&gt;e&lt;/sup&gt;, and PHQ-9&lt;sup&gt;f&lt;/sup&gt;</td>
<td>• Can share records in app with provider</td>
</tr>
<tr>
<td>Oshi [59]</td>
<td>• Educational articles written by MDs (ie, physicians), PhDs, and patients</td>
<td>• Symptom diary: bowel movements, abdominal pain, overall well-being, stress, diet, sleep, and exercise</td>
<td>• Offers to contact physician if symptoms change significantly. Ask component allows messaging of Oshi health professionals</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
<sup>b</sup>IBD: inflammatory bowel disease.
<sup>c</sup>SIBDQ: Short Inflammatory Bowel Disease Questionnaire.
<sup>d</sup>SCCAI: Simple Clinical Colitis Activity Index.
<sup>e</sup>HBI: Harvey Bradshaw Index.
<sup>f</sup>PHQ-9: 9-item Patient Health Questionnaire.

**Education**

After initial diagnosis, patients may learn more about their disease through interactions with their health team, materials provided by clinical providers, discussions with family or friends, or support groups, but the Internet is also a common source of information. Some physicians encourage patients to use curated websites as sources of information. Patient education benefits QoL and continuity of care, reduces patient anxiety and complications from illness, and increases treatment adherence [60]. After diagnosis, up to 86% of individuals diagnosed with a chronic condition will turn to the Internet for information [61], but it is generally accepted that IBD information on the Internet may be too hard to read and have inaccuracies [62-65].

The app myIBDcoach utilizes interactive eLearning (electronic learning) modules about medications, adherence, smoking cessation, nutrition, symptom management, fatigue, work productivity, anxiety, and depression [44]. In addition to eLearning modules, Constant Care gives a disease-specific lecture during the onboarding process and provides access to an eHealth nurse and educational video clips. Constant Care researchers report that this has been valuable in empowering IBD patients to perform individualized, self-administered therapy [35]. At the end of 12 months, a study of 333 participants showed significant improvement in general knowledge about IBD (P<.001) and medications (P=.001) in the Danish cohort of the study compared to controls, as measured by the Crohn’s and Colitis Knowledge Score (CCKNOW); however, the same effects were not observed in the Irish cohort [32,66]. Home automated telemanagement in ulcerative colitis (UC HAT) developed its own curriculum based on materials from the Crohn’s and Colitis Foundation of America (CCFA), providing educational packages with each weekly check-in [52]. Telemonitoring of Crohn’s Disease and Ulcerative Colitis (TECCU) produced its own educational and preventative materials that were incorporated and available on the platform [46].

TELE-IBD used a text message-based curriculum to send educational information at various frequencies, providing tips related to both general (ie, vaccinations and screenings) and specific (ie, IBD medication side effects) health information. In a study of 219 participants, patients were randomized to receive either TELE-IBD messages at different frequencies or standard of care. Results measured by CCKNOW showed significant improvement in patients receiving messages every other week as compared to controls (P=.03) and greater changes in scores in participants with lower baselines (P<.01); however, after adjusting for race, site, and baseline, researchers found no significant changes between control and TELE-IBD groups [48-50].

Of the commercial apps, myIBD, though mainly built for transition of care between providers, contains a robust educational component with videos, short articles on many related topics, and quizzes to assess knowledge [58]. The app ibd.care is created by PRIME, a recognized provider of continuing medical education, reviewed by the Academy of Managed Care Pharmacy, and supported by the Case Management Society of America. This app covers a broad base of information about IBD, including basics of disease, treatment, tips for talking with your care team, navigating insurance, and how to align lifestyle with IBD goals. The site similarly aims
to educate health care providers about managing patients and navigating insurance [57]. Many apps direct patients to the CCFA, where a large breadth of curated IBD information is available [20].

The apps approach education through learning modules, videos, and automated text messages covering a wide array of IBD topics. Besides the TELE-IBD study, these apps have acted as a repository for educational materials to be accessed by patients when needed or when the platforms are used, but the materials are not delivered proactively.

Although education is a common component across almost all apps, there is minimal assessment of the information quality or the value that the information provides to patients. It would be interesting to assess whether patients using these apps rely less on unverified sources of information and, as a result, experience improvements in treatment adherence, QoL, anxiety, and complications. With the varieties of technology available, technologists may be able to engage with physicians to create more interactive and engaging educational materials that increase health literacy and empower patients in managing their care.

### Monitoring

Generally speaking, monitoring a patient’s symptoms occurs at discrete time points at certain frequencies (ie, they can vary from every few months to every year) through outpatient office visits, when physicians and patients discuss symptoms experienced since a prior visit. The subjective reports from patients and laboratory data may both be collected at these time points to monitor the state of a patient’s disease. Understanding the symptoms that patients experience is a foundational component of clinical care, but physicians are not always effective at collecting this information [67]. One study observed that health care providers frequently misinterpret reported symptoms, leading to differences in how the patient and the physician perceive a patient’s current state [68]. As a further challenge, the concordance between a patient’s memory of experience and actual experience of gastrointestinal (GI) symptoms has been observed to be generally poor [69]. The insufficient identification and management of IBD flares is one reason that many patients have poor outcomes [49].

Using a Web-based monitoring package, Constant Care maps symptoms reported through the Simple Clinical Colitis Activity Index (SCCAI) and Harvey Bradshaw Index (HBI) questionnaires, along with fecal calprotectin (FC) measurements, to a “traffic light” color system, which illustrates disease activity based on a total inflammatory burden score. Patients with recent flares take the surveys daily or weekly until they enter the green zone (ie, remission). Patients already in the green zone report symptoms monthly. Studies involving Constant Care have shown improved QoL, shorter flares, and decreased acute care and office visits [26,28,32].

HealthPROMISE tracks patient symptoms and QoL biweekly using the Short Inflammatory Bowel Disease Questionnaire (SIBDQ) and the EuroQol-5 Dimension questionnaire (EQ-5D), respectively. Providers can view the data on a Web-based dashboard integrated with this provider’s electronic medical record (EMR). Due to the integration, researchers believe that in-person office visits can focus more on quality of care (QoC) as opposed to eliciting symptom history, allowing for more meaningful goal-focused discussions [37]. In their trial with 320 participants, the results showed fatigue and tension as the most important drivers of QoL [41], with QoL having significantly improved for study patients as compared to controls after 575 days of follow-up [39].

IBD-live is a Web-based app comprised of three modules that were tested on adolescents. The first module focuses on monitoring using a flarometer, where patients report disease activity through the Pediatric Ulcerative Colitis Activity Index (PUCAI) or the Pediatric Crohn’s Disease Activity Index (PCDAI) and send an FC sample to track their status, as mapped to a “traffic light” system. Patients receive email reminders to report into the module. In the study, the 84 users of the platform had no difference in experiencing flares (33% vs 34% in controls) but showed some improvement in QoL (+1.32 vs -0.32 in controls, measured using the IMPACT-III questionnaire, \(P=.27\)) [42,43].

In TECCU, the 21 people in the intervention group were monitored via an IBD-modified version of NOMHADhome, a technological system designed for managing chronically ill patients and accessible on computers, tablets, or mobile phones. Patients reported symptoms by answering questions sent via text message and accessed questionnaires on the platform to monitor disease activity, adverse effects, and medication adherence. Monitoring frequency varied depending on the therapy plan for each patient, ranging from every week to every 4 weeks. Measurement of disease activity (HBI for CD or SCCAI for UC), QoL (Inflammatory Bowel Disease Questionnaire 9), and productivity and activity impairment (Work Productivity and Activity Impairment questionnaire) were done at the beginning and the end of the 24-week study. Researchers observed greater improvement in disease activity in the TECCU group compared to standard care, but the results did not reach statistical significance. QoL and social impairment improved significantly in all groups in the study, with no significant differences between them [46,47].

In a study with 47 participants, UC Had a symptom diary to elicit information on weekly symptoms, medications, side effects, and weight. The study did not find significant improvement in disease activity or QoL over standard care [52]. The app myIBDcoach has a monthly monitoring module to collect information about disease activity as measured with the Monitor IBD at Home questionnaire, medication use, treatment adherence, treatment satisfaction, and side effects. In a study with 909 participants using myIBDcoach, there was no significant difference in disease activity [44]. UCLA eIBD developed two specific, four-question, patient-reported outcome (PRO) questionnaires, named the Mobile Health Index (mHI), that are integrated into the EMR and used to create a patient value quotient. A study of 194 UC and 217 CD patients compared their mHI to standard UC and CD clinical disease activity measures, showing significant correlation for each (\(P<.001\)). Both had a strong inverse correlation with QoL as measured by the SIBDQ (\(P<.001\)) [29,54]. TrueColours UC emails users to report symptoms every day through the SCCAI.
and to report on QoL every 2 weeks through the EQ-5D. Combined with a monthly FC test, users tracked disease activity using the system’s “traffic light” severity tracker [51].

In the commercial market, symptom diaries represent about 57% of the IBD-related apps available for English speakers on the Google Play and Apple app stores [29]. Apps like Oshi, GI Monitor, and myIBD have various methods to track symptoms, bowel movements, medications, meals, emotional state (ie, stress and anxiety), sleep or fatigue, and physical activity. In return, these apps graphically represent the data to help users track and potentially discover associations between symptoms and reported information [56,58,59].

All but two of the apps included in this review have some approach to collecting PROs. Most apps going through trials tend to collect data at discrete, weekly, biweekly, or monthly time points, using standard clinical questionnaires for IBD. Conversely, commercial apps tend to aim for daily data entry and ask patients to report more granular data (eg, specific symptoms, activities, and emotions). No studies have reported decreases in QoL as a result of app use, and many—Constant Care, HealthPROMISE, and TECCU—have reported improved QoL.

**Treatment**

IBD management, for both UC and CD, includes the following: induction therapy and maintenance therapy. The goal is first to control inflammation quickly and then to sustain that control over time. Symptoms, side effects, laboratory data, and imaging inform the choice of therapy. Clinical treatment guidelines provide algorithms for physicians to follow based on patient symptoms, laboratory data, and prior treatments. The recommended treatments can vary greatly depending on these factors, and the treatments may not consider unique patient treatment preferences or individual characteristics [17,18].

Constant Care can provide recommendations for medication management based on reported symptoms. In one trial with Constant Care, patients with UC who reported acute symptoms indicative of a flare received recommendations to initiate 5-aminosalicylate (5-ASA) for a certain duration. Based on their own prior experience and current treatment guidelines, patients could also select additional treatments. In this trial with 333 participants, 100% of patients in the treatment group received 5-ASA in response to a flare as compared to 10% of control patients. Researchers attributed this benefit to the patient’s ability to better recognize and understand the correct treatment for a flare [32,35]. Constant Care has also been studied in the context of down-titration of mesalazine therapy in mild-to-moderate UC patients in a trial with 95 participants. Patients were encouraged to decrease or maintain their dose or reach out to their care team based on the “traffic light” system. Results showed a significant increase in adherence to mesalazine (Visual Analog Scale 88 vs 100, Medical Adherence Rating Scale 23 vs 24, P<.001) in the group from baseline to the end of the study; results also showed significantly improved QoL (P<.001) as measured by the SIBDQ and 12-Item Short Form Health Survey (SF-12) from baseline to the end [33]. A third trial with 17 participants used Constant Care to determine the timing of infliximab maintenance therapy for CD, using weekly entries converted to the “traffic light” system. At the end of the trial, only 10% of individuals received therapy at 8-week intervals (ie, standard of care), 39% received treatment at shorter intervals, and 50% received treatment at longer intervals [34].

A similar randomized controlled trial of 50 patients used Young Constant Care—an adapted version of Constant Care—in a pediatric population. Based on symptom reporting and FC, patients reaching the red level or 2 weeks of the yellow level received an infusion of infliximab (ie, standard maintenance care). Otherwise, patients were allowed a maximum of 12 weeks between infusions. Using these methods, researchers observed a significant increase in the mean treatment interval (9.5 weeks vs 6.9 weeks, P<.001) and no change in QoL or levels of antibodies between treatment and controls who received standard care [36].

In TECCU, the responses provided through the platform were used to create individually tiered alerts and action plans. Patients received recommendations to adjust medication or visit their physician based on the alert level matching their reported symptoms. At the end of the trial, the HBI for CD or the SCCAI for UC were combined with partial Mayo scores from face-to-face visits to assess remission status. After 24 weeks, the 21 patients in the intervention group had no significant change in remission in UC (odds ratio [OR] 0.12, P=.19) or CD (OR 0.11, P=.13) or in mean improvement in measured FC (-0.90 mg/g, P=.11) [46,47].

In HealthPROMISE, patients have reported feeling that their care decision making has been more equitable and have experienced improved health outcomes (QoC increased +19% more than controls, P<.01) [40]. TrueColours UC used the data collected during its study of 66 participants to create a flare algorithm to help predict the need for escalation in therapy at outpatient visits and observed 95% accuracy of this algorithm [26].

Current evidence about the role of apps in IBD treatment comes largely from four different studies involving the Web-based platform Constant Care. Suggesting the inception or alteration of a medication through the use of IBD digital health apps has been viable. Certain studies have shown significantly increased QoL and have explored individualizing treatment timing. None of these studies have reported worsening QoL, QoC, flares, or treatment outcomes in participants.

The uses of Constant Care to titrate treatment for flares or maintenance therapy are exciting and have been recognized as an early step in the pursuit of pharmacokinetic monitoring [70]. One single treatment of a biologic therapy like infliximab can cost thousands of dollars and require an entire day in an infusion center [71]. The prospect of individualizing treatments according to when they are needed could benefit patients (ie, reduced medication exposure and time lost from daily life) as well as the health care system (ie, cost avoidance, fewer visits, and fewer side effects). Further studies are needed to validate this potential in IBD digital health apps.

**Follow-Up**

After diagnosis, patients with chronic diseases will regularly visit their physician to share updates about symptoms and side
effects. Unexpected or worsening symptoms may warrant scheduling additional visits to alter or add therapies. Severe changes may require visits to the emergency room or hospitalizations for immediate care. Higher numbers of outpatient visits can serve as a significant protective factor against IBD-related hospitalization in the following year [72], but nonadherence to medication is common in IBD and reported to be in the range of 40%-60%, with related adverse economic and clinical implications [73]. Appropriate continuity of medical care is associated with higher patient satisfaction, fewer hospitalizations, fewer emergency room visits, and improvement in receiving preventative services [74].

During testing of the Constant Care app, researchers observed an increase in the amount of contacts over the phone and through email, but a reduction in visits to the emergency department and the same number of hospitalizations [28]. The Constant Care trial also noted improved adherence to medication during flares (73% vs 42%. P<.005) [32]. UC HAT had a messaging option to a nurse coordinator through their Web portal but showed no changes in adherence and did not assess visits or hospitalizations [52]. Over 12 months, the trial of the myIBDcoach system showed a significant reduction in both visits to the gastroenterologist (1.55 vs 2.34 average visits over a year, P<.001) and telephone calls to the gastroenterologist (0.58 vs 0.84 average calls over a year, P<.001) compared to controls; however, there was no change in visits (0.29 vs 0.36, P=.17) or telephone calls (0.70 vs 0.74, P=.45) to the nurse. Users of the system had fewer hospitalizations (P=.046) and higher medication adherence, as measured by the Morisky Medication Adherence Scale (P<.001) [44].

In TECCU, patients could use the platform to send messages to their teams and receive direction about when to follow up or adjust medications. Researchers observed a significant increase in medication adherence in all groups in the trial, with significantly higher increase in the patients in the app group as measured by the Morisky-Green index (OR 0.0001). Researchers noted lower numbers of outpatient visits and telephone calls in the intervention group compared to controls [46,47].

Users of the IBD-live platform were triaged to different follow-up plans depending on their reported symptoms. Patients considered low risk would report symptoms again in 3 months, those at intermediate risk would report again in 1 month, and those at high risk would be directed to contact their physician. Patients were also able to contact their local health team through the platform. Among the 84 users of the Web-based system, there were significantly fewer face-to-face follow-ups as compared to controls (3.6 visits vs 4.3 in controls, P<.001) [42,43].

Among the commercial apps, MyIBD, aims to support the transition from a pediatric to an adult gastroenterologist. Problems with transition from pediatric to adult care can lead to treatment nonadherence, increased disease severity, and undue emotional and financial stress for patients [75]. Data show that 79% of adult gastroenterologists report inadequate preparation of adolescents coming from pediatric care [76]. The MyIBD app provides a My Journey module where patients can record all aspects of their own health record and grant access to new physicians they meet in their care [58]. Oshi has a feature where users can give the app permission to contact their physician if reported symptoms may indicate worsening disease [59].

The above apps provide another way for patients to interact with their care, whether through direct messaging or the ability to view information about their disease. Medication adherence is generally improved in the studied app users. These users also benefit from decreases in acute care and outpatient visits, although results are mixed about changes in telephone contact with providers. No studies reported increased hospitalizations or emergency visits or decreased medication adherence.

**Patient Satisfaction**

There is no globally agreed-upon formulation for patient satisfaction [77], and determinants of patient satisfaction vary across different studies, providing little explanation for the influencers of satisfaction [78-80]. One review of mobile health in managing digestive diseases determined that patient satisfaction ranged from 74% to 100% in the reviewed studies, with compliance ranging from 25.7% to 100% [81]. IBD patients want to be involved in decision making, with many reporting the desire for equitable collaboration with their physician [82]. In one set of focus groups, IBD patients reported a lack of understanding of how well their disease was being controlled, including a feeling that QoL was not discussed in many visits with their physicians. The patients reported an overuse of jargon and felt a lack of tangible goals or goal-setting in their care [83].

At the end of the largest Constant Care trial, 88.8% of individuals said the system was feasible and wanted to continue using it [32]. In another trial, 100% of individuals who finished the study reported being satisfied [33]. In a third trial, users reported high satisfaction with Web programs, education, and impact of the program on their disease [34]. The app myIBDcoach noted that 94% of users continued using the platform at the 1-year follow-up but saw no significant difference in satisfaction, as measured by a Visual Analog Scale in Web platform patients versus those receiving standard of care [44]. For UC HAT, only 14 of the 25 (56%) participants completed the study [52]; in the following version, home automated telemanagement (HAT), 86% reported that using the system did not interfere with their daily routines, 91% would consider using it in the future, and 91% were adherent to using the platform for 6 months [53]. In TELE-IBD, a posttrial qualitative study of both adherent and nonadherent patients identified benefits of understanding disease, monitoring symptoms, and feeling connected to their health provider. This study also noted that many participants had trouble remembering details of their action plans and that there were mixed results regarding timing, repetition, and technical aspects of the platform [84]. HealthPROMISE continued to have 75% adherence after 6 months of follow-up [37,41]. Participants of the Young Constant Care trial completed 74% of total desired survey entries [55]. In TECCU, patients in the control and intervention groups reported significant increases in satisfaction from baseline, as measured by an adapted version of the Client Satisfaction Questionnaire. Patients and providers also reported no perceived privacy breaches and minimal technical issues [46,47]. In IBD-live, 96% of users reported the platform to be
Patients must remain the center of iteration and development. App adherence in the above studies usually means that users continue to use the app over the time frame stated, but researchers have not described the quantity of use and its possible relationship with patient progress. Although adherence has generally been adequate and satisfaction generally positive, studies have described little beyond these simple measures: a shortcoming observed across much of digital health [85]. As in the TELE-IBD posttrial study, narrative feedback will be important in improving specifics related to apps (ie, design and function) and answering larger questions about the perceived shortcomings of interventions. Clinical guidelines are able to advise specific treatments and medications but struggle to account for specific patient characteristics, such as treatment preference, access to care, childbearing interest, age, treatment history, etc. This can lead to disagreements or misunderstandings between patients and physicians. Digital health may be able to empower patients to better understand some of this context and help providers be more aware of patient preferences.

**Discussion**

**Principal Findings**

As in many chronic diseases, multiple influences—genetics, medications, behavior, social network, environment, psychological factors, and social determinants—play a role in the course of IBD, greatly increasing the number of variables and potential interventions available for study [8,86-88]. In such a large dimensional context, a randomized controlled trial (RCT) could assess whether an intervention, on average, has some effect, but it is unlikely to determine which of the components led to the observed effect. As seen in this review, adherence, QoL, QoC, and knowledge, among others, were valuable outcomes measured in the studies, but determining which components of each app contributed to these measurements poses a difficult challenge.

Given the breadth of variables and opportunities possible with digital health, RCTs have some limits. Microrandomized trials may be an interesting method to explore moving forward, as they randomly assign intervention options at relevant decision points. This allows for assessment of the effects of each intervention, including when and for whom it causes effects, as well as the examination of factors influencing these effects [89]. This may be a path to better understanding effects of individual components of increasingly complicated digital health apps.

New technologies have the potential to change the care of IBD. One such example is augGI, a technology company whose aim is to improve the management of chronic gut disorders. The company augGI is developing technology that uses computer vision and deep learning to characterize stool specimens from just an image. In particular, they are focusing on measuring stool consistency to better characterize motility changes [90].

Another area is the iteration on symptom monitoring. Many of the reviewed apps use written surveys converted into mobile text versions. Making these questionnaires visual, adaptive, or more specific to individuals could make the data more valuable and individually meaningful, as have been used in other areas [91-93]. On the horizon, toilets may be capable of collecting various data on urine and stool, making some data available more frequently [94-96]. Finally, apps for patients to assess FC at home (ie, IBDoc or Calpro) have been developed and have been positively validated, in general [28,97-99].

As promising as these technologies are, they bring to the forefront the lack of clinical guidelines for what types of new data should be collected and the appropriate frequency of data collection. In the CALM trial, FC was measured at 12-week intervals, already an increase in frequency from the norm. But what if FC is regularly measured every week or every day? As these questions arise, it is vital to utilize datasets that may already exist [100] and find new sets that lead to meaningful, cost-effective guidance for patients. Technologists will be challenged to design devices that elicit and present data streams with clinical relevance. Researchers will be challenged to build clinical guidelines and frameworks for translating these data streams into patient recommendations in real time as the data become available. One prospective study is exploring this dilemma using Fitbits to passively collect daily steps, heart rate, and sleep data and to determine if this data can help predict elevation in biomarkers. One of their early findings has shown that decreased physical activity, as measured by steps the week before, has occurred prior to the finding of active disease (P<.001) [101].

The clinical care of IBD is shifting from symptom-based to inflammation-based management. As digital health evolves, it becomes hard to ignore its potential to contribute to this shift. Digital health can help engage patients to track both the visible (ie, symptoms they experience) and invisible (ie, FC or other biomarkers) markers of disease. What a patient feels symptomatically is not fully descriptive of their disease state. Clinicians and technologists alike must pursue other lab or digitally trackable biomarkers to better describe the disease state. In tracking these, patients can receive treatment early in the course of flares, thereby reducing the need for acute care and the risk of long-term complications. Longitudinal assessment of FC or other markers will be able to not only reshape treatment but also allow for a more interactive, goal-focused dialogue between patients and providers.

**Summary**

This review discussed the role of studied IBD digital health apps and a small sample of commercial apps in clinical care. Significant benefits have been observed in education, QoL, QoC, treatment adherence, and medication management with the use of some apps. While digital health technologies have shown an ability to fit into, complement, and improve the standard clinical care of patients with IBD, research to further validate these findings from both a clinical and patient perspective is needed. As technologies change, research must expand to define new norms for using the different kinds of data that can be collected and integrated into clinical care. As the clinical management paradigm changes from symptom-based to inflammation-based care, it is an important time for all groups involved—patients, clinicians, technologists, insurers, etc—to...
discuss and explore new opportunities to use digital health to improve understanding of disease, patient experience, and patient care.
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Abstract

Background: Noncommunicable diseases pose a significant threat to women’s health globally, with most diseases being attributed to modifiable risk factors such as physical inactivity. Women perceive a range of benefits and barriers to exercise; however, there is little evidence about the effect of different lifestyle intervention delivery modes on perceptions of exercise.

Objective: This study aimed to compare the effect of a multiple health behavior change (MHBC) intervention called the Women’s Wellness Program. This intervention was delivered in 3 different modes on perceived exercise benefits, perceived exercise barriers, and actual physical activity and exercise in midlife women.

Methods: Women aged 45 to 65 years were recruited via the study website. They were assigned in blocks to 3 different treatment groups (A: Web-based independent; B: face-to-face with nurse consultations; and C: Web-based with virtual nurse consultations). All participants received the 12-week intervention that utilizes principles from social-cognitive theory to provide a structured guide to promote healthy lifestyle behaviors with an emphasis on regular exercise and healthy eating. Data were collected using a self-report Web-based questionnaire at baseline (T1) and postintervention (T2) including perceived exercise benefits and barriers and exercise and physical activity. A data analysis examined both within- and between-group changes over time.

Results: Participants in this study (N=225) had a mean age of 50.9 years (SD 5.9) and most were married or living with a partner (83.3%, 185/225). Attrition was 30.2% with 157 participants completing the final questionnaire. Women in all intervention groups reported a significant increase in positive perceptions of exercise (P<.05); a significant increase in exercise and overall physical activity (P<.01) with moderate-to-large effect sizes noted for overall physical activity (d=0.5 to d=0.87). Participants receiving support from registered nurses in the face-to-face and Web-based groups had a greater magnitude of change in benefit perceptions and physical activity than those in the Web-based independent group. There was no significant change in exercise barrier perceptions within or between groups over time.

Conclusions: The results of this study suggest that the (MHBC) intervention is effective in increasing exercise benefit perceptions, overall physical activity, and exercise in midlife women. Although Web-based programs are cost-effective and flexible and can be delivered remotely, providing a range of options including face-to-face group delivery and personalized electronic health coaching from registered nurses has the potential to enhance participant engagement and motivation.

(J Med Internet Res 2019;21(8):e10963) doi:10.2196/10963
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Introduction

Background

Noncommunicable diseases (NCDs) pose a significant threat to women’s health globally [1,2]. Recent estimates suggest that 4 NCDs including cardiovascular disease, cancer, respiratory disease, and type 2 diabetes account for the majority of premature deaths in women between the ages of 30 and 70 years [3]. Although it is clear that regular exercise has many physical and mental health benefits and is an important component of good health, many health promotion programs fail to adequately address the often-correlated nature of many modifiable risk factors [4]. For example, physical inactivity is often associated with other modifiable lifestyle risk factors such as an unhealthy diet, tobacco smoking, and overweight and obesity, with many adults having multiple risk factors for NCDs [4,5].

Among women, midlife is a time when the risk of developing an NCD increases [3], particularly among those who do not adhere to recommended physical activity and healthy eating guidelines [6,7] and often experience menopause-related weight gain [8,9]. Although there is no established definition of midlife, women between the ages of 40 and 65 years have normally finished childbearing and experience a physiological transition to perimenopause and menopause. Many women in this age bracket continue in paid employment with the average age that Australian women intend to retire increasing over the last decade to 64.4 years in 2017 [10]. According to Mishra et al, midlife (particularly perimenopause) is also a sensitive period when the cumulative effects of unhealthy lifestyle behaviors have a greater impact on disease risk [11]. Therefore, engaging in regular physical activity, eating a healthy diet, and maintaining a healthy body weight (body mass index [BMI]=18.5-25.0) [8] in midlife are essential to reduce risk and ensure optimal health and well-being as women age.

There is evidence that multiple health behavior change (MHBC) interventions tailored for women are effective in changing behavior [12,13]. Furthermore, given the multiple and complex role demands and stressors reported by women in this age group [14], flexible health promotion interventions have the potential to yield greater success. Over the past decade, Web-based or internet interventions also show promising results in promoting physical activity and healthy eating [15]. Moreover, though Web-based interventions targeting multiple health behaviors are fewer in number, there is evidence that they can provide an effective, flexible, cost-effective means of promoting healthy lifestyle behaviors [16-19].

Despite the potential efficacy of MHBC interventions, women perceive a range of benefits and barriers to changing exercise behavior [20-22]. Research suggests that perceived benefits of exercise include physical health and fitness, improved mental health and stress reduction, and reduced risk of illness [23-25]. Women’s perception of barriers to exercise are often complex and relate to a range of personal, social, and environmental factors such as lack of time, motivation, family support and care-giving responsibilities, climate and physical safety [23-25]. Arguably, these perceptions are very important to consider when designing health promotion interventions, with evidence that benefit and barrier perceptions are correlated with actual exercise behavior change [23,26]. In relation to behavior change theory, the concepts of perceived benefits and perceived barriers equate to positive outcome expectations and impediments to change that influence self-efficacy beliefs as described by Bandura in the social cognitive theory [27].

Women’s Wellness Program Intervention

To date, there is a paucity of evidence about how different intervention delivery modes effect benefit and barrier perceptions. In this context, the Women’s Wellness Program (WWP) is a 12-week MHBC intervention designed for midlife women (Multimedia Appendix 1), targeting a range of modifiable risk factors including regular physical activity and exercise and healthy eating [12]. The original WWP that included a paper-based journal and 2 face-to-face nurse consultations was evaluated in a previous randomized controlled trial (N=90), finding that the intervention was effective in increasing physical activity, decreasing smoking, BMI, and weight [12]. On the basis of the social cognitive theory [27], the WWP includes detailed health education to promote health literacy and knowledge about the benefits of regular physical activity and exercise and incorporates strategies to overcome impediments/barriers to change, including realistic goal setting and health coaching to promote self-efficacy for exercise. The original Program was designed to be delivered face-to-face in a community practice setting by registered nurses trained to deliver the intervention. In this study, the WWP was revised and adapted to be delivered as a Web-based self-directed program hosted on a purpose-built website. The website also includes a separate Web portal for health consultations. Furthermore, a revised Program book was published both as an eBook and a hard copy. In this study, participants receiving health coaching received 4 nurse consultations at 0, 4, 8, and 12 weeks. Results in relation to the effect of the intervention on the primary outcome measure of climacteric symptoms are reported elsewhere [28].

Objectives

This study addresses secondary outcome measures, where the effect of the WWP intervention delivered in 3 different modes/arms (Web-based independent; face-to-face with nurse consultations; and Web-based with virtual nurse consultations) on perceived exercise benefits, perceived exercise barriers, and actual physical activity and exercise in midlife women is investigated.

Methods

Participants and Procedure

Participants were Australian women aged between 40 and 65 years. Details of study participants, recruitment procedures, inclusion/exclusion criteria, and attrition are described elsewhere [28]. In short, following media publicity about the study, participants were recruited across Australia via the study website. Women with an existing diagnosis of an NCD or without computer/internet access were excluded.
Measures

A self-report Web-based questionnaire was used to collect data from participants at baseline (T1) and postintervention (T2), including (1) sociodemographic information (T1 only), (2) perceived exercise benefits and barriers [25], (3) exercise and physical activity (Seattle Physical Activity questionnaire) [29], and (4) height (cm) and weight (kg). The BMI was calculated by dividing the weight in kilograms by the height in meters squared (kg/m²) [30].

This paper presents the pre- and postintervention perceived benefits and barriers measured using the Exercise Benefits and Barriers Scale (EBBS) [25]. The EBBS is a 46-item instrument using a forced response Likert-type scale. The scale contains 29 benefit items summed to calculate a total benefit subscale score (EBBS\textsubscript{BEN}), with higher scores indicating higher benefit perceptions. Benefit items are then grouped and summed to create benefit subcategories: life enhancement, physical performance, psychological outlook, social interaction, and preventive health. Example benefit items include the following: 32. Exercise improves my self-concept; 15. Exercise increases my level of physical fitness; 2. Exercise decreases feelings of stress and tension; 11. Exercise lets me have contact with friends and persons I enjoy; and 13. Exercise will keep me from having high blood pressure.

The 46-item scale contains 14 barrier items summed to get a total barrier subscale score (EBBS\textsubscript{BAR}), with higher scores indicating higher barrier perceptions. Barrier items are grouped and summed to create barrier subcategories: exercise milieu, time expenditure, physical exertion, and family encouragement. Example barrier items include: 9. Places for me to exercise are too far away; 4. Exercising takes too much of my time; 37. Exercise takes too much time from my family responsibilities; 6. Exercise tires me; and 33. My family members do not encourage me to exercise.

The EBBS demonstrates good reliability and internal consistency in studies that investigate exercise benefits and barriers in women [20-22]. In this study, subscale reliability was calculated with a Cronbach alpha of .94 for the benefit subscale and .87 for the barrier subscale, indicating high internal consistency.

Additional anecdotal feedback about what participants liked and disliked about the Program was obtained and invitation to make other comments was given through 3 open-ended questions asked postintervention via the Web-based questionnaire.

Intervention

The participating women completed baseline questionnaires before being assigned in blocks to one of the 3 different treatment modality groups. The 12-week program utilizes principles from the social-cognitive theory [27] to provide participants with a structured guide to promote healthy lifestyle behaviors with an emphasis on regular physical activity and exercise, healthy eating, healthy weight, stress management, and health screening behaviors. In relation to exercise and physical activity, the intervention provides detailed evidence-based information in plain language about the current guidelines for physical activity [6]. Information about the multiple health benefits of regular physical activity (aerobic exercise, strength training, and stretching) on physical and mental health and the reducing risk of chronic disease is provided in the Program book and website and reinforced in nurse consultations. Photographic illustrations of strength exercises are provided with practical advice on starting and maintaining a regular physical activity schedule, with daily walking recommended as the starting activity for participants who are sedentary or unfit. Over the 12 weeks, participants are encouraged to gradually increase the frequency and intensity of physical activity and exercise, with Program 1 strength training exercise introduced in Week 2 and Program 2 strength exercises with dumbbells introduced in Week 5. The Program book and website include weekly activity planning with participants invited to identify and reflect on their barriers to exercise behavior change through journal activities, reflections, and discussions with a registered nurse. Participants receiving nurse consultations are supported to develop personalized goals for exercise and diet that are specific, measurable, achievable, relevant, and time bound at 0, 6, and 12 weeks.

The WWP intervention including the Program book, the Program website, and health consultations is delivered in 3 different formats: (1) Web-based independent (Arm A) had access to the WWP website that contains all of the information provided in the book and an electronic copy of the Program book only; (2) Face-to-face group supported (Arm B) included a hard copy of the Program book and 4 30- to 60-min face-to-face consultations provided by a registered nurse at 0, 4, 8, and 12 weeks; and (3) Web-based supported (Arm C) were able to access the WWP website, download an electronic copy of the Program book, and were also provided 4 virtual consultations through a portal built into the website at 0, 4, 8, and 12 weeks. Intervention fidelity was maintained through provision of structured facilitator training, through consistent record keeping and auditing, and by employing one registered nurse to deliver all consultations.

Statistical Analysis

Analyses were performed using IBM® SPPS Statistics version 22 [31]. Descriptive data are expressed as counts and percentages or mean (SD), whereas inferential statistics were performed using t tests and analysis of covariance (ANCOVA) or their nonparametric equivalent. The statistical significance was set at alpha=.05. The effect size was also calculated using the Cohen d standard formula [32] to examine the meaning and magnitude of change in the 3 groups over the study period. Using Cohen guidelines [32], an effect size of 0.20 was deemed to be small, an effect size of 0.50 was moderate, and an effect size of 0.80 or more was considered to be large.

Ethical Approval

Before recruitment and data collection, ethical approval was obtained from the relevant Human Research and Ethics Committee (QUT HREC Approval No: 1300000048). Participation was voluntary, and women were able to withdraw from the study at any time. Furthermore, participants did not receive any rewards or incentives for participation; however, they were able to retain the Program book and materials and have continued access to the website resources.
Results

Sociodemographic Characteristics and Baseline Body Mass Index and Physical Activity

Participants in this study had a mean age of 50.9 years (SD 5.9) and most were married or living in a de-facto relationship (83.3%, 185/225). Overall, 79.1% of women were Australian born, most worked either full- or part-time (53.0%, 119/225 or 29.5%, 66/225 respectively), and almost two-thirds (68.9%, 155/225) of participants were university educated. According to the World Health Organization categories [30], where overweight is classified as BMI 25.0 to 29.9 and obesity BMI greater than 30.0, many of the participating women reported being overweight (35.5%, 79/225) or obese (32.9%, 74/225). When asked about general daily activity levels (including housework, gardening, shopping, caring for children, or activity at work), the proportion of all participants at baseline who were very active was 1.8% (4/225); moderately active, 32.2% (72/225); mildly active, 46.2% (104/225); and sedentary, 19.1% (43/225). Reported levels of aerobic exercise (15 min at a time in the past month including brisk walking, jogging, swimming, and cycling) for all women at baseline found 21.8% (49/225) getting no aerobic exercise; 36% (81/225) one or 2 times/week; 27.1% (61/225) 3 or 4 times/week; 10.2% (23/225) 5 or 6 times/week; and 4.4% (10/225) daily exercise.

Although 225 women completed the baseline questionnaire, an attrition rate of 30.2% (68/225) meant that 157 women completed the final questionnaire following the 12-week intervention. A comparison of retained participants and those lost to follow-up showed significantly more participants being lost from the Web-based independent Arm A (35.5%, 49/138) compared with Arm B (9.7%, 4/41) and Arm C (30.2%, 15/46). The comparison of baseline sociodemographic and health characteristics of the 3 intervention groups showed no significant within- or between-group differences [30].

Table 1 presents the mean total exercise benefits, barriers and benefits, and barriers subscale scores pre- and postintervention within each group. Although there was no statistically significant change in barrier scores over time, in contrast there was a significant increase in average total benefits, psychological, and social subscale scores within all 3 intervention groups. A one-way between-group ANCOVA showed no significant difference between the 3 intervention groups over time for both total exercise benefit scores ($F_{2,153}=0.30; P=0.74$; partial eta squared=0.004) and total exercise barrier scores ($F_{2,153}=0.65; P=0.52$; partial eta squared=0.01). Figures 1 and 2 present the change over time in average total perceived benefit and barrier scores within and between groups.

Table 1. Mean perceived benefits and barriers to exercise scores within and between groups pre- and postintervention (N=157). Mean scores are based on an ordinal scale representing the extent to which women strongly disagree/disagree/agree/strongly agree that the item is a benefit/barrier to exercise (range 1 to 4 with high scores representing higher agreement).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Arm A: Web-based independent (n=89), mean (SD)</th>
<th>Arm B: Face-to-face supported (n=37), mean (SD)</th>
<th>Arm C: Web-based supported (n=31), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
</tr>
<tr>
<td>Total benefits</td>
<td>88.5 (10.8)</td>
<td>91.4 (13.4)b</td>
<td>91.8 (9.5)</td>
</tr>
<tr>
<td>Life enhancement</td>
<td>3.1 (0.5)</td>
<td>3.2 (0.5)</td>
<td>3.3 (0.4)</td>
</tr>
<tr>
<td>Physical</td>
<td>3.4 (0.4)</td>
<td>3.4 (0.4)</td>
<td>3.4 (0.4)</td>
</tr>
<tr>
<td>Psychological</td>
<td>2.9 (0.4)</td>
<td>3.2 (0.5)b</td>
<td>3.0 (0.3)</td>
</tr>
<tr>
<td>Social</td>
<td>2.3 (0.6)</td>
<td>2.4 (0.7)b</td>
<td>2.5 (0.6)</td>
</tr>
<tr>
<td>Preventive health</td>
<td>3.3 (0.5)</td>
<td>3.3 (0.5)</td>
<td>3.4 (0.4)</td>
</tr>
<tr>
<td>Total barriers</td>
<td>29.6 (6.1)</td>
<td>29.0 (6.9)</td>
<td>26.9 (6.5)</td>
</tr>
<tr>
<td>Exercise milieu</td>
<td>1.9 (0.5)</td>
<td>1.8 (0.5)</td>
<td>1.7 (0.5)</td>
</tr>
<tr>
<td>Time expenditure</td>
<td>2.2 (0.6)</td>
<td>2.2 (0.6)</td>
<td>2.0 (0.6)</td>
</tr>
<tr>
<td>Physical exertion</td>
<td>2.6 (0.6)</td>
<td>2.6 (0.6)</td>
<td>2.4 (0.6)</td>
</tr>
<tr>
<td>Family encourage</td>
<td>1.8 (0.7)</td>
<td>1.9 (0.9)</td>
<td>1.7 (0.8)</td>
</tr>
</tbody>
</table>

*a*Exercise Benefits Subscale.

*b*Within-group paired *t* test; *P*<.05.

*c*Exercise Barriers Subscale.
Changes in overall physical activity, aerobic exercise, and general daily activity are presented in Table 2. There was a significant difference in all physical activity variables within all groups postintervention ($P<.01$). Between-group comparison of overall physical activity was close to statistical significance ($F_{2,148}=45.1; P=.052$; partial eta squared=0.04), with a greater increase in face-to-face supported Arm B and Web-based supported Arm C compared with Web-based independent Arm A.
Table 2. Comparison of overall physical activity, aerobic exercise, and general daily activity within groups pre- and postintervention (N=157).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Arm A: Web-based independent (n=89)</th>
<th>Arm B: Face-to-face supported (n=37)</th>
<th>Arm C: Web-based supported (n=31)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
</tr>
<tr>
<td>Overall physical activity (PA)²</td>
<td>Mean (SD)b</td>
<td>5.4 (1.8)</td>
<td>6.3 (2.1)c</td>
</tr>
<tr>
<td></td>
<td>Medianb</td>
<td>6.0</td>
<td>7.0c</td>
</tr>
<tr>
<td>Weekly aerobic exercise , n (%)</td>
<td>2 or less times weekly</td>
<td>55.7 (49)</td>
<td>33.7 (30)</td>
</tr>
<tr>
<td></td>
<td>3-4 times weekly</td>
<td>31.8 (28)</td>
<td>36.0 (32)</td>
</tr>
<tr>
<td></td>
<td>5+ times weekly</td>
<td>12.5 (12)</td>
<td>30.3 (27)</td>
</tr>
<tr>
<td>McNemar test</td>
<td>—d</td>
<td>21.3c</td>
<td>—</td>
</tr>
<tr>
<td>General daily activity , n (%)</td>
<td>Sedentary</td>
<td>18.0 (16)</td>
<td>6.7 (6)</td>
</tr>
<tr>
<td></td>
<td>Mildly active</td>
<td>49.4 (44)</td>
<td>36.0 (32)</td>
</tr>
<tr>
<td></td>
<td>Moderately/very active</td>
<td>32.6 (29)</td>
<td>57.3 (51)</td>
</tr>
<tr>
<td>McNemar test</td>
<td>—</td>
<td>25.7c</td>
<td>—</td>
</tr>
</tbody>
</table>

aOverall physical activity including exercise and general daily activity measured on a scale of 0 to 10.
bPaired t test and Wilcoxon Signed Rank test.
cP<.01.
dNot applicable.

Effect Size

Table 3 presents results of the effect size analysis within and between groups over time in perceived benefits and barriers to exercise and overall physical activity. A small effect for perceived barriers to exercise was observed, with a small-to-moderate effect for perceived benefits to exercise within all 3 groups postintervention (Cohen $d_{change}$). A moderate-to-large effect was seen in overall physical activity, within all intervention groups. Using Cohen $d_2$ to compare the difference in effect size between Arm A (Web-based independent) and Arm B (face-to-face supported) and Arm C (Web-based supported), there was a small-to-moderate effect size observed for all variables.

To further illustrate and compare the magnitude of change over time within and between each of the 3 groups, Table 4 presents exercise benefits and barriers subscale variables and overall physical activity, grouped by effect size and study arm. Of note is the large effect size for psychological benefits in all groups and overall physical activity in the Web-based supported group C. There was a moderate effect size observed for overall physical activity in the Web-based independent (Arm A) and face-to-face supported (Arm B) groups.
Table 3. Effect size within and between groups over time in perceived benefits and barriers to exercise and overall physical activity (N=157).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Cohen ( d_{\text{change}} )</th>
<th>Cohen ( d^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Arm A: Web-based independent</td>
<td>Arm B: Face-to-face supported</td>
</tr>
<tr>
<td>Perceived benefits</td>
<td>0.27</td>
<td>0.30</td>
</tr>
<tr>
<td>Total benefits</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>Life enhancement</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Physical</td>
<td>0.70</td>
<td>1.0</td>
</tr>
<tr>
<td>Psychological</td>
<td>0.21</td>
<td>0.33</td>
</tr>
<tr>
<td>Social</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Preventive health</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Perceived barriers</td>
<td>0.10</td>
<td>0.11</td>
</tr>
<tr>
<td>Total barriers</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Exercise milieu</td>
<td>0.00</td>
<td>0.20</td>
</tr>
<tr>
<td>Time expenditure</td>
<td>0.00</td>
<td>0.20</td>
</tr>
<tr>
<td>Physical exertion</td>
<td>–0.14</td>
<td>0.00</td>
</tr>
<tr>
<td>Overall physical activity</td>
<td>0.50</td>
<td>0.60</td>
</tr>
</tbody>
</table>

\( ^{a} \)Cohen \( d_{\text{change}} \) compared the difference in the effect size within groups over time.  
\( ^{b} \)Cohen \( d^2 \) compared the difference in effect size between groups postintervention.  
\( ^{c} \)Exercise Benefits Subscale.  
\( ^{d} \)Exercise Barriers Subscale.

Table 4. Comparison of magnitude of change postintervention within each group for exercise benefits and barriers subscale scores and overall physical activity.

<table>
<thead>
<tr>
<th>Effect size(^{a})</th>
<th>Arm A: Web-based independent</th>
<th>Arm B: Face-to-face supported</th>
<th>Arm C: Web-based supported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large &gt; .7</td>
<td>Psychological benefits</td>
<td>Psychological benefits</td>
<td>Psychological benefits; Overall PA</td>
</tr>
<tr>
<td>Moderate .4 to .7</td>
<td>Overall PA</td>
<td>Overall PA</td>
<td>_b</td>
</tr>
<tr>
<td>Small .2 to .4</td>
<td>Total benefits score; Social benefits; Exercise milieu barriers</td>
<td>Social benefits; Total benefits score; Time barriers; Physical exertion barriers</td>
<td>Physical benefits; Life enhancement benefits</td>
</tr>
<tr>
<td>Very small &lt; .2</td>
<td>Family barriers; Total barriers score; Life enhancement benefits</td>
<td>Total barriers score</td>
<td>Total benefits score; Social benefits; Total barriers score</td>
</tr>
</tbody>
</table>

\( ^{a} \)Cohen \( d_{\text{change}} \) compared the difference in effect size with groups over time.  
\( ^{b} \)Not applicable.

**Discussion**

**Principal Findings**

This study has reported the results of a 3-arm MHBC intervention on perceived exercise benefits and barriers and self-reported physical activity and exercise in midlife women. Postintervention, women in all 3 arms reported a significant increase in overall exercise benefit perceptions and increased physical activity.

With regard to exercise benefits, there was a significant change in perceptions about the psychological and social benefits in particular, with large effect sizes being noted. This change was associated with a significant increase in overall physical activity and exercise, with moderate-to-large effect sizes across all 3 groups. What is striking about these results is the proportion of participants who moved from lower levels of exercise to reporting regular exercise on 5 or more days per week postintervention. These changes in benefit perceptions and actual physical activity are likely to be a result of specific program content and strategies, including detailed health promotion information contained in the Program book, individualized goal setting, and weekly exercise planning activities undertaken by all participants over the 12 weeks of the trial.
When comparing the magnitude of change between groups over time, the Web-based independent group (Arm A) was used as the comparison group. In comparison with the Web-based independent group, both the face-to-face supported group (Arm B) and Web-based supported group (Arm C) had greater change in benefit and barrier perceptions and overall physical activity postintervention. Women who received face-to-face support reported moderately higher social benefits, with the Web-based supported group reporting moderately higher psychological benefits. This is likely to be attributed to the additional support that Arm B and C received through nurse consultation and health coaching and the peer support available in Arm B. These results suggest that personalized and tailored health consultation provided by registered nurses with knowledge and skills in health behavior change theory and communication can facilitate positive behavior change.

In support of this, anecdotal feedback from participants indicated that having the opportunity to discuss personal health issues and work and family commitments and discuss strategies for change with a supportive health professional was highly valued by women in the face-to-face and Web-based supported groups. In contrast, feedback from participants in the Web-based independent group highlighted the lack of support being a barrier to engagement with the program, and it is likely that this contributed to the higher attrition rate in this group. However, participants in the Web-based independent group who remained in the study reported significant increases in physical activity, indicating that for some women undertaking a Web-based intervention independently is an effective option for undertaking a behavior change intervention.

Interestingly, despite a reported increase in physical activity and positive benefit perceptions, there was no statistically significant change in the average exercise barrier perceptions within or between groups postintervention. A possible explanation is that the average exercise barrier perceptions in all groups at baseline were relatively low, perhaps reflecting the fact that participants were motivated volunteers who self-selected to enroll in a health promotion program.

**Comparison With Previous Work**

In relation to the effect of a behavior change intervention on exercise benefit and barrier perceptions, there are limited studies to allow direct comparison. Our results are somewhat similar to a study on Latino American women that found an increase in total benefit perceptions following a 9-month biweekly education and exercise intervention [33]. In contrast, Kennedy et al [33] report a decrease in barrier perceptions. Other studies in women report no change in total benefit or barrier perceptions post exercise intervention [34,35]. One of these studies was a 7-week structured walking program designed for postmenopausal African American women [35] and the other, a 12-week group exercise program for mother and daughter pairs [34]. A more recent study investigated perceived benefits and barriers to exercise participation in \( n = 43 \) overweight women with polycystic ovarian syndrome participating in a 3-arm 20-week lifestyle program, finding a significant improvement in increased benefit and decreased barrier perceptions [36]. Our study has appeared to be the first to report the effect of a 12-week MHBC intervention on exercise benefit and barrier perceptions in healthy midlife women.

There is a large body of literature in relation to the effect of Web-based physical activity interventions with our results aligning with systematic review [15] and meta-analysis [37] findings that indicate that the majority of internet PA interventions in adults lead to significant increases in physical activity. These studies both report that average effect sizes are usually small (\( d = 0.14 \)); in contrast, our study found moderate-to-large effect sizes across all intervention groups (\( d = 0.5 \) to \( d = 0.87 \), respectively). A possible explanation for these results is that the WWP intervention is specifically designed for midlife women with variable fitness levels and allows personal choice in type, intensity, and frequency of physical activity and exercise, facilitating incremental change over time. The intervention materials also explicitly address the multiple benefits of regular exercise for midlife women’s health and healthy ageing and provide practical strategies for overcoming barriers to change, perhaps enhancing participant motivation to exercise. This is consistent with evidence that client-centered and personalized lifestyle interventions with ongoing support are likely to be more effective in changing behavior in both the short and medium term [38]. Results in this study are also consistent with our previous findings [12], where the original WWP was tailored for midlife women and included personalized support.

Similar to studies comparing different intervention delivery modes [39,40], our study found increases in physical activity in all groups. A similar study by Steele et al [39] investigated the effectiveness of delivery modes for a 12-week pedometer-based behavior change program (Health-e Steps), comparing face-to-face, internet-mediated, and internet-only delivery with an equivalent magnitude of increase in physical activity over time being reported. In contrast, our study found a greater magnitude of change in PA in the face-to-face and Web-based supported groups compared with the Web-based independent group. In contrast to the Web-based independent group, the face-to-face and Web-based supported groups both received health coaching including goal setting from a registered nurse. Recent systematic reviews indicate that behavioral counselling to promote PA and a healthy diet [41] and setting goals [42] are effective and important in facilitating behavior change. Building on our previous work [12], the results in this study including qualitative feedback from participants suggest that *one size does not fit all*. In addition to the tailored and personalized nurse-led intervention, the ability to offer women the choice of intervention delivery modes to fit their motivation levels, family and work commitments, and preferences is a positive outcome of this project.

**Limitations**

The results of this study need to be considered in light of the limitations. First, although women were recruited across Australia, volunteers were generally well-educated and from high-income groups. Although this is often the case for studies involving Web-based interventions with volunteers predominantly white, middle aged, and female [18], this is likely to limit the generalizability of results. In terms of attrition,
average barrier scores were higher in the Web-based independent group (Arm A) that had the highest level of attrition (35.5%), so data collected postintervention did not include those participants. Furthermore, this study had no control group, largely because it was designed to investigate the equivalency of the different intervention arms. Without a control group, it is difficult to definitively attribute posttest changes to the effects of the intervention. The study relied on self-report data that can be prone to response bias, with participants more likely to report positive outcomes for behavior change measures such as physical activity. Furthermore, data collection took place immediately after the intervention, so long-term effects might be lower.

Conclusions
Despite limitations, the results of this study suggest that the MHBC intervention (WWP) including personalized and tailored health coaching from registered nurses is likely to be effective in increasing exercise benefit perceptions, overall physical activity, and exercise in midlife women. The moderate-to-large effect sizes found in this study are particularly encouraging, indicating that for motivated participants, undertaking the program in different modes was beneficial in changing exercise behavior and positive perceptions of increased physical activity. Although Web-based interventions are cost-effective and flexible and can be delivered remotely, providing a range of options including face-to-face group delivery electronic health coaching from registered nurses has the potential to enhance participant engagement and motivation. With an increased focus on prevention of NCDs being evident, this study makes a timely contribution to the knowledge about exercise behavior change for prevention of NCDs in midlife women.
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Abstract

Background: There is a bidirectional relationship between chronic low-grade inflammation and cancer. Inflammatory markers, such as interleukin-6 (IL-6), have been associated with both the malignant transformation of epithelial cells and tumor progression, thus linking low-grade inflammation with a higher risk of cancer and recurrence in the survival phase. Therefore, they are considered valuable prognostic biomarkers. Knowing and finding appropriate primary prevention strategies to modify these parameters is a major challenge in reducing the risk of cancer recurrence and increasing survival. Different therapeutic strategies have shown efficacy in the modification of these and other biological parameters, but with contradictory results. There are apparently no strategies in which telemedicine, and specifically mobile health (mHealth), are used as a means to potentially cause biological changes.

Objective: The objectives of this study were to: (1) check whether it is feasible to find changes in inflammation biomarkers through an mHealth strategy app as a delivery mechanism of an intervention to monitor energy balance; and (2) discover potential predictors of change of these markers in breast cancer survivors (BCSs).

Methods: A prospective quasi-experimental pre-post study was conducted through an mHealth energy balance monitoring app with 73 BCSs, defined as stage I-IIIA of breast cancer and at least six months from the completion of the adjuvant therapy. Measurements included were biological salivary markers (IL-6 and C-reactive protein [CRP]), self-completed questionnaires (the European Organization for Research and Treatment of Cancer Quality of Life Questionnaire Core 30, the user version of the Mobile Application Rating Scale [uMARS] and an ad hoc clinical and sociodemographic questionnaire) and physical objective measures (accelerometry, weight and height). In addition, using the logging data of the mHealth app, the rate of use (in days) was recorded during the entire experimental phase of the study. Using Stata software, a paired two-tailed t test, Pearson and Spearman correlations, and a stepwise multiple regression analysis were used to interpret the data.

Results: Analyzing changes in inflammatory biomarker concentrations after using the mHealth app, differences between preassessment CRP (4899.04 pg/ml; SD 1085.25) and IL-6 (87.15 pg/ml; SD 33.59) and postassessment CRP (4221.24 pg/ml; SD 911.55) and IL-6 (60.53 pg/ml; SD 36.31) showed a significant decrease in both markers, with a mean difference of –635.25 pg/ml (95% CI –935.65 to –334.85; P<.001) in CRP and –26.61 pg/ml (95% CI –42.51 to –10.71; P=.002) in IL-6. Stepwise regression analyses revealed that changes in global quality of life, as well as uMARS score and hormonal therapy, were possible predictors of change of these markers in breast cancer survivors (BCSs).
predictors of change in CRP concentration after using the mHealth app. In the same way, the type of tumor removal surgery conducted, as well as changes in weight and pain score, were possible predictors of change in IL-6 concentration after using the app.

**Conclusions:** In conclusion, through the results of this study, we hypothesize that there is a possible association between an mHealth energy balance monitoring strategy and biological changes in BCSs. These changes could be explained by different biopsychosocial parameters, such as the use of the application itself, quality of life, pain, type of tumor removal surgery, hormonal treatment or obesity.

(J Med Internet Res 2019;21(8):e15062) doi:10.2196/15062
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**Introduction**

There is a bidirectional relationship between chronic low-grade inflammation and breast cancer, as a tumor can produce an inflammatory environment and therefore a systemic immune response, but chronic inflammation can also both precede and promote the development of cancer [1]. There is even talk of considering inflammation to be an enabling feature of breast cancer, or the seventh hallmark of the disease along with the six hallmarks already identified by Hanahan and Weinberg [2,3].

Inflammation is a process, or bodily response, secondary to infection or sudden injury, and it is associated with the activation of various molecular mechanisms [4]. This response can be local or systemic, depending on the severity, and both indicate an imbalance of the metabolism of the affected tissues. This metabolic imbalance in the lesion is produced by an increase of immune cells as well as inflammatory parameters of great clinical importance, such as C-reactive protein (CRP) and its inducer interleukin-6 (IL-6) [4,5].

Once the inflammatory response ends, tissue metabolism is normalized. If this process of remission is interrupted by some circumstance, such as pathogens, toxins or other stimuli, healthy tissue could be damaged and produce what is known as persistent low-grade inflammation, or chronic inflammation [6]. It is the result of an immune system that overreacts so that the concentrations of inflammatory factors are higher than in a healthy population [5]. This systemic and chronic inflammation is widely associated with chronic diseases [6] and even symptomatology, as there is a positive association between increased levels of CRP and excess of adipose mass (excess weight and obesity), which is a factor that could be potentially modified with physical activity and diet [4,7]. Moreover, inflammatory markers such as IL-6 have also been associated with the malignant transformation of epithelial cells and tumor progression, associating low-grade inflammation with a higher risk of cancer and recurrence in the survival phase. Thus, these factors are considered valuable prognostic biomarkers in the population of those with cancer [1,8,9]. Therefore, knowing and finding appropriate primary prevention strategies to modify these parameters is a major challenge in the field, so as to reduce the risk of cancer recurrence and increase survival.

Different therapeutic strategies have shown efficacy in the modification of these and other biological parameters, but with contradictory results. The beneficial effects of physical exercise as a means of controlling low-grade inflammation have been amply demonstrated [10,11], even in breast cancer survivors (BCSs). A study conducted by Jones et al, in which they used a physical exercise program in BCSs, found a significant reduction of IL-6 [12]. Additional studies have evaluated other strategies, such as manual therapy [13], tai chi [14], mindfulness [15], or yoga [16], to reduce inflammation markers in different cancer populations. However, scientific evidence about strategies based on telemedicine are scarce, and they are practically nonexistent for cancer. A study conducted by Haggerty et al assessed two technology-based, 6-month, lifestyle interventions (telemedicine or text messaging) in obese women with endometrial hyperplasia, showing a reduction of some biomarkers such as IL-6 after the intervention [17]. Another study by Frank et al examined the effectiveness of telehealth coaching promoting nutrition and exercise in soldiers, evaluating biomarkers of bone health [18]. There are also some clinical trial protocols with no published results at present [19-21]. Therefore, at the moment there are no strategies in which telemedicine, and specifically mobile health (mHealth), are used as a delivery mechanism for interventions that could cause biological changes.

Low-grade inflammation is highly influenced by aspects such as obesity, fatigue or a sedentary lifestyle [22-24], and its relationship with chronic pathologies has been demonstrated. However, the issue of association, or the factors that influence its regulation through nonpharmacological and distance-based intervention strategies, remain unresolved [6]. In the biopsychosocial context that encompasses a subject with cancer, promoting changes through mHealth strategies in psychological, physical or social aspects is not entirely complicated (eg, quality of life) [25]. However, biological parameters have a high intersubject variability and are not usually addressed in these types of studies [24]. Therefore, understanding what factors can influence these parameters can help to develop mHealth-based strategies, thus increasing patient empowerment in regard to their health.

To the best of our knowledge, scientific evidence is scarce in regard to mHealth-based strategies related to tracking biomarkers of inflammation, and the importance of low-grade inflammation in cancer recurrence has already been demonstrated. Thus, the objectives of this study were to:

1. Check whether it is feasible to find changes in inflammation biomarkers through an mHealth strategy as a delivery mechanism of an intervention to monitor energy balance
Discover potential predictors of change of these markers in breast cancer survivors

**Methods**

**Study Design, Participants, and Description of the Mobile Health App**

A prospective quasi-experimental pre-post study was conducted through an mHealth app to monitor energy balance (BENECA mHealth app) with 73 BCSSs, defined as stage I-IIIA of breast cancer and at least six months from the completion of adjuvant therapy (only hormonal therapy was allowed). Participants were recruited from the oncology units of San Cecili University Hospital and Virgen de las Nieves University Hospital, both in Granada, Spain, through theirreference oncologists. All participants received oral and written information about the assessment protocols, mHealth app characteristics, and risks and benefits of the study, and then written consent was obtained from all of them. The Ethics Committee on Human Research (CEIH) from Granada province, Spain, approved this study (FIS, PI14-01627), which was performed in accordance with the Declaration of Helsinki [26].

After the initial assessment, all participants were invited to use the mHealth app for two months. In summary, the mHealth app was developed to help breast cancer survivors overcome energy balance challenges and aimed to both motivate and sensitize breast cancer survivors to adhere to fully personalized physical exercise programs and nutritional plans, in compliance with the international guidelines for cancer survivors. On first use, the users of the app recorded their personal and anthropometric data such as weight, height, age, and type of cancer. They were then asked to record what they ate (every item) and what they did (in terms of physical activity) the day before. Regarding food intake, BENECA uses a dietary record questionnaire structured with 6 consumption times. Regarding physical activity, patients could record the activities they completed during the day (intensity and duration) from 3 possible time periods (morning, afternoon, and evening). BENECA only records those activities that have a duration of at least 10 minutes.

Based on all this information, the mHealth app provided automatic feedback about a person’s energy balance or imbalance as well as nutritional information about what was ingested. In the presence of energy imbalance, it provided useful and simple tips to improve this imbalance. All these straightforward, daily notifications were based on the guidelines of the World Cancer Research Fund International [27], the strategies for physical activity and diet in patients with cancer from the American College of Sports Medicine [28], and the recommendations of the American Cancer Society [29,30]. The mHealth app was developed based on the theory of Learning, on Goal-Setting Theory, and on Social Cognitive Theory so as to include techniques such as reinforcement, facilitation, self-monitoring, goal setting, feedback on performance and reviewing goals, which have proven to be promising in increasing physical activity in different populations [31,32].

The technical characteristics of the mobile application [33], as well as validation of the energy balance monitoring system [34] and its feasibility [35], have been previously published.

Participants were able to contact a researcher at any time via WhatsApp, in case of technical problems or to discuss any doubts they had. In addition, an online video tutorial was available at any time.

---

**Textbox 1. Inclusion and exclusion criteria.**

**Inclusion criteria:**
- Between 30 and 75 years of age.
- Body mass index >25 kg/m².
- Stage I-IIIA of breast cancer.

**Exclusion criteria:**
- No medical clearance to participate.
- Any physical health condition that prevents them from walking.
- Any physical or mental health condition that prevents them from participating in assessments.
- No access to any mobile device or tablet with an internet connection.

---

**Outcomes Measures**

To assess changes after use of the mHealth app, all measurements were taken at baseline and 8-weeks after having used it. Participants were called via phone for pre and postassessments and invited to Cuidate Support Unit for Oncology Patients, a clinical research center from the University of Granada, Spain. Measurements taken included biological markers, self-completed questionnaires, and both anthropometric and physical objective measures. In addition, using the logging data of the mHealth app, the rate of use (in days) was recorded during the entire experimental phase of the study.

**Biological Markers: Main Outcomes**

Two salivary inflammatory markers were obtained: IL-6 and CRP. Salivary biomarkers have previously demonstrated the potential to be used for screening and research purposes [36].
Sample Handling and Preparation: Salivary Interleukin-6 and C-reactive Protein Concentrations

On the day of sample collection, the participants were informed of the requirements: they were not allowed to eat, drink or brush their teeth during the two hours prior to the collection, and they were not allowed to visit the dentist 24 hours before sampling, with the aim of reducing the risks of contamination. They were also not allowed to consume alcohol during the 12 hours prior to the collection of the sample, or to take acidic or high sugar foods. The saliva sample collection was done between 10:00 and 11:30 in the morning, and an attempt was made to match the time in the postassessment. Ten minutes before the collection of the sample, participants were asked to rinse their mouths with water. Saliva was collected by unstimulated passive drool for 3 minutes using a polypropylene vial. Participants were instructed to lean their heads forward, allowing the saliva to accumulate on the floor of the mouth. Immediately after collection, the sample was centrifuged at 3000-3500 rpm for 15 minutes (to remove mucins and other particles that might interfere with the results), and then the supernatant was stored in 200 μL tubes (total of 5 per participant). Finally, it was frozen and stored at −80°C for no longer than 3 months.

Sample Analysis (Enzyme Linked Immunosorbent Assay Procedures)

Once the sampling was completed, it was thawed completely until reaching room temperature prior to the completion of the solutions. The necessary sample was pipetted into dissolution tubes, and the residual saliva not analyzed was frozen again. The following enzyme linked immunosorbent assay (ELISA) kits were chosen: the Salimetrics C-Reactive Protein ELISA Kit (Kit number 1-3302, which is an enzyme-linked immunoassay specifically designed and validated for the quantitative measurement of salivary CRP), and the Salimetrics IL-6 ELISA Kit (Kit number 1-3602, which is a sandwich immunoassay specifically designed and validated for the quantitative measurement of salivary IL-6). Both have been designed and optimized for salivary research in humans. All analyses and calculations were performed following the manufacturer’s protocol, as described by Salimetrics. A total of 15 μL and 60 μL of saliva were required for the analyses of CRP and IL-6, respectively.

Once the reagents were prepared, we designed the plate where 100 μL of the samples were added, as well as the successive dilutions of the standard of each marker that would be used for the design of the standard curve. The sample was covered with an adhesive and incubated for two hours at room temperature before mixing at the mix plate for 500 rpm. Then, the plate was washed 4 times with wash buffer by filling and emptying the wells to remove the solution by either aspiration or plate inversion. After washing, antibody conjugate solution was added (100 μL/well) and then diluted in blocking buffer in a series of twofold dilutions. Then the plate was sealed and incubated for 2 hours at room temperature. After the incubation, we repeated the washing as described above. Once the wash was completed, the substrate solution was added, and the plate was incubated in the dark at room temperature for 30 minutes before then mixing for 5 minutes on a plate rotator for 500 rpm. Then, we stopped the reaction by adding the stop solution (50 μL). The solution was mixed at the plate rotator for 3 minutes at 500 rpm. The absorbance was then measured with a spectrophotometer (Biotek ELx800) at 450 nm, according to kit manufacturers. Results were compared with a standard curve that was previously designed. All standards, controls and samples were analyzed in duplicate.

Self-Completed Questionnaires

The European Organization for Research and Treatment of Cancer Quality of Life Questionnaire Core 30 (EORTQQL-C30) version 3.0 was used to measure quality of life of the participants. It is a questionnaire specifically designed to evaluate general aspects of quality of life of patients with cancer. It is composed of a global scale of health status, five functional scales (in which the higher the score, the higher the quality of life reported) and eight symptom scales (in which the higher the score, the greater the symptoms reported). This instrument has shown adequate reliability [37,38].

The user version of the Mobile Application Rating Scale (uMARS) was used to measure the satisfaction and quality of usage of the mHealth app. This questionnaire is composed of 23 elements grouped into different sections, each of them evaluated independently through a Likert scale of 1 to 5 points (5 being excellent). Finally, the average score is calculated. This scale has been validated and has proven to be simple, objective and reliable [39].

An ad hoc questionnaire was used to collect clinical and sociodemographic characteristics of participants, including the stage of breast cancer, the type of tumor removal surgery, and the medical treatment and hormonal therapy. The stage of breast cancer could be I, II or III-A, the type of surgery was categorized in increasing order according to invasion of the surgery method (lumpectomy, quadrantectomy, unilateral mastectomy and bilateral mastectomy), the medical treatment was either a neoadjuvant or adjuvant treatment, and the hormonal therapy was registered as either taking or not taking hormonal treatment, as well as its typology.

Anthropometric and Physical Objective Measures

A preprogrammed triaxial accelerometer (ActiGraph GT3X+, Pensacola, Florida) was used to collect data on participants’ physical activity over 8 consecutive days, together with a questionnaire diary based on a previously published protocol of use and analysis [40,41]. Only the records of more than 4 days, and of at least 10 hours per day, were included in the analysis. Minutes of vigorous-to-moderate physical activity (MVPA) were recorded.

Weight (kg) and height (cm) were measured with light clothing and without shoes. Weight was measured using an electronic scale (model SECA 869, Hamburg, Germany), and height was measured in the Frankfort plane using a stadiometer (model SECA 213).

Statistical Analysis

Measures of central tendency and dispersion were used for continuous variables with a normal distribution. Categorical variables were reported as proportions (%). The
Kolmogorov-Smirnov test was used to check the normal distribution of the data. To evaluate the differences in the biological variables (CRP and IL-6) between baseline and after 8 weeks of use of the app, a paired two-tailed t test was used. To analyze the correlation between the different variables, Pearson and Spearman correlation were applied as appropriate. In this correlation analysis, the change variable (difference between postassessment and preassessment) was used with quantitative variables; biological variables, quality of life (EORT QLQ-C30 global score, fatigue and pain), satisfaction with the app (uMARS global score), use of the app (in days), MVPA (accelerometry) and weight. The change variable was also used to measure changes in clinical variables such as type of tumor removal surgery, stage of breast cancer, medical treatment and hormonal therapy. Dispersion diagrams were used to study the assumptions of normality, linearity and homoscedasticity. To determine which variables could explain the variation in CRP and IL-6 concentrations, a stepwise multiple regression analysis was used. For the regression model with the dependent variable of CRP, the score changes in general quality of life, hormonal treatment, quality and satisfaction were considered independent variables.

For the regression model with the dependent variable IL-6, type of tumor removal surgery, and score changes in both perceived pain and weight were considered independent variables. To be included in the multiple regression analysis, the independent variables had to have a correlation coefficient of $r>0.20$ between the dependent variable and the independent variable, and they had to be significant [42]. The possible collinearity between the independent variables was studied, and then the final model was validated using bootstrapping (the start-up method was carried out with repeated samples of the same size to replace the original samples). Two thousand repetitions were produced to estimate the confidence intervals accelerated and corrected for the starting bias. For statistical analyses, the level of significance was set at $P<.10$. All analyses were performed using the software Stata version 14 (StataCorp, College Station, Texas). At least two experiments were performed in all assays.

**Results**

**User Statistics and Clinical Characteristics**

Participants were, on average, 51.35 (SD 8.58) years of age, with a body mass index (BMI) of 28.86 (SD 8.58). A total of 64% of the BCSs listed their civil status as married and 21% as single, with 41% having an educational status of higher education and 31% having unfinished studies or primary school. Table 1 summarizes clinical and sociodemographic participants’ characteristics.

Participants showed moderate quality of satisfaction (score range=0-5) with the mHealth app (mean 3.71 points; SD 0.47 points), high app usage (mean 47.9 days; SD 10.40; max=56 days), and moderate to low scores (range 0-100) in general quality of life (mean 57.6; SD 14.07), fatigue (mean 23.14; SD 15.46), and pain (mean 45.66; SD 25.91). Finally, mean weight was 72.56 kg (SD 10.85 kg) and the mean MVPA was 47.27 (SD 23.41). Analyzing changes in inflammatory biomarker concentrations after using the mHealth app, differences between preassessment CRP (4899.04 pg/ml; SD 1085.25) and IL-6 (87.15 pg/ml; SD 33.59) and postassessment CRP (4221.24 pg/ml; SD 911.55) and IL-6 (60.53 pg/ml; SD 36.31) showed a significant decrease in both of them, with a mean difference of $-635.25$ pg/ml (95% CI $-935.65$ to $-334.85$; $P<.001$) in CRP and $-26.61$ pg/ml (95% CI; $-42.51$ to $-10.71$; $P=.002$) in IL-6.
Table 1. Participants’ demographics (N=73).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>51.35 (8.58)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>15 (20.6)</td>
</tr>
<tr>
<td>Married</td>
<td>47 (64.4)</td>
</tr>
<tr>
<td>Divorced</td>
<td>7 (9.6)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (5.5)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No education</td>
<td>1 (1.4)</td>
</tr>
<tr>
<td>Primary studies</td>
<td>22 (30.1)</td>
</tr>
<tr>
<td>Secondary studies</td>
<td>20 (27.4)</td>
</tr>
<tr>
<td>Higher education</td>
<td>30 (41.1)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Housewife</td>
<td>18 (24.7)</td>
</tr>
<tr>
<td>Employee</td>
<td>28 (38.4)</td>
</tr>
<tr>
<td>Low</td>
<td>10 (13.7)</td>
</tr>
<tr>
<td>Unemployed by the disease</td>
<td>17 (23.3)</td>
</tr>
<tr>
<td><strong>Cancer stage, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>8 (11.3)</td>
</tr>
<tr>
<td>II</td>
<td>37 (52.1)</td>
</tr>
<tr>
<td>IIIA</td>
<td>26 (36.6)</td>
</tr>
<tr>
<td><strong>Surgery, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Lumpectomy</td>
<td>24 (32.8)</td>
</tr>
<tr>
<td>Quadrantectomy</td>
<td>12 (16.4)</td>
</tr>
<tr>
<td>Unilateral mastectomy</td>
<td>26 (35.6)</td>
</tr>
<tr>
<td>Bilateral mastectomy</td>
<td>11 (15.1)</td>
</tr>
<tr>
<td><strong>Medical treatment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>5 (6.9)</td>
</tr>
<tr>
<td>Radiation therapy alone</td>
<td>6 (8.2)</td>
</tr>
<tr>
<td>Chemotherapy alone</td>
<td>5 (6.9)</td>
</tr>
<tr>
<td>Chemotherapy and radiation therapy</td>
<td>48 (65.8)</td>
</tr>
<tr>
<td>Adjuvant chemotherapy</td>
<td>6 (8.2)</td>
</tr>
<tr>
<td>Neoadjuvant chemotherapy</td>
<td>3 (4.1)</td>
</tr>
</tbody>
</table>

**Correlation Analyses**

Significant negative correlations were found between changes in CRP concentration and EORT QLQ C30 general quality of life ($r=-0.281; P=.03$), with hormonal therapy ($r=-0.235; P=.07$), with uMARS score ($r=-0.284; P=.02$) and with mHealth app usage ($r=-0.263; P=.04$). In addition, significant positive correlations were found between change in IL-6 concentration and EORT QLQ C30 pain ($r=0.404; P=.01$), with weight ($r=0.301; P=.06$) and with type of tumor removal surgery ($r=0.311; P=.05$).

In addition, significant correlations existed among the independent variables (Table 2) but was only high between uMARS score and mHealth usage ($r=0.907; P<.001$). Therefore, considering multicollinearity possible (defined as $r>0.70$), only uMARS score was included in the regression analyses.
Table 2. Pearson product-moment correlation matrix for study variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>ΔCRP</th>
<th>ΔIL-6</th>
<th>ΔC30 QoL</th>
<th>ΔC30 Fatigue</th>
<th>ΔC30 Pain</th>
<th>ΔWeight</th>
<th>ΔMV-PA f</th>
<th>Age</th>
<th>Stage BC g</th>
<th>Surgery type</th>
<th>Hormonal therapy</th>
<th>uMARS h</th>
<th>mHealth i</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔCRP</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔIL-6</td>
<td>0.191</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔC30 QoL</td>
<td>−0.281</td>
<td>−0.168</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔC30 fatigue</td>
<td>0.054</td>
<td>0.208</td>
<td>−0.527</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔC30 pain</td>
<td>0.153</td>
<td>0.404</td>
<td>−0.35</td>
<td>0.678</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔWeight</td>
<td>0.088</td>
<td>0.301</td>
<td>−0.183</td>
<td>0.088</td>
<td>0.04</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔMVPA</td>
<td>0.099</td>
<td>0.011</td>
<td>−0.023</td>
<td>0.135</td>
<td>0.187</td>
<td>−0.116</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−0.139</td>
<td>−0.04</td>
<td>0.259</td>
<td>−0.314</td>
<td>−0.301</td>
<td>0.20</td>
<td>−0.304</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stage BC</td>
<td>0.075</td>
<td>0.143</td>
<td>−0.055</td>
<td>0.079</td>
<td>−0.083</td>
<td>−0.045</td>
<td>−0.101</td>
<td>0.143</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery type</td>
<td>−0.158</td>
<td>0.311</td>
<td>0.092</td>
<td>0.023</td>
<td>0.009</td>
<td>−0.023</td>
<td>−0.191</td>
<td>0.110</td>
<td>0.282</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hormonal therapy</td>
<td>−0.235</td>
<td>−0.001</td>
<td>0.142</td>
<td>−0.161</td>
<td>−0.161</td>
<td>0.088</td>
<td>0.018</td>
<td>0.285</td>
<td>0.052</td>
<td>0.247</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>uMARS</td>
<td>−0.284</td>
<td>−0.086</td>
<td>−0.105</td>
<td>0.09</td>
<td>0.188</td>
<td>−0.028</td>
<td>0.101</td>
<td>−0.309</td>
<td>−0.167</td>
<td>0.147</td>
<td>0.049</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mHealth use</td>
<td>−0.263</td>
<td>−0.127</td>
<td>−0.101</td>
<td>0.112</td>
<td>0.184</td>
<td>−0.026</td>
<td>0.081</td>
<td>−0.402</td>
<td>−0.122</td>
<td>0.144</td>
<td>0.014</td>
<td>0.907</td>
<td>1.00</td>
</tr>
<tr>
<td>P value</td>
<td>.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Δ: change between postassessment and preassessment.
CRP: C-reactive protein.
IL-6: interleukin-6.
C30: EORT QLQ C-30 questionnaire.
QoL: quality of life.
MVPA: minutes of vigorous-to-moderate physical activity.
BC: breast cancer.
uMARS: user version of the Mobile Application Rating Scale.
mHealth: mobile health.

Regression Analyses

Stepwise regression analyses revealed that changes in global quality of life, as well as uMARS score and hormonal therapy, were possible predictors of change in CRP concentration after using the app (Table 3). In the same way, the type of tumor removal surgery, as well as changes in weight and pain score, were possible predictors of change in IL-6 concentration after using the app (Table 4). For both tables, $r^2$ denotes the variability of change in biomarker concentration explained by the predictors in percent.
### Table 3. Summary of stepwise regression analyses to determine predictors of change in C-reactive protein concentration ($r^2=19\%$).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Unstandardized coefficients, $\beta^a$</th>
<th>95% CI for $\beta$</th>
<th>Bootstrap BCA$^b$, 95% CI</th>
<th>Bootstrap, $\beta$</th>
<th>Standardized coefficients, $\beta$</th>
<th>$t$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept il</td>
<td>2496.949</td>
<td>218.504–4775.395</td>
<td>4.641–4989.268</td>
<td>2496.949</td>
<td>___$^c$</td>
<td>2.2</td>
<td>.03</td>
</tr>
<tr>
<td>Hormonal therapy</td>
<td>–110.304</td>
<td>–286.447 to 65.839</td>
<td>–272.774 to 52.166</td>
<td>–110.304</td>
<td>–0.155</td>
<td>–1.25</td>
<td>.22</td>
</tr>
<tr>
<td>uMARS$^d$ score</td>
<td>–728.786</td>
<td>–1338.675 to –118.898</td>
<td>–1396.04 to –61.533</td>
<td>–728.785</td>
<td>–0.289</td>
<td>–2.39</td>
<td>.02</td>
</tr>
<tr>
<td>$\Delta^e$ Global QoL$^f$</td>
<td>–18.601</td>
<td>–36.253 to –0.945</td>
<td>–37.022 to –0.177</td>
<td>–18.605</td>
<td>–0.261</td>
<td>–2.11</td>
<td>.04</td>
</tr>
</tbody>
</table>

$^a$β: regression coefficient.  
$^b$BCA: bias-corrected and accelerated.  
$^c$Not applicable.  
$^d$uMARS: user version of the mobile application rating scale.  
$^e$Δ: change between postassessment and preassessment.  
$^f$QoL: quality of life.

### Table 4. Summary of stepwise regression analyses to determine predictors of change in IL-6 concentration ($r^2=26\%$).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Unstandardized coefficients, $\beta^a$</th>
<th>95% CI for $\beta$</th>
<th>Bootstrap BCA$^b$, 95% CI</th>
<th>Bootstrap, $\beta$</th>
<th>Standardized coefficients, $\beta$</th>
<th>$t$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of surgery</td>
<td>8.219</td>
<td>–4.604; 21.04</td>
<td>–5.383; 21.821</td>
<td>8.22</td>
<td>0.194</td>
<td>1.3</td>
<td>.20</td>
</tr>
<tr>
<td>$\Delta^d$ Weight</td>
<td>4.456</td>
<td>–1.263; 10.176</td>
<td>–0.582; 9.495</td>
<td>4.455</td>
<td>0.23</td>
<td>1.58</td>
<td>.08</td>
</tr>
<tr>
<td>$\Delta$ Pain score</td>
<td>0.667</td>
<td>0.054; 1.279</td>
<td>0.003; 1.33</td>
<td>0.667</td>
<td>0.328</td>
<td>2.21</td>
<td>.03</td>
</tr>
</tbody>
</table>

$^a$β: regression coefficient.  
$^b$BCA: bias-corrected and accelerated.  
$^c$Not applicable.  
$^d$Δ: change between postassessment and preassessment.

### Discussion

The objective of this study was to determine the preliminary results of the possible association between the use of an mHealth strategy app as a delivery mechanism to monitor energy balance in cancer and the reduction of systemic inflammation markers, as well as to suggest possible predictors of this change. Current findings suggest that after two months of use of the app, a significant reduction of these markers can be observed. Thus, there could be a possible association between the two. In addition, the change in weight, pain and quality of life, as well as the type of tumor removal surgery, hormone therapy and the uMARS score, can have a contribution in the changes found in the concentrations of CRP and IL-6.

A system of monitoring energy balance through an mHealth app seems to reduce the biological parameters of systemic inflammation (CRP and IL-6). Our results suggest that after two months of use of the mHealth app, based on the monitoring of energy balance (in terms of diet and physical activity), the concentration of CRP and IL-6 are significantly reduced in BCSs. In fact, this change has a moderate effect size in CRP (Cohen $d=–0.640$; 95% CI $–0.985$ to $–0.293$) and a high effect size in IL-6 (Cohen $d=–0.805$; 95% CI $–1.225$ to $–0.379$). A study by Skogstad et al was the only one found with a design similar to ours, as it used a virtual internet physical activity motivation strategy in which some biological parameters were measured [43]. In this study, participants were included in a motivational physical activity program in which they measured their steps using a wrist-band accelerometer. However, unlike our study, no differences were found in CRP concentration after the intervention, perhaps because their study target population were healthy workers without pathology. The effect size reported for both our biomarkers supports the hypothesis that these changes are not due to time, but it is important to remark that the quasi-experimental pre-post design of our study does not allow us to affirm that the changes found are only attributable to the use of the app. Therefore, a controlled and randomized clinical trial should be carried out in the future.

Biological parameters of systemic inflammation can be mediated or modified by lifestyles changes such as physical activity and diet [4,6,7]. This study is the first to examine clinical and anthropometric factors that affect changes in these biological parameters, after using a mobile strategy to monitor energy balance in breast cancer survivors. Because rehabilitation strategies focus on face-to-face or distance physical activity and diet programs, understanding the potential determinants of reducing inflammation markers can help design more effective intervention strategies.

The results of our study show that possible moderators of a reduction in CRP concentration include not receiving hormonal
therapy, as well as having higher satisfaction and changes in quality of life (the higher quality of life change, the lower the CRP concentration). The role of estrogen in inflammation is poorly understood, the mechanism is not well studied, and its relationship is very complex [44], and different studies show contradictory results depending on different pathologies, with some showing they are associated with an inflammatory activity, while others show a proinflammatory role [44]. The differences found in pre and postmenopausal women suggest that the peripheral production of estrogens plays an important role in these differences [44-47]. Our results provide new evidence in this regard, since not having received hormone therapy may be a predictor of a greater reduction in CRP concentration in female survivors of breast cancer. However, estrogen’s relationship with quality of life has been considered from another point of view. We understand that it is not that a higher perception of quality of life is a predictor of a reduction of proinflammatory markers but rather the other way around, that the diminished inflammatory state is associated with an increase in the quality of life [48,49]. Ultimately, our results suggest a higher score in uMARS as a predictor of the change in CRP concentration. In addition, there is a strong association between satisfaction and quality with the amount of time spent on the mHealth app. If women with the highest score in uMARS use the mHealth app more, then the reduction in inflammatory markers could be due to the direct relationship caused by a healthier lifestyle [6,50,51].

The results of our study also show possible moderators of the reduction in IL-6 include the type of tumor removal surgery (less invasive surgery), as well as changes in both weight and pain (the greater the reduction of these factors, the greater the reduction of IL-6). These results are consistent with the known bidirectional relationship between obesity and low-grade inflammation, which contributes to systemic metabolic dysfunction that is associated with obesity-linked disorders [4]. In the same way, an inflammatory reaction is also mediated by the classic cardinal signs of inflammation (eg, pain) [52]. Therefore, it is logical to think that a reduction in pain reported by breast cancer survivors can be a predictor of a reduction in IL-6 concentration such as that observed in our results. Finally, there is a lot of scientific evidence to support the use of minimally invasive surgical techniques since they don’t raise inflammatory reactants as much, and these findings may support the relationship between IL-6 and the type of tumor removal surgery found in our results [53-56].

It is worth highlighting some strengths and limitations of the present study. The main strength lies in the nature of the study. To the best of our knowledge, this is the first study that proposes a mobile strategy to monitor energy balance as a mediator in the reduction of proinflammatory markers in BCSSs. If future research supports our results, we will have found another support strategy for cancer survivors that is low cost and accessible to everyone and which could reduce markers highly related to the risk of recurrence. However, there are also many limitations to be noted. The main limitation lies in the design of the study, as well as the sample size, which prevents us from speaking in terms of causality and effectiveness. In addition, the \( r^2 \) obtained in the multiple regression models was low. However, we must not forget that we are trying to explain biological parameters with nonbiological variables. Our results may support the biopsychosocial model, since it shows how biology can be modified through these variables. Other biological parameters that can justify the rest of the variability that has remained to be explained should be taken into account in the future.

In conclusion, through the results of this study, we hypothesize that there is a possible association between an mHealth energy balance monitoring strategy app and biological changes in BCSSs. These changes could be explained by different biopsychosocial parameters such as the use of the application itself, quality of life, pain, type of tumor removal surgery, hormonal treatment or obesity. Future studies should be carried out with a specific focus on all these biological parameters, and with an appropriate study design, to support these findings.
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Abstract

Background: IntelliCare is a modular platform that includes 12 simple apps targeting specific psychological strategies for common mental health problems.

Objective: This study aimed to examine the effect of 2 methods of maintaining engagement with the IntelliCare platform, coaching, and receipt of weekly recommendations to try different apps on depression, anxiety, and app use.

Methods: A total of 301 participants with depression or anxiety were randomized to 1 of 4 treatments lasting 8 weeks and were followed for 6 months posttreatment. The trial used a 2X2 factorial design (coached vs self-guided treatment and weekly app recommendations vs no recommendations) to compare engagement metrics.

Results: The median time to last use of any app during treatment was 56 days (interquartile range 54-57), with 253 participants (84.0%, 253/301) continuing to use the apps over a median of 92 days posttreatment. Receipt of weekly recommendations resulted in a significantly higher number of app use sessions during treatment (overall median=216; P=.04) but only marginal effects for time to last use (P=.06) and number of app downloads (P=.08). Coaching resulted in significantly more app downloads (P<.001), but there were no significant effects for time to last download or number of app sessions (P=.36) or time to last download (P=.08). Participants showed significant reductions in the Patient Health Questionnaire-9 (PHQ-9) and Generalized Anxiety Disorder-7 (GAD-7) across all treatment arms (P<.001). Coached treatment led to larger GAD-7 reductions than those observed for self-guided treatment (P=.03), but the effects for the PHQ-9 did not reach significance (P=.06). Significant interaction was observed between receiving recommendations and time for the PHQ-9 (P=.04), but there were no significant effects for GAD-7 (P=.58).

Conclusions: IntelliCare produced strong engagement with apps across all treatment arms. Coaching was associated with stronger anxiety outcomes, and receipt of recommendations enhanced depression outcomes.

Trial Registration: ClinicalTrials.gov NCT02801877; https://clinicaltrials.gov/ct2/show/NCT02801877

(J Med Internet Res 2019;21(8):e13609) doi:10.2196/13609)
Introduction

Background

Depression and anxiety are common mental health problems that impose a very high societal burden in terms of cost, morbidity, quality of life, and disability worldwide [1-4]. Most people experiencing these common mental health problems cannot access treatment because of a variety of barriers including the lack of availability of services, time constraints, transportation problems, and high cost [5,6]. A wide variety of digital mental health interventions have demonstrated efficacy. Adherence and outcomes appear to be stronger when coupled with human coaching through telephone or messaging than in self-guided digital interventions [7-9]. Mobile apps, in particular, have a number of advantages. Smartphones are becoming ubiquitous in developed countries and are increasingly common in developing nations [10]. As people keep their phones with them, app-based interventions can fit more seamlessly into the fabric of people’s lives.

Most digital interventions for depression or anxiety are single Web-based and mobile apps. Very few of the publicly available apps have been rigorously tested, with reviews suggesting that the percentage of available apps for depression and anxiety with any evidence of effectiveness may be around 2.6% to 3.8% [11,12]. A common design approach is to adapt an effective psychotherapeutic model such as cognitive behavioral therapy (CBT) and digitize it into an app format. Such apps typically contain a multitude of features related to the treatment model on which they are based. For example, in CBT, these apps might contain psychoeducation, symptom tracking, activity monitoring, activity scheduling, and cognitive restructuring [13]. This approach of feature-rich apps does not recognize how most people currently tend to use apps and their smartphones. In general, digital technologies have core features that break into basic components, allowing users to piece together those components that are most useful. For example, people tend not to have 1 app to meet their transportation needs; rather, they usually have multiple apps that search for locations and map routes, and different apps for different modes of transportation. Different people likely use different apps according to their preferences and lifestyles. Typically, popular apps serve singular purposes, such as searching for restaurants or businesses, managing flights, or posting pictures. People tend to use apps in very short bursts of time, and sometimes frequently [14,15]. Thus, apps tend to support a single or limited set of related tasks through simple, quick interactions. Indeed, even when people do use existing mental health apps, they typically only use 1 or 2 features. For example, in an evaluation of PE Coach, which contains a number of features, it was found that clinicians and patients mostly used the app to audio-record sessions [16].

The IntelliCare platform was designed to address user engagement problems by providing self-help strategies and skills training in a manner that is consistent with how people use mobile phones. Rather than a single app containing a comprehensive set of behavioral strategies, the IntelliCare platform currently comprises 12 apps, each of which is focused on a single psychological or behavioral strategy. The time required for each use is short, with most uses lasting less than 1 min [18]. Thus, apps can be integrated more seamlessly into a person’s life. Users are able to select and use apps that they find helpful and ignore the ones they do not like. A Hub app, if downloaded, coordinates the user’s experience and provides weekly recommendations to try new apps. The provision of recommendations appears to be an important component in maintaining engagement with the IntelliCare platform. Indeed, the receipt of these recommendations has been shown to increase the likelihood that an individual will download the recommended app [19,20].

IntelliCare apps have been available on the Google Play Store, beginning in 2014, and have been downloaded more than 100,000 times. An initial field trial, in which participants received 8 weeks of coaching primarily through text messages, showed substantial improvements in both depressive and anxiety symptoms’ severity, and strong, consistent engagement of an average of 3 to 4 app launches each day over the full 8 weeks [18]. Interestingly, although the coached field trial showed participants used most of the apps, the average use within any individual app was substantially different from that observed among users who simply downloaded the apps through the Google Play Store, suggesting that coaches may have encouraged exploration of new apps but did not appear to influence continued use once users had downloaded and tried the apps. Thus, there appear to be 2 methods of encouraging exploration in app platforms such as IntelliCare: coaching and automated recommendations.

Although sustained behavioral engagement, or app usage, has been noted to be a major problem in digital mental health interventions [21,22], few investigations have systematically explored different methods of maintaining engagement. Moreover, 1 study explored a factorial design of 5 different engagement elements, including automated versus human support, text messages, tailoring of success stories, personalization of content, and multimedia and interactive materials [23]. Human support was the only element that improved outcomes during the intervention period, which is consistent with a large body of literature showing human support improves engagement and outcomes [7,24]. However, those who received automated support experienced more change during the postintervention period. Given the ubiquity of app store recommendations, this is a promising element to evaluate.

Objectives

This study aimed to examine the effect of 2 separate methods of maintaining engagement with the IntelliCare platform: coaching and receipt of weekly recommendations to try different...
apps. We hypothesized that coaching would produce better engagement with the apps and greater reductions in symptoms of depression and anxiety than that associated with self-guided use, and those who received both coaching and app recommendations would have the greatest reductions in symptoms and highest use of apps.

Methods

Participants

Participants were recruited from July 5, 2016, to May 5, 2017, through a variety of digital (eg, Instagram, Facebook, and Reddit) and print (eg, advertisements on Chicago Transit Authority bus and train lines) sources as well as research registries (eg, ResearchMatch), commercial recruitment firms (eg, Focus Pointe Global), and media coverage using methods that have been previously described [25,26]. Participants were included if they met criteria for depression (Patient Health Questionnaire-9 [PHQ-9]≥10) [27] or anxiety (Generalized Anxiety Disorder-7 [GAD-7]≥8) [28], were aged 18 years or older (aged 19 years if in Nebraska, given age of consent), resided in the United States, could speak and read English, and had an Android phone with data and text plans. Participants were excluded if they (1) had visual, voice, motor, or hearing impairments that would prevent participation; (2) met diagnostic criteria for a severe psychiatric disorder such as psychotic or bipolar disorders for which study treatments would be inappropriate; (3) imminent suicidality that included both a plan and intent; (4) had initiated or modified antidepressant pharmacotherapy in the previous 14 days; or (5) had used any IntelliCare app more than 1 time in the 3 months before study screening.

All procedures were approved by the institutional review board of Northwestern University. Participants completed a Web-based consent form, and a research assistant reviewed the Web-based consent document to ensure comprehension questions were answered correctly and that the consent form was signed. Any questions or concerns were then reviewed with participants. The trial was monitored by an independent data safety monitoring board.

Treatments

This trial used a 2 × 2 factorial design (coached vs self-guided treatment and weekly app recommendations vs no recommendations), resulting in 4 treatment cells. A no treatment or waitlist control was not included because it would be impossible to prevent control participants from accessing the apps, which are freely available on the Google Play Store, and it could not be reliably determined which apps were accessed and when. The IntelliCare platform, coaching protocol, and the recommended system are described below.

IntelliCare Platform

All participants received access to the IntelliCare platform apps. At the time of this trial, the IntelliCare platform consisted of 13 apps [18,20]. This included 12 clinical apps, each of which was designed to target a specific behavioral or psychological treatment strategy (eg, goal setting, behavioral activation, social support, living one’s values, cognitive restructuring, emotion regulation, positive self-affirmations, coping, exercise for mood, sleep hygiene, relaxation, and psychoeducation with reminders) and improve symptoms of depression and anxiety through efficacious treatment strategies. Most apps were designed to require less than 30 seconds to use. Apps included automated reminders to encourage engagement and for both app use and implementation of the strategies. The user’s experience with the clinical apps was coordinated through a Hub app that consolidated automated notifications and provided app recommendations for those who were randomized to receive recommendations. No substantive changes were made to the apps during the course of the trial.

Coaching Versus Self-Guidance

Coaching was guided by the IntelliCare coaching manual [29], which is based on the supportive accountability model [30] and the efficiency model [31], and was aimed primarily at encouraging participants to try the apps, answering questions about how to use the tools represented in the apps and the rationale behind the skills taught by the apps, encouraging application of the skills in daily life, and providing some technical support as needed. Coaching began with an initial 30- to 45-min engagement phone call to explain the program, understand the participant’s goals for mood and anxiety management, set expectations for the coach-participant relationship, build rapport, and ensure the Hub app was properly installed on the participant’s phone. After the initial engagement call, participants received 2 to 3 text messages per week from their coach to provide support in using apps, offer encouragement, reinforce app use, and check-in on progress or challenges. Coaches also responded to all participant-initiated text messages within 1 working day. Coaches offered but did not require an additional 10-min call around midtreatment to support engagement. The coaches had a dashboard that provided information about the IntelliCare apps on each participant’s phone, including which apps were installed, when they were downloaded, each time an app was used, and which apps were selected as primary in the Hub app. The dashboard also included a short message service text messaging tool, a section for brief notes, and an alert indicating when no IntelliCare app had been used for 3 days or when a participant sent a text message indicating they might be at risk for self-harm, which resulted in an automated safety response and prompted coaches to check-in. Coaches had at least a bachelor’s degree in psychology or a related field and were trained and monitored by 1 of the coaching manual authors.

Participants assigned to self-guidance received the initial 10- to 15-min engagement call to ensure the Hub app was properly installed and that they understood how to use the IntelliCare platform but had no further contact with coaches.

Recommendations

Participants randomized to the recommendation arm received a weekly tray notification on their phone’s home screen, which took them to the Hub app, where they were provided with weekly recommendations for new apps. Touching the recommendation button took them to the app store where they could download the recommended app. The recommendation engine used app usage data from approximately 100,000 users
who had downloaded the IntelliCare apps from the Google Play Store to identify, based on the individual user’s app use profile, apps that the individual was more likely to use. Participants were asked to at least try the newly recommended apps but were encouraged to use the apps they found most helpful.

Those participants who were in the no recommendation arm had the recommendation feature in the Hub app removed and were simply encouraged to explore the apps on the IntelliCare platform.

**Outcome Assessment**

Depression was measured using the PHQ-9 [27], and anxiety was measured using the GAD-7 [32]. These measures were administered as Web-based self-reports through Research Electronic Data Capture [33] at baseline, week 4, week 8 (end of treatment), and 3- and 6-month follow-up and completed by the participants themselves.

Engagement was defined using 3 commonly used behavioral engagement metrics [34]: time to last use, number of app sessions, and number of apps downloaded. Number of app sessions is a very common metric. Time to last use was defined as the time between the first launch and the last launch of any app during the 8-week trial or posttrial period. Posttrial app use data were truncated at 6 months to avoid biases related to time of entry into the trial. Number of app sessions is a commonly used metric. In this study, an app use session was defined as a sequence of user-initiated actions or events separated by less than 5 min between events. A new app launch (or session) was defined as a new activity after 5 min of no activity (we note that some apps have audio or video content that may last longer than 5 min, in which case, the running content is counted as activity). Number of apps downloaded is similar to the number of features or modules used in feature-rich applications [34]. Given the IntelliCare unbundled features into individual apps, this was defined here as the number of apps downloaded with at least one launch.

**Randomization and Masking**

A statistician provided a sequentially masked randomization scheme, created before the start of the trial, assigning participants to (1) coached with recommendations, (2) coached without recommendations, (3) self-guided with recommendations, and (4) self-guided without recommendations, stratified by current antidepressant medication status and psychotherapy status, with a block size of 4 within each stratum.

**Statistical Analyses**

Power was calculated on the assumption that approximately 50% of patients stop using the apps by week 7 based on previous electronic health work [35]. We powered for an effect size of 0.30 or a difference between 50% and 61.6% between groups. On the basis of a type I error rate of 5% and 80% power, power calculations using a log-rank test indicated a required sample size of 135 per arm (total sample of 270). Assuming 15 participants would be lost to follow-up in each arm, we aimed to recruit 150 participants in each arm. This provided power to detect effect sizes of 0.34 for clinical outcomes based on independent t tests. Week 7 was selected, rather than week 8, to avoid any end-of-treatment effects that might occur, such as participants ceasing or reinitiating engagement as a result of approaching end of treatment. Power calculations were performed using PASS 2008. No power calculations were performed to determine effect sizes detectable when examining the relationship between use metrics and patient-centered outcomes, as those were secondary aims.

Descriptive statistics are provided for baseline demographic variables across the 4 groups. Log-rank tests were performed to determine if the time to study dropout was different for each of the main effects, Kaplan-Meier plots are presented, and the engagement rate at 7 weeks. Cox proportional hazard models were used to compare the main effects while adjusting for randomization strata, medication use, age, and sex. Mean and standard deviation for PHQ-9 and GAD-7 over time and randomization groups are presented. Generalized linear mixed models were used to compare patient outcomes, adjusting for randomization strata, and baseline values of PHQ-9 or GAD-7, and assuming a heterogeneous unstructured covariance structure by randomization strata. First, 3-way interactions between time and the main effects of the 2X2 factorial were tested. If those were not significant, 2-way interactions with each main effect and time were modeled and, subsequently, models with main effects without the interaction. If interactions were not significant, 2-way interactions with each main effect and time were modeled and, subsequently, models with main effects without the interaction. If interactions were not significant, within the main effect of time, least square means and differences adjusting for randomization strata, relative to baseline, were tested using Dunnett adjustment for multiple comparisons. Owing to the skewed nature of use data, app launches and time to last use were compared using nonparametric Kruskal-Wallis tests when comparing all 4 groups and Wilcoxon rank-sum test if comparing 2 groups. The relationship between use data and treatment outcome was examined using linear models adjusting for baseline PHQ-9 or GAD-7 and randomization strata. All analyses were run in R version 3.5.1 or SAS version 9.4 [36].

**Results**

**Participants**

The flow of participants through the study is depicted in Figure 1. Lost to follow-up rates differed significantly across treatment cells (P=.02). Table 1 summarizes the baseline demographics and psychiatric characteristics of the participants.
Figure 1. Flow of participants through the trial.
Table 1. Participants’ characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Coached or recommendations (N=74)</th>
<th>Self-guided or recommendations (N=75)</th>
<th>Recommendations or coached (N=76)</th>
<th>No recommendations or self-guided (N=76)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>37.57 (12.22)</td>
<td>36.17 (11.49)</td>
<td>37.09 (12.28)</td>
<td>35.34 (11.46)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>57 (77)</td>
<td>54 (72)</td>
<td>62 (81)</td>
<td>55 (72)</td>
</tr>
<tr>
<td>Male</td>
<td>15 (20)</td>
<td>21 (28)</td>
<td>14 (18)</td>
<td>21 (27)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>57 (77)</td>
<td>63 (84)</td>
<td>57 (75)</td>
<td>60 (78)</td>
</tr>
<tr>
<td>Black</td>
<td>10 (13)</td>
<td>5 (6)</td>
<td>8 (10)</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Asian</td>
<td>3 (4)</td>
<td>0 (0)</td>
<td>5 (6)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (5)</td>
<td>7 (9)</td>
<td>6 (7)</td>
<td>8 (10)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>62 (83)</td>
<td>67 (89)</td>
<td>68 (89)</td>
<td>71 (93)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>10 (13)</td>
<td>8 (10)</td>
<td>7 (9)</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (2)</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Insurance=yes, n (%)</td>
<td>69 (93)</td>
<td>62 (82)</td>
<td>73 (96)</td>
<td>70 (92)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/partnered</td>
<td>36 (48)</td>
<td>36 (48)</td>
<td>36 (47)</td>
<td>43 (56)</td>
</tr>
<tr>
<td>Single</td>
<td>30 (40)</td>
<td>29 (38)</td>
<td>31 (40)</td>
<td>26 (34)</td>
</tr>
<tr>
<td>Separated/divorced/widowed</td>
<td>8 (10)</td>
<td>10 (13)</td>
<td>9 (11)</td>
<td>7 (9)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>4 (5)</td>
<td>4 (5.3)</td>
<td>4 (5)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Some college</td>
<td>16 (21)</td>
<td>18 (24)</td>
<td>11 (14)</td>
<td>15 (19)</td>
</tr>
<tr>
<td>College degree</td>
<td>53 (71)</td>
<td>53 (70)</td>
<td>61 (80)</td>
<td>58 (76)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Household income median, US$ (IQR)(^\text{b})</td>
<td>58,000.00 (39,000.00-100,000.00)</td>
<td>50,000.00 (27,000.00-80,000.00)</td>
<td>60,000.00 (32,000.00-92,000.00)</td>
<td>57,500.00 (37,750.00-100,000.00)</td>
</tr>
<tr>
<td>Antidepressant status=yes, n (%)</td>
<td>35 (47)</td>
<td>31 (41)</td>
<td>37 (48)</td>
<td>37 (48)</td>
</tr>
<tr>
<td>Baseline GAD-7(^\text{c}), mean (SD)</td>
<td>11.86 (4.05)</td>
<td>11.88 (3.85)</td>
<td>12.33 (4.51)</td>
<td>11.84 (3.66)</td>
</tr>
<tr>
<td>Baseline PHQ-9(^\text{d}), mean (SD)</td>
<td>12.78 (4.45)</td>
<td>13.24 (4.55)</td>
<td>13.11 (4.75)</td>
<td>13.70 (4.79)</td>
</tr>
</tbody>
</table>

\(^{a}\)IQR: interquartile range.
\(^{b}\)GAD-7: Generalized Anxiety Disorder-7.
\(^{c}\)PHQ-9: Patient Health Questionnaire-9.

### Engagement Outcomes

#### Time to Last Use

The median time to last use of any app was 56 days (IQR 54-56). Figure 2 shows the Kaplan-Meier estimates for the time to last engagement by the groups. There was no significant difference in coached versus self-guided treatment (log-rank \(P=.94\)), and the difference between recommendation versus no recommendation did not reach significance (log-rank \(P=.06\)). The mean engagement percentages and 95% CIs for the number of last uses at 7 weeks or after for the coached and noncoached treatment were 90.7% (86.1%-95.4%) and 83.4% (77.7%-89.6%), and for recommendations versus no recommendations were 88.6% (83.6%-93.8%) and 85.5% (80.1%-91.3%), respectively.
Figure 2. Survival analysis: time to last app launch by treatment cell. Recs: recommendations.

Table 2. Median (interquartile range) app sessions by week and treatment arm.

<table>
<thead>
<tr>
<th>Week</th>
<th>Coached</th>
<th>Self-guided</th>
<th>Recommendations</th>
<th>No recommendations</th>
<th>All treatments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19 (12-27)</td>
<td>21 (7-46)</td>
<td>19 (9-29)</td>
<td>21.5 (11.75-40)</td>
<td>20 (10-35)</td>
</tr>
<tr>
<td>2</td>
<td>24.5 (14-38.5)</td>
<td>27 (11-43)</td>
<td>24 (13-40)</td>
<td>27 (13.75-43)</td>
<td>25 (13-41)</td>
</tr>
<tr>
<td>3</td>
<td>29 (15-44)</td>
<td>27 (11-42)</td>
<td>27 (12-46)</td>
<td>28 (13.75-40.25)</td>
<td>28 (13-43)</td>
</tr>
<tr>
<td>4</td>
<td>29 (14-44)</td>
<td>27 (14-40.5)</td>
<td>29 (16-51)</td>
<td>24.5 (12.75-38)</td>
<td>29 (14-43)</td>
</tr>
<tr>
<td>5</td>
<td>30 (13.25-50.75)</td>
<td>26 (11-42)</td>
<td>29 (13-49)</td>
<td>27 (11-41.25)</td>
<td>28 (13-45)</td>
</tr>
<tr>
<td>6</td>
<td>32.5 (14.25-49.75)</td>
<td>23 (11-40)</td>
<td>34 (14-54)</td>
<td>22.5 (12.75-39.25)</td>
<td>27 (13-46)</td>
</tr>
<tr>
<td>7</td>
<td>28.5 (12-43.75)</td>
<td>20 (7-38)</td>
<td>33 (12-53)</td>
<td>19 (8.75-35)</td>
<td>23 (9-42)</td>
</tr>
<tr>
<td>8</td>
<td>27 (11-40)</td>
<td>19 (5.5-39)</td>
<td>29 (9-48)</td>
<td>17.5 (7-34)</td>
<td>22 (8-40)</td>
</tr>
<tr>
<td>Total</td>
<td>215 (141-330.75)</td>
<td>218 (113-310)</td>
<td>232 (126-356)</td>
<td>201.5 (125.75-285.5)</td>
<td>216 (126-319)</td>
</tr>
</tbody>
</table>

Number of App Sessions

Table 2 displays the number of app launches by week across treatment arm. The median number of app sessions was 216 (IQR 126-325) across all apps. There was a significant effect for recommendations, with those receiving app recommendations having a median of 232 (IQR 126-356) app sessions versus those who did not receive recommendations, who had a median of 202 (IQR 126-286) app session (P=.04). There was no significant effect for coaching on number of app sessions (coached median 215 [IQR 141-331]; self-guided median 218 [IQR 113-310]; P=.36).

Number of Apps Downloaded

Participants who received coaching downloaded a median of 7 apps (IQR 4-10), a difference that was statistically significant (Wilcoxon P<.001). The effect of receipt of recommendations on number of apps used did not reach significance (Wilcoxon P=.08).

Use Data During 6-Month Follow-Up

After completion of the trial, 253 (84.0%, 253/301) participants continued using the IntelliCare apps. Among those who continued to use the apps, the median time from the end of treatment to last use was 92 days (IQR 14-178), with a median of 83 (IQR 11-286) sessions. Neither length of use nor number of app sessions varied by treatment group ($\chi^2_3=1.4, P=.72$; $\chi^2_3=0.3, P=.97$, respectively).
Depression and Anxiety Outcomes

Table 3 displays the unadjusted outcomes across treatment groups. Participants showed significant reductions in the PHQ-9 and GAD-7 over time across both treatment arms ($F_{3,844}=16.8, P<.001; F_{3,844}=16.8, P<.001$, respectively).

Coached treatment produced significantly larger reductions in the GAD-7 than self-guided treatment ($F_{1,844}=4.97; P=.03$); however, there was no interaction between coaching and time ($F_{3,841}=0.32; P=.81$). The benefits of coaching did not reach significance for PHQ-9 ($F_{1,844}=3.59; P=.06$), and there was no evidence of an interaction with time ($F_{3,841}=0.81; P=.49$).

Table 3. Unadjusted means (standard deviation) for the Patient Health Questionnaire-9 and Generalized Anxiety Disorder-7.

<table>
<thead>
<tr>
<th>Treatment arm</th>
<th>Baseline</th>
<th>Week 4</th>
<th>Week 8</th>
<th>After 3 months</th>
<th>After 6 months</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PHQ-9</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coached</td>
<td>12.95 (4.59)</td>
<td>8.81 (5.30)</td>
<td>7.17 (5.36)</td>
<td>7.03 (5.03)</td>
<td>6.93 (5.58)</td>
</tr>
<tr>
<td>Self-guided</td>
<td>13.47 (4.67)</td>
<td>9.56 (5.01)</td>
<td>8.43 (4.75)</td>
<td>8.45 (5.15)</td>
<td>8.32 (5.32)</td>
</tr>
<tr>
<td>Recommendations</td>
<td>13.01 (4.49)</td>
<td>8.81 (5.3)</td>
<td>7.51 (5.15)</td>
<td>7.41 (4.99)</td>
<td>7.74 (5.77)</td>
</tr>
<tr>
<td>No recommendations</td>
<td>13.40 (4.77)</td>
<td>8.99 (4.95)</td>
<td>8.13 (5.01)</td>
<td>8.12 (5.27)</td>
<td>7.56 (5.19)</td>
</tr>
<tr>
<td><strong>GAD-7</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coached</td>
<td>12.1 (4.28)</td>
<td>7.86 (4.64)</td>
<td>6.76 (4.80)</td>
<td>6.26 (4.77)</td>
<td>6.24 (4.65)</td>
</tr>
<tr>
<td>Self-guided</td>
<td>11.86 (3.75)</td>
<td>8.34 (4.6)</td>
<td>7.45 (4.5)</td>
<td>7.19 (4.59)</td>
<td>6.99 (4.85)</td>
</tr>
<tr>
<td>Recommendations</td>
<td>11.87 (3.94)</td>
<td>8.3 (4.64)</td>
<td>7.06 (4.56)</td>
<td>6.65 (4.67)</td>
<td>6.66 (4.95)</td>
</tr>
<tr>
<td>No recommendations</td>
<td>12.09 (4.1)</td>
<td>7.91 (4.61)</td>
<td>7.17 (4.75)</td>
<td>6.83 (4.73)</td>
<td>6.59 (4.59)</td>
</tr>
</tbody>
</table>

Secondary Analysis Using Multiple Imputation

As there was a small but statistically significant difference in the lost to follow-up rate, we conducted a secondary analysis using the expectation-maximization algorithm to impute 5 distinct datasets, in which 4-week outcomes were imputed for any participant who did not have at least one follow-up assessment. This allowed all participants to be included in our generalized linear mixed models. Parameter estimates and corresponding standard errors from each of the 5 models were combined and included in the SAS MIANALYZE procedure to derive valid inferences for the parameters of interest. Conclusions drawn from those analyses were consistent with those presented in our results above, namely, the interaction of the recommendation system and time for PHQ-9 ($P=.04$), the effect of coaching on GAD-7 ($P=.02$), and the changes in PHQ-9 and GAD-7 over time ($P <.001$).

Relationship Between App Use and Outcomes

End of treatment PHQ-9, controlling for baseline, was significantly related to the number of app sessions ($beta=-.01; P<.001$), time to last use ($beta=-.09; P=.001$), and number of apps downloaded ($beta=-.26; P=.001$). GAD-7 outcome, controlling for baseline, was significantly related to the number of app downloads ($beta=-.16; P=.03$), but the effect did not reach significance for number of app sessions ($beta=-.003; P=.05$) and time to last use ($beta=-.04; P=.08$) did not reach significance. There were no significant interaction effects for treatment arm and PHQ-9 with number of app downloads ($P=0.26$), time to last use ($P=0.70$), or number of downloads ($P=0.69$).

Similarly, there were no significant interaction effects for treatment arm and GAD-7 with number of app downloads ($P=0.49$), time to last use ($P=0.77$), or number of downloads ($P=0.64$).

Discussion

Principal Findings

Participants using the IntelliCare app platform showed substantial reductions in symptoms of depression and anxiety, similar to effects previously observed [18]. Coaching resulted in significantly lower levels of anxiety relative to self-guided treatment; however, the effect of coaching on depression was only marginal ($P=.06$). Although there was a difference between depression and anxiety in whether the criterion for significance was met, both $P$ values were close to the .05 cutoff, and thus, there was no meaningful difference in the effect of coaching on depression versus anxiety. Receiving weekly recommendations resulted in significantly greater reductions in depression than...
not receiving recommendations, but there was no similar effect for anxiety. This difference was large. We speculate that the recommendations are more useful for people with depression, as they address motivational challenges faced by people with depression.

App use was strong, with a median of 216 app sessions per participant (an average of 3.9 sessions per day) and a median last day of use being day 56 of 56 days of treatment, with no substantial change in the rate of use over the 8 weeks. Furthermore, 84.0% (253/301) of the participants continued using the apps for a median of 92 days after the completion of the 8-week treatment. This high level of engagement stands in stark contrast to most digital mental health apps, which tend to show sharp drop-offs in the first weeks [7,37]. This is likely because of 2 factors. First, the novelty of having new apps to use over the course of an 8-week treatment likely increases engagement [38]. Second, most of the apps are brief, requiring less than 30 seconds to use, allowing users to fit them into the context of their lives [18]. This suggests that the strategy of providing a platform of simple apps that patients can integrate into the fabric of their lives elicits stronger engagement than more traditional forms of digital mental health that are based on psychotherapy models and require greater time commitments.

People who received weekly recommendations to try new apps engaged in significantly more app sessions, compared with those not receiving recommendations. There was a similar trend for an effect of weekly recommendations on number of apps downloaded and time to last use, although these did not reach significance. These findings are generally consistent with findings of studies of IntelliCare downloads from the Google Play Store, in which users who had installed the Hub app and received recommendations were more likely to download recommended apps and used them more frequently, compared with those who did not download the Hub app and therefore did not receive recommendations [19,20]. These findings support the idea that providing recommendations for new apps on a regular basis can promote behavioral engagement with an app platform.

Participants in the coached conditions downloaded more apps than did those who were self-guided; however, there were no effects of coaching on any other use metrics. This suggests that coaches can help people stay engaged with the platform by trying new apps. However, we speculate that once an app is on the person’s phone, the user’s determination as to whether it is of sufficient value to continue using it is less modifiable by coaches, at least with the present coaching model.

Although the effect of coaching on anxiety and depression was significant or marginally significant, the effect sizes were smaller than we had expected. This stands in contrast to a number of meta-analyses that have consistently shown coaching to have a strong effect [8,39]. There are a number of potential reasons for our weaker than expected findings for coaching. First, the uncoached participants did have an initial 10-min call with a coach to ensure the app was properly installed and that the person knew how to engage with the platform. This may have provided some motivation and reduced confusion that could have led to nonengagement. It is also possible that the automated reminders to use the apps that are part of each app’s design fulfilled some of the coaches’ function in encouragement. However, such reminders are common features of mobile apps, and thus, we expect these automated reminders alone do not fully account for the weak coaching effects. The weaker than expected effects of coaching may be because of the strong app usage observed in this study. The design of the IntelliCare platform emphasized the usability of apps over the application of a theory-based approach, such as modeling the design of an app on CBT. Apps were designed to be simple and quick to use, thereby fitting into the fabric of users’ lives. Coaches have often been employed to encourage the use of intervention technologies. It may be that the coach’s role of encouraging adherence becomes less important as we improve the usability of the apps. Although coaches will likely continue to be beneficial for some people using the IntelliCare platform, these findings suggest that better design of technologies may limit the need for human support, thereby increasing their scalability.

The relationship between engagement metrics and outcomes was mixed, with number of app use sessions being significantly related to both depression and anxiety outcomes, but time to last use and number of app downloads were only related significantly to depression outcomes and not anxiety. However, consistent with much of the literature, even where relationships were significant, they were not strong [40]. There are a number of potential reasons for this. One is that the engagement metrics were strong with fairly high consistency, and thus, the weaker findings may be an artifact of this low variability. However, it is also likely that the relationship between these behavioral engagement metrics and overall symptom change during the intervention obscures more complex relationships. For example, although engagement may reduce symptoms, higher symptoms may increase engagement in the immediate time frame [35]. Thus, simple associations between overall engagement and symptom reduction over the course of treatment may obscure more complex relationships over shorter time frames. Another problem may be that behavioral engagement metrics do not capture meaningful engagement. Indeed, the field of human-computer interaction has viewed engagement more holistically than psychology, considering not only behavioral metrics but also many other subjective factors related to the user’s cognitive and emotional engagement with the apps and intervention [41,42]. This richer conceptualization of engagement may provide a richer understanding of the user’s experience and thus may be more strongly related to clinical outcomes relative to metrics that rely solely on app usage data.

**Limitations**

This study has a number of limitations that should be considered in the interpretation of these results. First, lost to follow-up rates were slightly albeit significantly greater in the coached arms than in the noncoached. It is notable that most of those in the coaching arms who were lost to follow-up never initiated treatment, suggesting a small number of people may prefer uncoached interventions. Nevertheless, this difference in lost to follow-up rates across the treatment cells likely did not impact the findings, as it was very small (9% in arm with the highest rate and 3% overall), and secondary analyses imputing missing values showed no difference in outcomes. Second, as a research
study, participants had to go through the usual consenting and screening procedures and agree to regular follow-up assessments. This likely resulted in a sample that was more motivated to engage in digital mental health treatment than the average person with depression or anxiety. Thus, the robust level of engagement seen in this sample may not be strong in real-world treatment settings. It is possible that strategies to support engagement (ie, coaching and recommendations) may be more important for less motivated groups. Similarly, we did not conduct diagnostic evaluations and therefore cannot determine how this sample may or may not be similar to populations in health care settings. Finally, this trial did not control for receipt of the IntelliCare apps. Thus, although the reductions in depression and anxiety are substantial, we cannot rule out the possibility that these changes are because of factors other than the treatment, such as the natural course of the symptoms, user expectancies, or research procedures such as repeated assessment.

**Conclusions**

This study explores a new paradigm in digital mental health interventions. IntelliCare moves away from the single app for a mental health problem and recognizes 1 of the basic properties of digital tools—that they are broken down into their smallest, simplest elements possible, thereby allowing people to bundle them as they see fit [43]. The strong engagement in IntelliCare suggests that this principle also applies to digital mental health interventions and tools. Engagement with the platform is enhanced through weekly recommendations to try new apps. There is some support for the use of coaches to enhance anxiety outcomes and recommendations to enhance depression outcomes. This suggests that coaching may not be necessary for all people using modular, platform-based digital mental health treatments such as IntelliCare.
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Abstract

Background: Diabetes poses heavy social and economic burdens worldwide. Diabetes management apps show great potential for diabetes self-management. However, the adoption of diabetes management apps by diabetes patients is poor. The factors influencing patients’ intention to use these apps are unclear. Understanding the patients’ behavioral intention is necessary to support the development and promotion of diabetes app use.

Objective: This study aimed to identify the determinants of patients’ intention to use diabetes management apps based on an integrated theoretical model.

Methods: The hypotheses of our research model were developed based on an extended Unified Theory of Acceptance and Use of Technology (UTAUT). From April 20 to May 20, 2019, adult patients with diabetes across China, who were familiar with diabetes management apps, were surveyed using the Web-based survey tool Sojump. Structural equation modeling was used to analyze the data.

Results: A total of 746 participants who met the inclusion criteria completed the survey. The fitness indices suggested that the collected data fit well with the research model. The model explained 62.6% of the variance in performance expectancy and 57.1% of the variance in behavioral intention. Performance expectancy and social influence had the strongest total effects on behavioral intention (β=0.482, \textit{P}=.001). Performance expectancy (β=0.482, \textit{P}=.001), social influence (β=0.223, \textit{P}=.003), facilitating conditions (β=0.17, \textit{P}=.006), perceived disease threat (β=0.073, \textit{P}=.005), and perceived privacy risk (β=−0.073, \textit{P}=.012) had direct effects on behavioral intention. Additionally, social influence, effort expectancy, and facilitating conditions had indirect effects on behavioral intention that were mediated by performance expectancy. Social influence had the highest indirect effects among the three constructs (β=0.259, \textit{P}=.001).

Conclusions: Performance expectancy and social influence are the most important determinants of the intention to use diabetes management apps. Health care technology companies should improve the usefulness of apps and carry out research to provide clinical evidence for the apps’ effectiveness, which will benefit the promotion of these apps. Facilitating conditions and perceived privacy risk also have an impact on behavioral intention. Therefore, it is necessary to improve facilitating conditions and provide...
solid privacy protection. Our study supports the use of UTAUT in explaining patients’ intention to use diabetes management apps. Context-related determinants should also be taken into consideration.

(J Med Internet Res 2019;21(8):e15023) doi:10.2196/15023
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Introduction

Background

Diabetes poses heavy social and economic burdens worldwide. The estimated number of adult patients with diabetes in 2017 was 451 million worldwide, and this figure is expected to increase to 693 million by 2045 [1]. Nearly 5 million deaths in the adult population were caused by diabetes in 2017 [1]. According to a national survey in 2013, the prevalence of diabetes in China was estimated to be 10.9%, representing more than 100 million adults in China [2]. Optimal glycemic control can prevent diabetes-related complications [3]. However, in China, less than half of the patients treated for diabetes were found to have appropriate glycemic control [2]. Poor blood sugar control can lead to various life-threatening complications such as blindness, renal failure, stroke, and myocardial infarction [4]. The estimated cost of diabetes worldwide in 2015 was as high as US $1.31 trillion [5].

Diabetes self-management education and support are critical for diabetes management [6]. However, doctors in large hospitals in China are overloaded with work, and the time spent with each patient in outpatient departments is very limited and usually less than 3 min [7]. Diabetes patients receive little diabetes education in such a short time. Most patients with suboptimal glycemic control lack diabetes-related knowledge and self-care practices [8]. Moreover, due to the imbalance of medical resources in China, it is inconvenient for patients from remote rural areas to seek medical care in large hospitals [9]. Therefore, patients with diabetes in rural areas have a higher mortality [10].

Diabetes management apps enable patients to record their blood sugar, receive diabetes-related information, and communicate with health care providers and peers anytime and anywhere [11]. These apps show promising potential for diabetes self-management [12]. Several studies have shown that diabetes management apps have benefits such as glycosylated hemoglobin reduction [11,13-15], reduced feelings of loneliness [16], reduced hypoglycemic fears, and improved behavioral scores [17]. However, surveys have shown that the uptake of diabetes management apps among diabetes patients is poor. In a survey in America in 2014, the use of diabetes management apps was approximately 3.6% among Latino patients with diabetes [18]. In Australia, 8% of patients with type 2 diabetes reported using diabetes management apps [19]. Our previous Web-based survey also showed the same pattern, and only 10.8% of patients with type 2 diabetes used diabetes management apps [20]; these results were similar to those of a survey conducted in New Zealand [21].

The actual use of a technology is often determined by the intention of its use [22]. Understanding the factors that influence patients’ use intention will help manufacturers further improve the design of diabetes management apps and promote their use. However, the factors influencing patients’ intention to use diabetes management apps are unclear. Several studies have applied umbrella theoretical models to understand the determinants of use intentions for mobile health (mHealth) services [23-27] or health information technology [28]. However, a theoretical model must be identified and tested for different technologies and in different user groups, to provide a context-related understanding of technology adoption [22]. Diabetes management apps have unique functions, and patients with diabetes have unique characteristics. Therefore, it is necessary to analyze the factors influencing the use intention for diabetes management apps based on an integrated theoretical model. To our knowledge, relevant theoretical models have not been applied to the field of diabetes management apps.

Theoretical Background

Venkatesh et al [22] integrated the following eight theories (Table 1) to form the UTAUT: technology acceptance model (TAM), theory of reasoned action, motivational model, theory of planned behavior (TPB), combined TAM and TPB, model of personal computer use, diffusion of innovations theory, and social cognitive theory. They found that the UTAUT outperformed the eight individual models [22]. The UTAUT is the most frequently used theoretical model in information technology and has been applied to a wide range of areas, such as electronic health (eHealth) services [24,29-30], electronic medical record systems [31,32] and other health-related information technologies [33,34]. According to the UTAUT, performance expectancy, effort expectancy and social influence are the core determinants of behavioral intention, and facilitating conditions and behavioral intentions are direct determinants of use behavior. Performance expectancy and effort expectancy are equivalent to relative advantage and complexity of the diffusion of innovation theory [35,36]. Venkatesh proposed the updated UTAUT2 in a consumer information technology context and found a direct association between facilitating conditions and behavioral intentions. The new model incorporates three new constructs: hedonic motivation, price value, and habit [37]. However, patients do not use diabetes management apps for the intention of enjoyment. Moreover, the Tavares and Oliveira study concerning electronic health record patient portals did not find an association between hedonic motivation and behavioral intention [38]. Diabetes management apps are offered to users for free [39] and represent a relatively new technology in China; thus, we did not incorporate the new constructs of the UTAUT2.
Table 1. Summary of technology acceptance theories.

<table>
<thead>
<tr>
<th>Theory</th>
<th>Application fields</th>
<th>Constructs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology acceptance model (TAM) [23,40]</td>
<td>Originally designed to predict the acceptance and use of information technology, TAM</td>
<td>Perceived Usefulness, Perceived Ease of Use, Subjec-</td>
</tr>
<tr>
<td></td>
<td>has been applied to a wide range of technologies and users</td>
<td>ive Norm</td>
</tr>
<tr>
<td>Theory of reasoned action [41]</td>
<td>Originating from social psychology, this model has been used widely to predict human behaviors</td>
<td>Attitude Toward Behavior, Subjective Norm</td>
</tr>
<tr>
<td>Theory of planned behavior (TPB) [42,43]</td>
<td>Extension of the Theory of Reasoned Action to deal with behaviors over which people have incomplete volitional control</td>
<td>Attitude Toward Behavior, Subjective Norm, Perceived Behavioral Control</td>
</tr>
<tr>
<td>Motivational model [44,45]</td>
<td>Widely used in psychology to explain human behavior</td>
<td>Extrinsic Motivation, Intrinsic Motivation</td>
</tr>
<tr>
<td>Combined TAM and TPB [46]</td>
<td>A hybrid model of the TPB and TAM</td>
<td>Attitude Toward Behavior, Subjective Norm, Perceived Behavioral Control</td>
</tr>
<tr>
<td>Model of personal computer use [47]</td>
<td>This model was adopted to predict personal computer utilization</td>
<td>Job Fit, Complexity, Long-Term Consequence, Affect Toward Use, Social Factor, Facilitating Conditions</td>
</tr>
<tr>
<td>Diffusion of innovations theory [48]</td>
<td>Grounded from sociology, this model has been applied to a wide range of innovations such as information systems</td>
<td>Relative Advantage, Ease of Use, Image, Visibility, Compatibility, Results Demonstrability, Voluntariness of Use</td>
</tr>
<tr>
<td>Social cognitive theory [49]</td>
<td>Widely used in social behaviors, this model was also applied to information technologies</td>
<td>Outcome Expectations - personal, Self-efficacy, Affect, Anxiety</td>
</tr>
</tbody>
</table>

Research Hypotheses

Performance expectancy, which is similar to perceived usefulness in the TAM, is defined as the degree to which use of a specific technology benefits users [37]. Several studies have shown that performance expectancy is a major determinant of the intention to use health information technologies [28,50-52]. Overall, patients tend to use eHealth tools that are beneficial for them [53]. Thus, we propose the following hypothesis:

**H1: Performance expectancy positively influences the behavioral intention of patients to use diabetes management apps.**

Effort expectancy is defined as the degree of the ease of use of a specific technology [37]. If patients find mHealth technology easy to use, they will have a higher intention to use it. This hypothesis has been tested in many studies [29,36-38], especially among the elderly [24,54]. Therefore, we propose the following hypothesis:

**H2: Effort expectancy positively influences the behavioral intention of patients to use diabetes management apps.**

The study by Alaiad [34], concerning home health care robots, found that effort expectancy is a strong determinant of performance expectancy, and the investigation of home telehealth services acceptance behavior by Cimperman al [55] also found such an association. Several other studies also revealed that performance expectancy was predicted by effort expectancy [30,56,57]. If patients find a technology easy to use, they may find it useful. Therefore, we pose the following hypothesis:

**H3: Effort expectancy positively influences performance expectancy.**

Facilitating conditions are defined as the consumers’ awareness of the available resources to support the use of a particular technology [37]. Although the original UTAUT model did not show a direct association between facilitating conditions and behavioral intention (showing an association between facilitating conditions and use) [22], the UTAUT2 and several other studies on the consumer environment demonstrated this relationship [24,33,37,58]. The facilitation available to each mobile app consumer can vary significantly across mobile devices and network access levels. Thus, we pose the following hypothesis:

**H4: Facilitating conditions positively influence the behavioral intention of patients to use diabetes management apps.**

In their study regarding telemedicine for diabetes management, Rho et al [51] showed that facilitating conditions have an indirect effect on behavioral intention, which is mediated by performance expectancy [51]. Other studies also showed that facilitating conditions can affect performance expectancy [59]. Thus, we propose the following hypothesis:

**H5: Facilitating conditions positively influence performance expectancy.**

Social influence is defined as the extent to which people think that others who are important to them or who can influence their behavior think that they should use a specific technology, and it is similar to the subjective norm in the TAM [22]. Studies regarding health information technologies showed that social influence affects behavioral intention [24,36]. In health care circumstances, patients’ intention to adopt a health behavior is often influenced by their doctors, peers with the same disease,
and family members [60]. Thus, we propose the following hypothesis:

**H6: Social influence positively influences the behavioral intention of patients to use diabetes management apps.**

One study on a Web-based interactive self-management technology revealed that social influence affected behavioral intention indirectly through the mediation of perceived usefulness [61]. Since physicians are perceived as an expert authority, patients’ perceived usefulness of a health care tool is often influenced by their physician’s opinion. Thus, we propose the following hypothesis:

**H7: Social influence positively influences performance expectancy.**

Context can be defined as the environment in which a technology is used, and it may affect an individual’s behavioral intention [62]. The UTAUT is not derived from the environment of health information technology consumers [22,37]. According to the Health Belief Model, individuals will not take health-related actions unless they feel susceptible to or experience the severity of a disease [63]. The model has been widely employed to predict health behavioral intentions [36,63,64]. Individuals with a higher perceived health threat have greater motivation to adopt mHealth apps [62]. In this study, perceived disease threat (PDT) refers to a patient’s awareness of his/her hyperglycemia condition and concern for its potential consequences. Thus, we pose the following hypothesis:

**H8: Perceived disease threat positively influences the behavioral intention of patients to use diabetes management apps.**

An investigation by Ahadzadeh et al [64] found that perceived health risk and health consciousness influenced perceived usefulness of the health-related internet [64], and a study by Dou et al [65] on a hypertension management mobile app found that the perceived health threat had significant positive effects on perceived usefulness [65]. Thus, we propose the following hypothesis:

**H9: Perceived disease threat positively influences performance expectancy.**

Although mHealth services may improve the quality of health care and users’ quality of life, they also generate security and privacy issues [66]. The possible risks of mHealth apps include information leakage and theft. Consumers may want to use mHealth services but may not want to disclose their personal information. We define perceived privacy risk as patients’ feeling of a lack of control over their personal information after they have adopted mobile apps, and it is not consistent with a real privacy risk. Studies have shown that privacy risks negatively influence patients’ intention to use mHealth services [23,67]. Thus, we propose the following hypothesis:

**H10: Perceived privacy risks negatively influence the behavioral intention of patients to use diabetes management apps.**

The 10 research hypotheses are summarized in the research model (Figure 1).

**Methods**

**Survey Instrument Design**

All survey items were adopted from previous studies related to health information technology. The questionnaire items (Table 2) were translated from English to Chinese by an expert proficient in both English and Chinese; and they were discussed among an expert group selected based on their expertise and our previous explorative studies [20,68]. Items were slightly changed to adapt them to the diabetes management apps. Some items were removed or replaced to ensure face validity, content validity, and construct validity [32]. Back translation was performed from Chinese to English by another qualified translator. The items were measured with a 7-point Likert scale ranging from “strongly disagree” (1) to “strongly agree” (7).
<table>
<thead>
<tr>
<th>Construct</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PE</strong>[^29,55]</td>
<td>Diabetes management apps help me to monitor my blood sugar.</td>
</tr>
<tr>
<td>PE1</td>
<td>Diabetes management apps educate me in how to deal with my diabetes.</td>
</tr>
<tr>
<td>PE2</td>
<td>Overall, diabetes management apps are useful in managing my blood sugar.</td>
</tr>
<tr>
<td><strong>EE</strong>[^24,34,36]</td>
<td>My interaction with diabetes management apps is clear and understandable.</td>
</tr>
<tr>
<td>EE1</td>
<td>Learning how to use diabetes management apps is easy for me.</td>
</tr>
<tr>
<td>EE2</td>
<td>I find diabetes management apps easy to use.</td>
</tr>
<tr>
<td><strong>SI</strong>[^24,29,36,55]</td>
<td>People whose opinions that I value (eg, my doctors) think I should use diabetes management apps.</td>
</tr>
<tr>
<td>SI1</td>
<td>People who influence my behavior (eg, peers with diabetes) think I should use diabetes management apps.</td>
</tr>
<tr>
<td>SI2</td>
<td>People who are important to me (eg, family members) think I should use diabetes management apps.</td>
</tr>
<tr>
<td><strong>FC</strong>[^24,29,34,36]</td>
<td>I have the resources (eg, network) necessary to use diabetes management apps.</td>
</tr>
<tr>
<td>FC1</td>
<td>I have the knowledge necessary to use diabetes management apps.</td>
</tr>
<tr>
<td>FC2</td>
<td>I can get help from others when I have difficulties using diabetes management apps (dropped).</td>
</tr>
<tr>
<td><strong>PDT</strong>[^65]</td>
<td>I am aware that my blood sugar control is not optimal.</td>
</tr>
<tr>
<td>PDT1</td>
<td>I am very concerned about my blood sugar.</td>
</tr>
<tr>
<td>PDT2</td>
<td>I am very concerned about diabetes-associated complications.</td>
</tr>
<tr>
<td><strong>PPR</strong>[^23]</td>
<td>I think my personal privacy information will be used for other purposes if I use diabetes management apps.</td>
</tr>
<tr>
<td>PPR1</td>
<td>Because of security issues, I face the risk of personal information leakage if I use diabetes management apps.</td>
</tr>
<tr>
<td>PPR2</td>
<td>I think that when I use diabetes management apps, my personal information will be abused by cyber criminals.</td>
</tr>
<tr>
<td><strong>BI</strong>[^24,29,36]</td>
<td>I intend to use or continue to use diabetes management apps.</td>
</tr>
<tr>
<td>BI1</td>
<td>I plan to use diabetes management apps frequently.</td>
</tr>
<tr>
<td>BI2</td>
<td>Overall, I have a high intention to use diabetes management apps.</td>
</tr>
</tbody>
</table>

[^a]: PE: performance expectancy.  
[^b]: EE: effort expectancy.  
[^c]: SI: social influence.  
[^d]: FC: facilitating condition.  
[^e]: PDT: perceived disease threat.  
[^f]: PPR: perceived privacy risk.  
[^g]: BI: behavioral intention.

We performed a pilot survey to validate the questionnaire in 10 patients with diabetes who were familiar with diabetes management apps. Context-specific adjustments were made according to the feedback from the pilot survey. On the pilot survey, patients responded that mobile apps were offered to them for free; thus, they had no opinion about the price value. Accordingly, we dropped the perceived value construct. Data on demographic characteristics such as age, sex, type of diabetes, and education level were also collected.

**Data Collection**

The target population was adult patients with diabetes who were familiar with diabetes management apps. Patients under the age of 18 years and those who were unfamiliar with diabetes management apps were excluded from the survey. Data were collected using the Web-based survey tool Sojump (Changsharan Xing InfoTech Ltd, China). From April 20 to May 20, 2019, we sent the survey link to diabetologists at hospitals.
collaborating in a latent autoimmune diabetes of adults study in 25 major cities in China [69]. The diabetologists shared the survey link through their WeChat contacts network. In addition to facilitating this snowball sampling, we published a survey link on three public diabetes-related WeChat accounts that had nearly 60,000 subscribed followers, and we asked patients with diabetes to complete the questionnaires. Before the survey, we introduced the purpose of the survey and explained the definition of diabetes management apps. After consent was obtained, the survey continued. The questionnaires were completed by the patients themselves. Each WeChat account and mobile IP address could complete the questionnaire only once. A set of electronic diabetes education materials was offered to participants as compensation after completing the questionnaire. The study was approved by the ethics committee of the Second Xiangya Hospital, Central South University.

**Data Analysis**

The demographic characteristics of patients were analyzed by descriptive statistics. Patients’ acceptance (behavioral intention) of diabetes management apps was measured using three items (Table 2), with higher scores indicating elevated acceptance. An independent *t*-test was used to evaluate the differences among acceptance scores between patients with type 1 diabetes and those with type 2 diabetes. Before evaluating the structural model, we assessed the measurement model to evaluate construct reliability, convergent validity, discriminant validity, and data fit indexes. Reliability was measured using the composite reliability and Cronbach alpha. The composite reliability and Cronbach alpha of all constructs should be greater than 0.70 [23,24]. We measured the convergent validity based on the average variance extracted (AVE) of the constructs, and the threshold was higher than 0.50 [24,65]. Discriminant validity is acceptable if the correlation coefficients between any two constructs are smaller than the square root of the corresponding AVE [62]. The model fit was generally considered acceptable when the root mean square error of approximation values was below 0.05; the ratio of $\chi^2$ and df was below 3; and the goodness of fit index, the adjusted goodness of fit index, the comparative fit index, the normed fit index, and the incremental fit index were above 0.90 [23,70]. The data were analyzed using SPSS [computer program] (Version 23.0. Armonk, NY: IBM Corp; 2015), and structural equation modeling analysis was performed using AMOS [computer program] (Version 23.0. Armonk, NY: IBM Corp; 2015) via a maximum likelihood estimation [32,62,71]. We performed a bootstrap analysis with 5000 bootstrap bias-corrected samples to calculate the total, direct, and indirect effects of the variables [70,72]. Values of $P<.05$ (two-tailed) were considered to indicate statistical significance.

**Results**

**Sample Characteristics**

Figure 2 shows the sampling procedure and results. A total of 746 participants who met the inclusion criteria completed the survey. The qualified respondent characteristics are shown in Table 3. On average, the patients’ acceptance (behavioral intention) of diabetes management apps (min 1, max 7) was high, with a mean score of 5.65 (SD 0.99), and differences were not observed between patients with type 1 diabetes and those with type 2 diabetes (mean 5.59, SD 1.02 vs mean 5.67, SD 0.97; *P*=.097).

![Diagram](image_url)
Table 3. Demographic characteristics of the qualified respondents (N=746).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>373 (50.0)</td>
</tr>
<tr>
<td>Male</td>
<td>373 (50.0)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-39</td>
<td>298 (39.9)</td>
</tr>
<tr>
<td>40-59</td>
<td>349 (46.8)</td>
</tr>
<tr>
<td>≥60</td>
<td>99 (13.3)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Primary school or lower</td>
<td>16 (2.1)</td>
</tr>
<tr>
<td>Middle school</td>
<td>91 (12.2)</td>
</tr>
<tr>
<td>High school</td>
<td>219 (29.4)</td>
</tr>
<tr>
<td>University or higher</td>
<td>420 (56.3)</td>
</tr>
<tr>
<td><strong>Residence</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>170 (22.8)</td>
</tr>
<tr>
<td>Urban</td>
<td>576 (77.2)</td>
</tr>
<tr>
<td><strong>Diabetes type</strong></td>
<td></td>
</tr>
<tr>
<td>Type 1</td>
<td>230 (30.8)</td>
</tr>
<tr>
<td>Type 2</td>
<td>455 (61.0)</td>
</tr>
<tr>
<td>Others</td>
<td>33 (4.4)</td>
</tr>
<tr>
<td>Not clearly classified</td>
<td>28 (3.8)</td>
</tr>
<tr>
<td><strong>Disease duration (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>156 (20.9)</td>
</tr>
<tr>
<td>1-4</td>
<td>228 (30.6)</td>
</tr>
<tr>
<td>5-10</td>
<td>153 (20.5)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>209 (28)</td>
</tr>
</tbody>
</table>

Measurement Model Testing

One indicator (FC3) with a factor loading below 0.50 was removed [62,73]. The results of the measurement model are shown in Table 4. The composite reliability, Cronbach alpha, and AVE of each construct are greater than the recommended values, indicating good reliability and convergent validity. As shown in Table 5, the correlation coefficients between any two constructs are smaller than the square root of the corresponding AVE, indicating acceptable discriminant validity. Table 6 shows the fit indexes of the research model, which indicate that the data collected fit well with the research model.
Table 4. Results of the measurement model.

<table>
<thead>
<tr>
<th>Constructs and items</th>
<th>Factor loadings</th>
<th>Mean score (SD)</th>
<th>AVE&lt;sup&gt;a&lt;/sup&gt;</th>
<th>CR&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Cronbach alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PE</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE1</td>
<td>0.838</td>
<td>5.83 (1.05)</td>
<td>0.579</td>
<td>0.804</td>
<td>0.794</td>
</tr>
<tr>
<td>PE2</td>
<td>0.74</td>
<td>5.81 (0.87)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE3</td>
<td>0.697</td>
<td>5.83 (0.93)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>EE</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>0.768</td>
<td>0.908</td>
<td>0.892</td>
</tr>
<tr>
<td>EE1</td>
<td>0.835</td>
<td>5.79 (0.99)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EE2</td>
<td>0.898</td>
<td>5.72 (0.99)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EE3</td>
<td>0.894</td>
<td>5.59 (1.01)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SI</strong>&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>0.632</td>
<td>0.836</td>
<td>0.866</td>
</tr>
<tr>
<td>SI1</td>
<td>0.895</td>
<td>5.21 (1.13)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI2</td>
<td>0.797</td>
<td>5.3 (1.13)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI3</td>
<td>0.678</td>
<td>5.49 (1.10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FC</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>0.668</td>
<td>0.799</td>
<td>0.79</td>
</tr>
<tr>
<td>FC1</td>
<td>0.892</td>
<td>5.99 (0.87)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC2</td>
<td>0.735</td>
<td>5.94 (0.88)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PDT</strong>&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>0.557</td>
<td>0.779</td>
<td>0.743</td>
</tr>
<tr>
<td>PDT1</td>
<td>0.531</td>
<td>4.23 (1.68)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PDT2</td>
<td>0.986</td>
<td>5.12 (1.49)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PDT3</td>
<td>0.646</td>
<td>5.45 (1.43)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PPR</strong>&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>0.804</td>
<td>0.925</td>
<td>0.924</td>
</tr>
<tr>
<td>PPR1</td>
<td>0.865</td>
<td>4.53 (1.38)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPR2</td>
<td>0.948</td>
<td>4.54 (1.41)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPR3</td>
<td>0.874</td>
<td>3.57 (1.35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BI</strong>&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>0.846</td>
<td>0.943</td>
<td>0.943</td>
</tr>
<tr>
<td>BI1</td>
<td>0.904</td>
<td>5.63 (1.03)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI2</td>
<td>0.951</td>
<td>5.61 (1.07)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI3</td>
<td>0.904</td>
<td>5.72 (1.05)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>AVE: average variance extracted.
<sup>b</sup>CR: composite reliability.
<sup>c</sup>PE: performance expectancy.
<sup>d</sup>EE: effort expectancy.
<sup>e</sup>SI: social influence.
<sup>f</sup>FC: facilitating conditions.
<sup>g</sup>PDT: perceived disease threat.
<sup>h</sup>PPR: perceived privacy risk.
<sup>i</sup>BI: behavioral intention.
Table 5. Square root of average variance extracted of latent variables and correlation coefficient matrix. Italicized values represent square root of the average variance extracted; the values below them indicate the correlation coefficients.

<table>
<thead>
<tr>
<th>Variable</th>
<th>EE</th>
<th>SI</th>
<th>FC</th>
<th>PDT</th>
<th>PPR</th>
<th>PE</th>
<th>BI</th>
</tr>
</thead>
<tbody>
<tr>
<td>EE</td>
<td>0.876</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>0.492</td>
<td>0.795</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC</td>
<td>0.581</td>
<td>0.311</td>
<td>0.817</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PDT</td>
<td>−0.018</td>
<td>0.01</td>
<td>0.075</td>
<td>0.746</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPR</td>
<td>−0.157</td>
<td>−0.238</td>
<td>−0.065</td>
<td>0.111</td>
<td>0.897</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE</td>
<td>0.567</td>
<td>0.578</td>
<td>0.43</td>
<td>0.043</td>
<td>−0.211</td>
<td>0.761</td>
<td></td>
</tr>
<tr>
<td>BI</td>
<td>0.504</td>
<td>0.527</td>
<td>0.451</td>
<td>0.086</td>
<td>−0.221</td>
<td>0.646</td>
<td>0.92</td>
</tr>
</tbody>
</table>

a: EE: effort expectancy.
b: SI: social influence.
c: FC: facilitating conditions.
d: PDT: perceived disease threat.
e: PPR: perceived privacy risk.
f: PE: performance expectancy.
g: BI: behavioral intention.

Table 6. Fit indexes of the research model.

<table>
<thead>
<tr>
<th>Fit</th>
<th>χ²/df</th>
<th>GFI</th>
<th>AGFI</th>
<th>NFI</th>
<th>CFI</th>
<th>RMSEA</th>
<th>IFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research model</td>
<td>2.63</td>
<td>0.949</td>
<td>0.929</td>
<td>0.96</td>
<td>0.975</td>
<td>0.047</td>
<td>0.975</td>
</tr>
<tr>
<td>Recommended value</td>
<td>&lt;3</td>
<td>&gt;0.9</td>
<td>&gt;0.9</td>
<td>&gt;0.9</td>
<td>&gt;0.9</td>
<td>&lt;0.05</td>
<td>&gt;0.9</td>
</tr>
</tbody>
</table>

a: GFI: goodness of fit index.
b: AGFI: adjusted goodness of fit index.
c: NFI: normed fit index.
d: CFI: comparative fit index.
e: RMSEA: root mean square error of approximation.
f: IFI: incremental fit index.

Structural Model Testing

Figure 3 shows that 2 (H2 and H9) of the 10 research hypotheses were rejected. The nonstandardized regression weights for all other links were significant at *P*<.05. Table 7 shows the total, direct, and indirect effects (standardized regression weights) between the model variables.

Social influence, effort expectancy, and facilitating conditions explained 62.6% of the variance in performance expectancy. The effect of social influence on performance expectancy was strongest among the three variables (β=0.538, *P*=.001). Effort expectancy and facilitating conditions had moderate effects on performance expectancy (β=0.248, *P*=.003 and β=0.146, *P*=.016, respectively).

Performance expectancy had the strongest direct effect on behavioral intention (β=0.482, *P*=.001). Social influence and facilitating conditions had moderate direct effects on behavioral intention (β=0.223, *P*=.003 and β=0.17, *P*=.006, respectively).

Perceived disease threat had a slight positive direct effect on behavioral intention (β=0.073, *P*=.005). Perceived privacy risk had a slight negative direct effect on behavioral intention (β=−0.073, *P*=.012). Additionally, social influence, effort expectancy, and facilitating conditions had indirect effects on behavioral intention, and these effects were mediated by performance expectancy. Social influence had the highest indirect effects among the three constructs (β=0.259, *P*=.001).

Overall, performance expectancy, social influence, disease threat, perceived privacy risk, and facilitating conditions explained 57.1% of the variance in behavioral intention. Performance expectancy and social influence had the strongest total effects on behavioral intention (β=0.482, *P*=.001). Facilitating conditions had a moderate total effect on behavioral intention (β=0.240, *P*=.001). Perceived disease threat had a slight total effect on behavioral intention (β=0.082, *P*=.002). Perceived privacy risk had a slight negative total effect on behavioral intention (β=−0.073, *P*=.012).
Table 7. Standardized regression weights between the model variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>PE$^a$ ($R^2$=62.6%)</th>
<th>BI$^b$ ($R^2$=57.1%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>$P$ value</td>
</tr>
<tr>
<td><strong>EE$^c$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>0.248</td>
<td>.003</td>
</tr>
<tr>
<td>Indirect</td>
<td>—$^e$</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>0.248</td>
<td>.003</td>
</tr>
<tr>
<td><strong>SI$^f$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>0.538</td>
<td>.001</td>
</tr>
<tr>
<td>Indirect</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>0.538</td>
<td>.001</td>
</tr>
<tr>
<td><strong>FC$^g$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>0.146</td>
<td>.02</td>
</tr>
<tr>
<td>Indirect</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>0.146</td>
<td>.02</td>
</tr>
<tr>
<td><strong>PDT$^h$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>-0.032</td>
<td>.49$^d$</td>
</tr>
<tr>
<td>Indirect</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>-0.032</td>
<td>.49$^d$</td>
</tr>
<tr>
<td><strong>PPR$^i$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Indirect</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>PE$^j$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Indirect</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$PE: performance expectancy.
$^b$BI: behavioral intention.
$^c$EE: effort expectancy.
$^d$Not significant.
$^e$Not available.
$^f$SI: social influence.
$^g$FC: facilitating conditions.
$^h$PDT: perceived disease threat.
$^i$PPR: perceived privacy risk.
$^j$PE: performance expectancy.

Discussion

Principal Findings

Our study found that performance expectancy and social influence were the most important determinants of patients’ intention to use diabetes management apps. Several studies on mHealth services also revealed that performance expectancy was the major determinant of behavioral intention [24,65,74]. If patients with diabetes believe they can benefit from diabetes management apps, their willingness to use them will be stronger. Our previous study found that some patients were reluctant to continue using diabetes management apps because they thought the apps were useless, and the experts surveyed believed that one reason for the inefficacy of apps was their lack of comprehensiveness or functionality [20]. Physical activity,
nutrition, blood glucose testing, medication, health feedback, and education are all important for diabetes management; however, few apps integrate all six diabetes management tasks [75]. Information quality is a determinant of people’s intention to seek and use health information from internet sources [76]. However, few apps provide information cited from accredited sources [77]. Blood sugar monitoring is the most frequently used feature of diabetes management apps [21]. However, patients think that merely recording their blood sugar is of little use to them [68]. Therefore, the benefits of diabetes management apps to patients are limited to a certain extent, and low performance expectancy affects patients’ willingness to use apps.

Although the direct effect of social influence on intention to use diabetes management apps was moderate, it had a significant indirect effect on behavioral intention, and this effect was mediated by performance expectancy. The effect of social influence on behavioral intention is consistent with the findings of another study on multiple sclerosis management mobile apps [74]. A survey by Hennemann et al [33] also found a prominent effect of social influence on the acceptance of Web-based aftercare. Patients’ uptake of health-related actions is susceptible to the influence of doctors, family members, and peers with the same disease. Our previous survey found that nearly half of the patients used apps because they were recommended to use them by other patients or doctors [20]. Because of the lack of clinical evidence on apps’ effectiveness, doctors do not know which apps are suitable to recommend to their patients [20]. Therefore, high-quality randomized controlled trials are needed to provide evidence-based information for doctors to recommend diabetes management apps, which will benefit the promotion of apps.

Facilitating conditions had a moderate direct effect on behavioral intention to use apps for diabetes management, and it also had a slight indirect impact on behavioral intention; this impact was mediated by performance expectancy. This result was consistent with the study of Rho et al [51] on the acceptance behavior of telemedicine for diabetes management. Despite the rapid development of smartphones in China, the use of smartphones and networks is still limited in some remote rural areas. China is vigorously advocating internet health care [78], which requires improvements to basic network facilities. App manufacturers should also provide continuous assistance services and use guidelines to support patients’ use of diabetes management apps.

Perceived disease threat had slight positive effects on patients’ intention to use diabetes management apps. The study by [65] Dou et al revealed that perceived health threat predicted patients’ intentions to use a hypertension management mobile app [65]. Several other studies concerning health information technology demonstrated the effect of disease threat on behavioral intention [29,64,71]. The awareness rate of diabetes mellitus in Chinese diabetic patients is low [2]. We should improve diabetes awareness among diabetic patients and help them correctly understand the disease. Improving patient awareness of the disease will promote patients’ intention to use diabetes management apps to manage their disease.

The negative impact of privacy risk on health information technology acceptance intention is inconsistent across studies. Our study found that perceived privacy risk had a slight negative effect on patients’ intention to use diabetes management apps. This finding is consistent with the study on mHealth services acceptance behavior [67]. A survey in America found a moderate negative effect of privacy risk on patients’ intention to use home health care robots [34]. However, a study in Bangladesh found that privacy had no effect on the adoption intention of eHealth [57]. This finding might be attributed to the different awareness levels of privacy protection in different regions. With the development of health information technology, patients are increasingly aware of privacy protection. Although our research found that perceived privacy risk has only a weak effect on the intention to use diabetes management apps, solid privacy protection measures are necessary [11].

Our study found that effort expectancy did not affect the intention to use apps for diabetes management. One study on hypertensive patients’ intention to use a hypertension management mobile app in China also did not find such an association [65]. Some studies regarding health information technology found no association between effort expectancy and behavioral intention [36,58]. However, several other studies found that effort expectancy had positive effects on behavioral intention [23,29,38], especially among the elderly [54,55]. This difference might be related to the ease of use of different technologies. However, our sample was relatively young and well educated, and some patients had been using apps for a long time, which may have biased the results.

Limitations

First, our study used a Web-based survey. Moreover, some selection bias was unavoidable. Our surveyed patients were relatively young and highly educated; thus, a higher awareness of diabetes management apps was observed among these patients. Previous studies have demonstrated that the use of mHealth apps among younger patients and those with higher education is relatively high [20,79,80]. This bias might have influenced our results to a certain degree. For example, effort expectancy might be a determinant of the use intention among the elderly. Therefore, further offline population-based surveys are necessary, especially among the elderly. Second, our survey did not study the effect of behavioral intention on actual use. Although intention to use is a determinant of use behavior, there is usually a gap between actual use and behavioral intention [81]. However, when people have the intention to use diabetes management apps, they do not necessarily start using the apps right away. Rather, the use behavior may lag behind the intention to use it. Therefore, cross-sectional surveys may not be able to observe the impact of behavioral intention on use behavior, and further longitudinal surveys are needed to observe this impact and other factors that may affect use behavior, such as facilitating conditions. Third, our model explained only 57.1% of the variance in behavioral intention, which indicates that some other factors affecting behavioral intention may have been overlooked. Future studies could include other constructs such as compatibility of the diffusion of innovation theory [82]. Fourth, our model is for diabetes management apps, and it should be applied to other chronic disease management apps.
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with caution. Finally, although diabetes management apps on the market are all offered for free to patients in China at present, some apps offer in-app purchases, such as diabetes education materials and telemedicine services. Therefore, the impact of perceived value on use intention needs to be further investigated.

Conclusions

Performance expectancy and social influence are the most important determinants of patients’ intention to use diabetes management apps. Therefore, manufacturers must improve the usefulness of diabetes management apps and carry out research to provide clinical evidence for the effectiveness of these apps, which will benefit the promotion of apps. Facilitating conditions and perceived privacy risk also have an impact on behavioral intention. Therefore, it is necessary to improve facilitating conditions and provide solid privacy protection. Our study supports the use of the UTAUT in explaining patients’ intention to use diabetes management apps. In addition, context-related determinants should be considered to understand patients’ behavior intentions.
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Abstract

Background: Physical activity mobile apps present a unique medium to disseminate scalable interventions to increase levels of physical activity. However, the effectiveness of mobile apps has previously been limited by low levels of engagement. Existing Web-based social networking platforms (eg, Facebook and Twitter) afford high levels of popularity, reach, and sustain engagement and, thus, may present an innovative strategy to enhance the engagement, and ultimately the effectiveness of mobile apps.

Objective: This study aimed to comparatively examine the effectiveness of, and engagement with, interventions that incorporate physical activity mobile apps in conjunction with and without existing Web-based social networking platforms (eg, Facebook and Twitter).

Methods: A systematic review was conducted by following the Preferred Reporting Items for Systematic Reviews and Meta-Analysis Guidelines. A systematic search of the following databases was conducted: Medline, PsycINFO, Web of Science, Scopus, CINAHL, ProQuest, SPORTDiscus, EMBASE, and Cochrane. According to the comparative objective of this review, 2 independent literature searches were conducted. The first incorporated terms related to apps and physical activity; the second also incorporated terms related to Web-based social networking. The results of the two searches were synthesized and compared narratively.

Results: A total of 15 studies were identified, 10 incorporated a physical activity app alone and 5 incorporated an app in conjunction with an existing Web-based social networking platform. Overall, 10 of the 15 interventions were effective in improving one or more physical activity behaviors. Specifically, improvements in physical activity behaviors were reported in 7 of the 10 interventions incorporating physical activity apps alone and in 3 of the 5 interventions incorporating physical activity apps in conjunction with existing Web-based social networking platforms. Interventions incorporating physical activity apps alone demonstrated a decline in app engagement. In contrast, the physical activity apps in conjunction with existing Web-based social networking platforms showed increased and sustained intervention engagement.

Conclusions: The interventions incorporating physical activity apps in conjunction with and without existing Web-based social networking platforms demonstrated effectiveness in improving physical activity behaviors. Notably, however, the interventions that incorporated existing Web-based social networking platforms achieved higher levels of engagement than those that did not. This review provides preliminary evidence that existing Web-based social networking platforms may be fundamental to increase engagement with physical activity interventions.

(J Med Internet Res 2019;21(8):e12687) doi:10.2196/12687
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Introduction

Physical inactivity is a global pandemic. Globally, 1.4 billion adults (28%) are not meeting the physical activity guidelines (150 min of physical activity per week), a figure that is steadily increasing [1]. This is of public health concern given the consistently documented benefits of physical activity, including a reduced risk of cardiovascular disease, hypertension, osteoporosis, diabetes mellitus, obesity, mental illness, and premature mortality [2-4]. Thus, it is important to develop innovative, scalable interventions to increase levels of physical activity.

Advancements in mobile technology, specifically the development of mobile apps, present a unique medium to deliver interventions targeted at improving health behaviors. Mobile apps are software programs developed for mobile phones and tablets that hold potential to influence health behaviors owing to their widespread reach, accessibility, and convenience [5]. Recently, there has been a proliferation of mobile health apps, with estimates of over 318,000 available for download, double the number available 2 years ago [6]. Among mobile health apps, physical activity apps account for the largest proportion (30%) and are expected to increase 87% faster than any other category of health app [7]. Despite the ever-increasing ubiquity of physical activity mobile apps, previous reviews have only demonstrated modest evidence from such apps in terms of the magnitude of their effectiveness to positively influence physical activity behavior [8-11]. This indicates that there is potential to improve the effectiveness of physical activity mobile apps.

The effectiveness of mobile apps is influenced by levels of engagement with the app [8]. Specifically, a dose-response has been identified, such that increasing levels of engagement, and thus greater exposure to intervention content, is associated with improved behavioral outcomes [12]. Unfortunately, commercial research has identified a lack of commitment to sustained engagement with health and physical activity apps, reporting that few individuals (10%) engage with downloaded apps for more than 7 days [13,14]. An initial review of interventions incorporating physical activity apps also revealed rapid declines in app engagement over intervention periods of 3 and 9 months [15]. A more recent review further documented that interventions incorporating apps were effective only in the short term (<3 months), and this was purportedly linked to declining levels of engagement over time [11]. This is concerning given that long-term engagement in physical activity behaviors is important to attain any associated health benefits [16]. It is clear that strategies are needed to enhance engagement with mobile apps targeted at increasing physical activity. This, however, requires a greater understanding of the specific features of mobile apps that may augment engagement, and ultimately enhance their effectiveness.

An important consideration in the endeavor to improve the effectiveness of physical activity mobile apps is the appropriate utilization of behavior change theory. This is fundamental as the existing empirical literature has consistently identified that effective physical activity interventions are informed by theory [17,18]. However, previous research within the realm of physical activity interventions incorporating mobile apps has documented that the utilization of behavior change theory is largely lacking [19-22]. In addition, among the physical activity apps that are informed by theory, a diverse range of theories have been utilized including the Health Belief Model; Transtheoretical Model; Self-determination Theory; and Social Cognitive Theory [19-22]. This has limited the formation of conclusions regarding the most appropriate theoretical foundation(s) to inform the development of apps [23].

Behavior change theories are important in isolating specific features to incorporate into an intervention that will effectively facilitate behavior change. Given this, it is not surprising that an emerging body of research examining the content of physical activity mobile apps has identified that apps are lacking in the inclusion of features underpinned by behavior change theory [19-22]. Nevertheless, the limited theory-driven research to date has identified one particular feature, namely social support, that has been consistently incorporated into physical activity mobile apps and is underpinned by a myriad of behavior change theories [19-22]. Social support is commonly integrated into apps via Web-based social networking, which allows individuals to construct a personal profile and connect with other users [21]. Web-based social networks incorporated into physical activity mobile apps have a range of functionalities, including features that allow users to share physical activity data, receive likes and comments on their behavior (facilitating social interactions), and thus foster the provision of social support [21].

Typically, social support has been documented as a fundamental component of health interventions delivered face to face and has been associated with increased intervention engagement [12,24] and sustained behavior change [25]. Although face-to-face interventions may effectively facilitate high levels of support through interpersonal interactions, several limitations including time, cost, and resource intensiveness may hinder the viability of such interventions. Web-based social networks overcome many of the barriers of face-to-face interventions and afford several advantages including greater accessibility of immediate and continuous support, anonymity, and wide reach. Additionally, Web-based social networks incorporated into Web-based interventions targeting weight-related outcomes (eg, body weight and body mass index [BMI]) have demonstrated that the support provided is comparable with that attained in face-to-face interventions [26]. Thus, it has been suggested that the support provided by Web-based social networks may emulate the interpersonal support achieved through face-to-face interventions [27]. Evidently, Web-based social networking may be valuable in facilitating the provision of social support and fundamental in enhancing intervention engagement and thus effectiveness.

Previous research has ascertained 2 types of Web-based social networks incorporated into health interventions: (1) health-focused social networks (ie, networks developed by a researcher or integrated into health apps allowing users to connect with other users), and (2) existing social networking platforms (eg, Facebook and Twitter) [28,29]. In total, 2 systematic reviews have examined interventions (predominately Web-based) targeting health behaviors, including obesity, physical activity, sexual health, and smoking cessation, that
either incorporated or were exclusively delivered via Web-based social networks (health-focused and existing) [28,29]. These reviews demonstrated positive effects of Web-based social networking in modifying health behaviors [28,29]. However, neither review [28,29] was able to identify the differing effectiveness of health-focused and existing Web-based social networks on influencing health outcomes and levels of engagement, as the 2 types of social networks were not evaluated independently. Notably, in both reviews, it was proposed that the inherent nature of existing Web-based social networking platforms may be harnessed to address issues of engagement and reach, ultimately enhancing the effectiveness of health interventions [28,29].

A recent meta-analysis [30] of interventions (eg, Web-based, face-to-face, and text messaging) targeting weight-related behaviors (eg, physical activity) and body weight status (eg, BMI) that either incorporated or were exclusively delivered via existing Web-based social networking platforms reported that these interventions produced significant reductions in body weight, BMI, and waist circumference, and significantly increased the average number of daily steps. This demonstrates that interventions incorporating, or exclusively delivered via existing Web-based social networking platforms, have the capacity to effectively modify a range of health-related outcomes. This may be attributed to the unique nature of existing Web-based social networking platforms, including their enormous popularity and widespread reach, with over 2.46 billion users worldwide, a figure that is continuing to rise [31]. Additionally, existing Web-based social networking platforms achieve high levels of sustained engagement, with estimates that 76% of Facebook users log in daily, 51% engage multiple times per day, and 70% continue to use the platform after 24 months [31]. Therefore, interventions that incorporate existing Web-based social networking platforms may achieve heightened effectiveness in their capacity to reach large audiences and sustain high levels of engagement.

Previously, no review has exclusively examined the effectiveness of interventions that incorporate physical activity mobile apps in conjunction with existing Web-based social networking platforms. The high prevalence of physical activity mobile apps, coupled with the promising capabilities of existing Web-based social networking platforms to augment app effectiveness, highlights an important avenue that warrants examination. Thus, this review examined the influence of existing Web-based social networking platforms on the effectiveness of, and engagement with, mobile apps that target physical activity. To isolate the influence of existing Web-based social networking platforms, this review provides a comparison between interventions that incorporate physical activity mobile apps in conjunction with and without existing Web-based social networking platforms.

**Methods**

**Overview**

The systematic review was conducted according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) Guidelines [32] (see Figures 1 and 2) and was registered with the International Prospective Register of Systematic Review (registration number CRD42018106456). An academic health librarian assisted with the development of the search strategy. The search strategy incorporated key terms and thesaurus terms related to mobile apps (eg, application, app, mobile phone, and iPhone), physical activity (eg, exercise, fitness, sports, inactive, and sedentary behavior) and Web-based social networks (eg, social network, social medium, Facebook, Twitter, and Instagram; see Multimedia Appendices 1 and 2 for complete search strategy). However, according to the comparative aims of this review, 2 independent searches were conducted, which differed such that one incorporated the terms related to apps and physical activity (app-alone search) and the other also incorporated the terms related to Web-based social networking (app Web-based social networking search). Both searches were conducted on the July 3, 2018, using the following 9 databases: Medline, PsycINFO, Web of Science, Scopus, CINAHL, ProQuest, SPORTDiscus, EMBASE, and Cochrane. The search results were limited to the English language, peer-reviewed, and year of publication between 2007 (the year smartphones were introduced) and the July 3, 2018.

**Inclusion Criteria and Study Selection**

Studies from the 2 independent searches were selected if (1) a mobile app was incorporated as the main component of the intervention; (2) the primary or secondary outcome was to promote physical activity; (3) physical activity outcomes were reported; and (4) baseline and postintervention assessments of physical activity outcomes were included. The inclusion criteria differed slightly between the 2 searches to fulfill the comparative aims of the review. Specifically, the first search, termed app-alone, attempted to exclusively isolate the effect of physical activity apps, such that studies were deemed relevant if they did not incorporate any type of Web-based social network (health-focused or existing) or social component. Conversely, to ascertain the additive effects of an existing Web-based social network over and above that of an app, the second search, termed app Web-based social networking, required studies to specifically incorporate an existing Web-based social networking platform (eg, Facebook and Twitter) into their design. Included studies utilized an experimental or within-subjects pre-post design to determine the effectiveness of the intervention. Studies incorporating populations capable of engaging in physical activity were eligible for inclusion. In total, 2 reviewers independently screened the titles, abstracts, and full-text papers for eligibility and any disagreements were resolved by discussion. Forward (screening the citations of included studies) and backward (screening the reference lists of included studies) searching was conducted to ensure all relevant publications were identified.

**Data Extraction**

Data extraction was conducted by the first author using a standardized form developed for this review. Extracted information included sample characteristics, study design, features of the mobile app, details of the Web-based social network, physical activity outcomes (time points reported), any additional outcomes reported (eg, engagement and psychosocial outcomes), and behavior change theories reported.
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Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flowchart: App-alone search.
Reporting of Methodological Characteristics

A 25-item tool devised by Maher et al [28] based on the Consolidated Standards of Reporting Trials (CONSORT) checklist [33] that examines reported methodological characteristics was used to assess methodological risk of bias. The tool was deemed to be relevant for this study as most of the items (20 out of 25) were applicable to both pre-post designs and randomized controlled trials [11,28]. The checklist was scored according to the extent to which each item was (1) fulfilled; (0.5) partially fulfilled; and (0) not fulfilled. A higher score is indicative of a lower risk of bias. In total, 2 independent reviewers assessed all included studies, and any disagreements were discussed and resolved.

Data Synthesis

The primary outcome was physical activity behavior. The secondary outcomes included engagement with the intervention and psychosocial outcomes related to physical activity. In line with the comparative aims of the review, the app-alone and app Web-based social networking studies were compared in relation to both the primary and secondary outcomes. To determine whether the interventions effectively improved physical activity behavior, \( P \) values were evaluated. Specifically, interventions that were randomized controlled trials were identified to be effective if significant differences between groups across time were reported. Interventions of a pre-post study design were identified to be effective if significant changes across time were reported. Effect sizes were also examined and taken into account when evaluating the effectiveness of the interventions. The benchmark criteria for effect sizes are 0.20 for a small effect, 0.50 for a medium effect, and 0.80 for a large effect [34].
Results

Study Selection

The first database search (app-alone) identified 15,576 studies, following the removal of duplicates. Title and abstract screening deemed 15,544 studies ineligible for inclusion. In total, 32 full-text articles were screened for inclusion, with 23 studies excluded at this point (see Figure 1 for reasons). Forward and backward searching identified 1 additional study that was eligible for inclusion. A total of 10 app-alone studies were deemed relevant according to the predefined criteria and thus were included in this review (Figure 1).

The second database search (app Web-based social networking) identified 4165 studies, after removing duplicates. Title and abstract screening identified 4151 ineligible studies. In total, 14 full-text articles were screened for inclusion, resulting in 10 studies being excluded (see Figure 2 for reasons). Screening of reference lists and forward searching identified 1 additional study that was eligible for inclusion. A total of 5 studies were deemed suitable to be included in this review (Figure 2).

Thus, the following review included a total of 15 studies. Of these, 10 studies used an app alone, and 5 studies incorporated an app in conjunction with an existing Web-based social networking platform. These numbers of studies are similar to those of a recent comparative review [35].

Characteristics of Included Studies

The characteristics of the app-alone studies are tabulated in Multimedia Appendix 3 and those of the app Web-based social networking studies are tabulated in Multimedia Appendix 4. The app-alone and app Web-based social networking studies were comparable in years of publication and the countries where the studies were conducted. However, the study designs differed such that the app-alone studies predominately utilized an experimental design (n=7) [36-42], whereas the app Web-based social networking studies predominantly utilized within-subjects pre-post designs (n=4) [43-46]. Across the 7 app-alone studies that utilized an experimental design, the control groups received either no intervention control (n=1) [40]; minimal intervention (eg, accelerometer or print materials; n=5) [36-39,42]; or an app that differed slightly (fewer features; n=1) [41]. In contrast, the 1 app Web-based social networking study that included a control utilized a waitlisted control condition [47]. Among all included studies, 2 app Web-based social networking studies [45,47] aimed to modify physical activity in conjunction with dietary quality. Across the app-alone and app Web-based social networking studies, a greater number of interventions utilized newly designed apps (n=10) [40-45,47-50] than commercially available apps (n=5) [36-39,46]. The app-alone and app Web-based social networking studies incorporated samples that were similar in size, age, and the predominance of female participants. The samples that were composed of women, were women who were healthy [37,39,43], overweight and obese [47,48,50], insufficiently active [49,50], or nurses [44,45]. Although both the app-alone and app Web-based social networking studies largely recruited from a specific population (n=11) [38,40-42,44-50], disparities were noted among the app-alone and app Web-based social networking studies in relation to the populations recruited. Specifically, the app-alone interventions recruited samples that were sedentary (n=3) [38,40,49], low active (n=3) [41,42,50], obese or overweight (n=2) [48,50], in primary care (n=1) [36], pregnant (n=1) [38], or diagnosed with type 2 diabetes (n=1) [49]. Contrastingly, the app Web-based social networking interventions targeted samples that were nurses (n=2) [44,45], breast cancer survivors (n=1) [46], and obese or overweight (n=1) [47]. The average intervention duration for app-alone studies ranged from 1 week [40] to 14 weeks [50], comparable with the intervention durations of the app Web-based social networking studies that ranged from 3 weeks [44] to 3 months [45]. One app-alone study incorporated a 3-month follow-up assessment [42], whereas 2 app Web-based social networking studies incorporated follow-up assessments at 1 week postintervention [46] and 6 months postintervention [45].

Among the app-alone and app Web-based social networking studies, all apps targeted aerobic physical activity including light physical activity (n=6) [39,42,45,46,48,49], moderate physical activity (n=2) [39,42], moderate-to-vigorous physical activity (MVPA; n=6) [41,45,49], vigorous physical activity (n=2) [39,42], and daily steps (n=9) [36-38,42,46,50]. The apps incorporated a diverse range of features targeted at encouraging physical activity, including monitoring or tracking of behavior (n=9) [36,37,41,43,44,46,48,50], feedback (n=7) [36,38,40-43], information or education relating to physical activity (n=4) [38,40,41,47], goal setting (n=5) [41-43,45,50], and reinforcements (n=4) [40,41,48,50]. Both the app-alone and app Web-based social networking studies were underpinned by a diverse range of behavior change theories, namely the Social Cognitive Theory [38,40,41,43,45,46,50], Self-determination Theory [39], Control Theory [40,45], Goal-Setting Theory [45], attitude-social influence self-efficacy model [42], the Behavior Change Wheel [37], and the Theory of Reasoned Action [43].

Description of the Existing Web-Based Social Networks

Among the app Web-based social networking studies, all 5 incorporated Facebook as the existing Web-based social networking platform; however, this platform was differentially utilized. In total, 2 studies provided participants with a link to a private Facebook group [45,47]; and 1 study incorporated a public Facebook page that included educational tips related to physical activity and participants were encouraged to comment and generate posts [46]. Alternatively, in 2 studies, the app had the functionality to connect to Facebook, whereby participants could share their physical activity data and receive likes and comments [43,44]. The existing Web-based social networks most often utilized features that facilitated social interaction (sharing physical activity posts, liking or commenting on others posts, and communicating with others; n=5) [43-47], social comparison (viewing posts of others’ physical activity performance; n=3) [43,44,46], and competition (ranking table and group averages; n=2) [43,44].

Measures of Physical Activity and Additional Outcomes

Both the app-alone and app Web-based social networking studies primarily measured physical activity objectively (n=14) [36-38,40-50], specifically by utilizing an accelerometer (n=8)
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[41-43,45-49], pedometer (n=3) [36,37,44], Fitbit (n=2) [38,50] or inclinometer (n=1) [40]. Among all included studies, 2 app-alone studies measured physical activity by self-report, specifically by using the International Physical Activity Questionnaire (IPAQ)-Long form [42] and IPAQ-Short form [39]. Physical activity outcomes predominantly targeted for modification included light physical activity (n=6) [39,42,45,46,48,49], moderate physical activity (n=2) [39,42], MVPA (n=6) [41,45-49], vigorous physical activity (n=2) [39,42], daily steps (n=9) [36-38,42-46,50], or sedentary behavior (n=5) [40,45,46,48,49]. Across all studies, the underlying psychosocial outcomes related to physical activity (ie, self-efficacy and exercise motivation) were assessed by 4 app-alone studies [38,39,41,42] and 2 app Web-based social networking studies [45,46].

The Effectiveness of the Intervention

Table 1 provides a summary of the intervention effects on physical activity outcomes. Across all included studies, 10 of the 15 interventions effectively improved one or more physical activity behaviors [36,37,40,41,43,44,46,48-50], including 7 of the 10 app-alone interventions [36,37,40,41,48-50] and 3 of the 5 app Web-based social networking interventions [43,44,46]. Improvements were reported in either the intervention conditions relative to a control condition (n=3) [36,37,40] or over time (n=7) [41,43,44,46,48-50] for one or more physical activity behaviors. Specifically, the physical outcomes reported were increases in daily steps (n=6) [36,37,43,44,46,50], increases in light physical activity (n=2) [48,49], increases in MVPA (n=3) [41,46,48], and decreases in sedentary behavior (n=3) [40,46,48]. In total, 5 studies, 3 app-alone studies [38,39,42] and 2 app Web-based social networking studies [45,47], did not find an intervention effect across groups [38,39,42,47] or across time [45] in any of the physical activity behaviors measured. Effect sizes varied widely among both the app-alone and app Web-based social networking studies. Across the app-alone studies, effect sizes were small (n=2) [36,37], medium (n=2) [40,41], and large (n=1) [40]. Similarly, the distribution of effect sizes reported among the app Web-based social networking studies ranged from small (n=2) [45,46] to medium (n=2) [44,46] to large (n=1) [46].

Table 2 provides a summary of the intervention effects on psychosocial outcomes. The app-alone and app Web-based social networking studies overall reported mixed results in relation to psychosocial outcomes associated with physical activity. Specifically, 2 app-alone studies [39,42] and 1 app Web-based social networking study [45] revealed no significant intervention effects on any of the assessed psychosocial outcomes. In total, 2 app-alone studies reported significant decreases in perceptions of barriers to exercising in the intervention condition; however, not in the alternative outcomes assessed (eg, perceived social support and self-efficacy) [38,41]. Contrastingly, 1 app Web-based social networking study reported improvements over time in all psychosocial outcomes assessed (eg, social support, physical activity self-efficacy, and enjoyment) [46].
Table 1. Summary of intervention effects on physical activity outcomes.

<table>
<thead>
<tr>
<th>Study</th>
<th>Physical activity (PA) outcomes</th>
<th>Engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Daily steps</td>
<td>Light, moderate, moderate-to-vigorous physical activity (MVPA), and vigorous PA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>App-alone studies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arrogi et al, 2017 [40]</td>
<td>—</td>
<td>[++]</td>
</tr>
<tr>
<td>Bond et al, 2014 [48]</td>
<td>—</td>
<td>[+]</td>
</tr>
<tr>
<td>Choi et al, 2016 [38]</td>
<td>[−]</td>
<td>—</td>
</tr>
<tr>
<td>Fanning et al, 2017 [41]</td>
<td>—</td>
<td>[+]</td>
</tr>
<tr>
<td>Glynn et al, 2014 [36]</td>
<td>[++]</td>
<td>—</td>
</tr>
<tr>
<td>Korinek et al, 2018 [50]</td>
<td>[+]&lt;sup&gt;d&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>Pellegrini et al, 2015 [49]</td>
<td>[±/−]&lt;sup&gt;f&lt;/sup&gt;</td>
<td>[−]&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Simons et al, 2018 [42]</td>
<td>[−]</td>
<td>—</td>
</tr>
<tr>
<td>Walsh et al, 2016 [37]</td>
<td>[++]</td>
<td>—</td>
</tr>
<tr>
<td><strong>App Web-based social networking studies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al Ayubi et al, 2014 [43]</td>
<td>[+]&lt;sup&gt;a&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>Foster et al, 2010 [44]</td>
<td>[+]&lt;sup&gt;a&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>Hurkmanns et al, 2018 [47]</td>
<td>[−]&lt;sup&gt;a&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>Pope et al, 2018 [46]</td>
<td>[+]&lt;sup&gt;a&lt;/sup&gt;</td>
<td>[+]</td>
</tr>
<tr>
<td>Torquati, Kolbe-Alexander et al, 2018 [45]</td>
<td>[−]&lt;sup&gt;a&lt;/sup&gt;</td>
<td>[−]&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Not applicable.
<sup>b</sup>Significant between-group improvement in outcome.
<sup>c</sup>Significant within-group improvement in outcome.
<sup>d</sup>No improvement in outcome.
<sup>e</sup>Unfavorable (low) engagement.
<sup>f</sup>Mixed results; engagement.
<sup>g</sup>Favorable (high) engagement.
Table 2. Summary of intervention effects on psychosocial outcomes.

<table>
<thead>
<tr>
<th>Study</th>
<th>Psychosocial outcomes</th>
<th>Behavior change theories</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Social support</td>
<td>PA&lt;sup&gt;a&lt;/sup&gt; self-efficacy</td>
</tr>
<tr>
<td>App-alone studies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arrogi et al, 2017 [40]</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Bond et al, 2014 [48]</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Choi et al, 2016 [38]</td>
<td>[-]&lt;sup&gt;e&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>Fanning et al, 2017 [41]</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Korinek et al, 2018 [50]</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Pellegrini et al, 2015 [49]</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Simons et al, 2018 [42]</td>
<td>[+]</td>
<td>—</td>
</tr>
<tr>
<td>Walsh et al, 2016 [37]</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>App Web-based social networking studies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foster et al, 2010 [44]</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hurkmanss et al, 2018 [47]</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Pope et al, 2018 [46]</td>
<td>[+]</td>
<td>[+]</td>
</tr>
</tbody>
</table>

<sup>a</sup>PA: physical activity.  
<sup>b</sup>Not applicable.  
<sup>c</sup>SCT: Social Cognitive Theory.  
<sup>d</sup>CT: Control Theory.  
<sup>e</sup>No improvement in outcome.  
<sup>f</sup>Significant between-group improvement in outcome.  
<sup>g</sup>SDT: Self-Determination Theory.  
<sup>h</sup>Significant within-group improvement in outcome.  
<sup>i</sup>ASE: Attitude-social Influence Self-efficacy Model.  
<sup>j</sup>COM-B: The Capability, Opportunity, Motivation, Behavior framework.  
<sup>k</sup>TRA: The Theory of Reasoned Action.  
<sup>l</sup>GST: Goal setting Theory.  

**Measures of Engagement**  
Notably, only 4 of the 10 app-alone studies (40%) reported on app usage [38,41,42,49], whereas 80% (n=4) of the app Web-based social networking studies assessed engagement with intervention materials (app and Web-based social network) [43-46]. Among the studies that assessed app engagement, objective measures were primarily utilized (n=6) [38,41-44,49]. This included the use of Google Analytics to monitor app logsins and duration of use (n=2) [42,44], the functionality of the app to record logsins (n=1) [41] or days and minutes of use (n=2) [43,49], or monitoring of engagement with app content (eg, reading or responding to automated messages and logging in activity diary; n=2) [38,42]. Self-report measures of app engagement were also utilized in 2 app Web-based social networking studies [45,46]. This included questionnaires...
whereby participants were asked to report frequency and duration of app use \( (n=1) \) [46] or engagement with app content (eg, willingness to use app and follow instructions; \( n=1 \) [45]. All studies that measured app engagement objectively \( (n=6) \) [38,41-44,49] monitored app usage over the duration of the intervention period. Conversely, among the 2 studies that utilized self-report measures, the questionnaires were completed at 2 time points: at mid and postintervention [46] and at postintervention and 6-month follow-up [45]. Among the app Web-based social networking studies, 2 reported engagement with the existing Web-based social network, such that the number of Facebook posts generated and posts viewed was monitored [45,46].

**Engagement With the Intervention**

Among the 4 app-alone studies that assessed engagement with the app, 1 reported that, on average, the app was used on 21 days for a cumulative total of 7.6 hours, over a 1-month intervention period [49]. The other 3 studies reported a notable decline in app engagement [38,41,42]. Specifically, decreases were reported in the frequency and duration of app usage [41,42] and engagement with app content (logging physical activity and reading or responding to messages) [38,42] over 9-week [42] and 12-week intervention periods [38,41]. Among the app Web-based social networking studies, a single study reported limited engagement with the intervention materials over a 3-month intervention period, reporting that 68.4% of participants used the app less than once a month or never and 47.5% of participants engaged with the Facebook page on only one occasion per week [45]. Conversely, 2 reported increases in minutes of app usage following the provision of access to the existing Web-based social network [43,44], and 1 reported sustained engagement with intervention materials (app and Facebook page; \( n=1 \) [46].

**Comparison of Effective and Ineffective Interventions**

As can be seen in Table 1, across all included studies, 7 of the 10 app-alone interventions (70%) [36,37,40,41,48-50] and 3 of the 5 app Web-based social networking interventions (60%) [43,44,46] were effective in improving one or more physical activity behaviors, as identified by \( P \) values and/or effect sizes. Among the effective interventions, the intervention durations were relatively short, ranging from 1 week [40] to 14 weeks [50]. In comparison, the ineffective interventions typically incorporated longer intervention durations, ranging from 9 weeks [42] to 3 months [45]. Notably, 6 of the 10 (60%) effective interventions recruited low-active \( (n=2) \) [41,50] or sedentary participants \( (n=2) \) [40,49], or documented that participants engaged in low levels of baseline physical activity \( (n=2) \) [37,48]. By contrast, only 2 of the 5 (40%) ineffective interventions recruited low-active \( (n=1) \) [42] or sedentary participants \( (n=1) \) [38]. The ineffective interventions all exclusively targeted physical activity behaviors. The 2 app Web-based social networking interventions that were not effective [45,47] both targeted the modification of physical activity in conjunction with diet quality. Across all included studies, objective measures of physical activity were predominately utilized \( (n=14) \) [36-38,40-50], and the type of objective measure used (eg, accelerometer) was comparable among the effective and ineffective interventions. However, 2 of the 5 ineffective interventions utilized self-report measures to assess the physical activity behaviors [39,42]. Both the effective \( (n=6) \) [37,40,41,43,46,50] and ineffective \( (n=4) \) [38,39,42,45] interventions were largely underpinned by behavior change theories. Among the 10 effective studies, 7 (70%) used newly designed apps [40,41,43,44,48-50] and 3 (30%) used commercially available apps [36,37,46]. Among the 5 ineffective studies, 3 (60%) used newly designed apps [42,45,47] and 2 (40%) used a commercially designed app [38,39].

In total, 2 of the effective interventions [41,46] assessed psychosocial outcomes, and mixed findings were reported. Specifically, the app-alone study that incorporated a newly designed app reported no changes in physical activity self-efficacy or physical activity outcome expectancies but identified a decrease in perceptions of barriers to exercising [41]. In contrast, the app Web-based social networking study that incorporated a commercially available app reported increases in physical activity self-efficacy, physical activity enjoyment, and social support [46]. In total, 4 of the ineffective studies assessed psychosocial outcomes [38,39,42,45], and although 1 study identified a decrease in the lack of energy as a barrier to exercising [38], no changes were reported in any of the alternative outcomes assessed, including social support [38,42,45], physical activity self-efficacy [38,42,45], physical activity enjoyment [39], physical activity motivation [39], perceived competency for exercising regularly [39], and perceived benefits to exercising [42].

Among the effective studies, 1 app-alone study [41] and all app Web-based social networking studies \( (n=3) \) [43,44,46] reported on app engagement. The app-alone study reported a decline in app usage over the 12-week intervention period [41]. In contrast, in the app Web-based social networking studies, higher app usage following the provision of access to the Web-based social networking functionalities [43,44] and sustained engagement with intervention materials (app and Facebook page) were reported [46]. Among the ineffective studies, 3 of the 5 studies reported on intervention engagement [38,42,45]. Of these studies, all reported unfavorable intervention engagement, specifically declines in app engagement during a 9-week [42] and 12-week intervention period [38], and low engagement with intervention materials (app and Facebook group) [45]. Additionally, among the effective app Web-based social networking interventions, the existing social networks utilized were a public Facebook page \( (n=1) \) [46] or a physical activity app that incorporated functionalities to connect with Facebook \( (n=2) \) [43,44]. Among the 2 ineffective app Web-based social networking interventions, both incorporated a private Facebook group as the existing Web-based social network [45,47].

**Reporting of Methodological Characteristics**

The reported methodological characteristics were examined to generate a methodological risk of bias score. Scores ranged from 9.5 (out of 20) to 20.5 (out of 25) in the app-alone studies (Multimedia Appendix 5) and from 8.5 (out of 20) to 18 (out of 25) in the app Web-based social networking studies (Multimedia Appendix 6). The app-alone and app Web-based...
social networking studies all fulfilled the checklist criteria for scientific background and a detailed description of the intervention. Among the randomized controlled trials (n=8), few adequately reported on the allocation concealment mechanisms (n=3) [36,41,42] or blinding (n=3) [36,41,47]; however, most did report on randomization procedures (n=7) [36-39,41,42,47]. Notably, both the app-alone and app Web-based social networking studies rarely fulfilled the criterion detailing how the sample size was calculated (n=8) [36,37,39,41-43,47,48] or appropriately reported on the study outcomes (effect sizes; n=7) [36-38,40,41,44,48].

Discussion

Principal Findings

This review examined the influence of existing Web-based social networking platforms on the engagement with, and effectiveness of, mobile apps that target physical activity. Specifically, to isolate the influence of existing Web-based social networking platforms, the review provided a comparison between interventions that incorporated physical activity apps in conjunction with and without existing Web-based social networking platforms.

The review identified that physical activity mobile apps show promise in their capacity to improve physical activity behaviors. Of the included studies, 10 of the 15 interventions effectively improved one or more physical activity behaviors [36,37,40,41,43,44,46,48-50]. Specifically, 7 of the 10 app-alone studies [36,37,40,41,48-50] and 3 of the 5 app Web-based social networking studies [43,44,46] reported improvements. At a surface level, these findings indicate that the app Web-based social networking interventions may be no more effective than the app-alone interventions. However, this may be attributed to methodological disparities between the app-alone and app Web-based social networking interventions rather than the presence of Web-based social networking per se. Specifically, heterogeneity in the recruited samples may have influenced physical activity outcomes and thus must be considered in the formation of accurate conclusions regarding intervention effectiveness. This is highlighted in the comparison of 2 app-alone [48,50] and an app Web-based social networking intervention [47] that all targeted the modification of physical activity in overweight or obese individuals. The 2 app-alone interventions [48,50] both improved physical activity levels, whereas the app Web-based social networking study did not [47]. However, both app-alone studies [48,50] reported low baseline levels of physical activity, which may have influenced intervention outcomes. Furthermore, the differences in the samples recruited may also be responsible for overall differences in intervention effectiveness between the app-alone and app Web-based social networking studies. Specifically, 80% (n=8) of the app-alone interventions recruited low-active (n=3) [41,42,50] or sedentary participants (n=3) [38,40,49] or reported that participants engaged in low levels of physical activity at baseline (n=2) [37,48]. Of these interventions, 75% (n=6) [37,40,41,48-50] reported improvements in physical activity behaviors. This is consistent with previous literature documenting that physical activity interventions demonstrate greater effectiveness among low-active individuals, as there is a larger potential for improvement in behavior [51]. In contrast, none of the app Web-based social networking interventions incorporated recruitment criteria regarding sedentary or physical activity behaviors or reported low baseline levels of physical activity. Thus, the disparity among the samples may have influenced intervention outcomes, limiting the formation of appropriate conclusions regarding the influence of existing Web-based social networking platforms on intervention effectiveness. Future research is needed to evaluate the effectiveness of apps in conjunction with Web-based social networks in low-active or sedentary populations.

The comparability of intervention engagement between the app-alone and the app Web-based social networking interventions is also somewhat limited by the lack of reporting on engagement in the app-alone studies. This is consistent with existing reviews that have documented a lack of assessment of engagement in interventions targeting health behaviors [8]. This presents a shortcoming of research to date, such that the previously limited assessment of engagement has hindered the identification of intervention components that may be associated with engagement. This review identified clear differences in the levels of engagement reported among the app-alone and app Web-based social networking studies. The app-alone studies that reported on patterns of engagement identified declines in app engagement over 9-week [42] and 12-week intervention periods [38,41]. Of these studies, 1 reported improvement in physical activity behaviors [41], whereas the other 2 did not [38,42]. Across the app Web-based social networking studies, 1 study reported low engagement with intervention materials (app and Facebook group), and notably no improvement in physical activity outcomes [45]. In contrast, all other app Web-based social networking studies reported increases in engagement following the provision of access to the existing Web-based social networking platform [43,44] and sustained engagement with intervention materials (app and Facebook page) [46]. Among these studies, all reported improvements in physical activity behaviors [43,44,46], in line with previous evidence linking engagement with intervention effectiveness [8,12]. Thus, the app-alone studies demonstrated the typically observed decline in app engagement [38,41,42], whereas the app Web-based social networking studies showed increased and sustained intervention engagement [43,44,46]. This review provides preliminary evidence that existing Web-based social networks may be an important component in increasing engagement with physical activity interventions.

The existing Web-based social networking platform incorporated into all the app Web-based social networking interventions was Facebook, including either a public Facebook page [46], a private Facebook group [45,47], or a physical activity app that had the functionality to connect to Facebook [43,44]. The existing Web-based social networks utilized a diverse range of features that primarily facilitated social interaction, social comparison, and competition. However, the heterogeneity in the features utilized, and the predominance of studies that incorporated several different features, limited the capacity to ascertain the association between specific features of Web-based social networking and app engagement. Interestingly, the
findings indicated that the differential use of the Facebook platform may have influenced intervention effectiveness. The interventions incorporating a private Facebook group did not report improvements in physical activity behaviors [45,47]. Of these interventions, one study [45] reported on intervention engagement and psychosocial constructs, identifying low intervention engagement, and no changes in social support or self-efficacy. Contrastingly, the interventions that incorporated a Facebook page [46], or an app that connected with Facebook [43,44] showed improvements in physical activity behaviors and resulted in increased and sustained engagement. Additionally, increases were reported in social support, self-efficacy, and physical activity enjoyment in one of these studies [46]. Importantly, these are all psychosocial constructs associated with facilitating physical activity behaviors [25], intervention engagement [12,24], and sustained behavior change [25]. Notably, among the interventions that produced favorable outcomes [43,44,46], participants’ existing networks were leveraged via apps that connected with Facebook [43,44], or a Facebook page [46]. Contrastingly, the interventions that produced unfavorable outcomes [45,47] incorporated private Facebook groups that generated an artificial Web-based social network, such that participants were required to create connections with unknown others. This indicates that network dynamics may be an important underlying determinant of the influence of Web-based social networks on intervention outcomes.

Implications for Future Research

This review suggests that the way in which Web-based social networking platforms are utilized must be considered in the development of interventions as it has important implications for intervention effectiveness. This highlights a gap in the literature, such that little guidance exists in relation to optimally harnessing Web-based social networking platforms in behavior change interventions. Future research must endeavor to identify specific features of Web-based social networking platforms that are associated with intervention engagement, to ascertain how best to incorporate Web-based social networking into health interventions. However, this will require a greater understanding of the mechanisms (eg, social support) underlying the influence of Web-based social networking on health behaviors, to elucidate how best to leverage specific features of Web-based social networking platforms in health interventions. In addition, Web-based social networking is evolving rapidly, and, thus, an understanding of the underlying mechanisms will be advantageous in identifying how to optimally leverage a diverse range of social networking platforms in future interventions.

The present review further ascertained disparities among the designs and quality of app-alone and app Web-based social networking studies. The app-alone interventions were predominately randomized controlled trials; by contrast, the app Web-based social networking studies were largely pre-post within-subjects designs. Thus, future research must endeavor to utilize study designs of a higher standard (ie, randomized controlled trials) to increase the quality of evidence pertaining to the effectiveness of interventions incorporating physical activity apps in conjunction with Web-based social networking. Furthermore, the app-alone and app Web-based social networking studies incorporated predominantly short intervention durations, and across all studies in the review, only 3 included follow-up assessments, at 1-week postintervention [46], 3 months [42], and 6 months postintervention [45]. The dearth of evidence regarding the long-term efficacy of mobile apps is frequently documented as an important shortcoming. Evaluating the long-term effectiveness of mobile apps is imperative, as sustained engagement in physical activity behavior is required to attain the associated health benefits [16].

The review identified several features of the interventions that may be important in guiding the design of future interventions. Specifically, interventions that were effective targeted exclusively the modification of physical activity behaviors. This is consistent with previous research identifying that single behavior change interventions targeting physical activity are more effective than interventions that target multiple behaviors (eg, physical activity and dietary behavior) [52,53]. Although interventions that target multiple health behaviors simultaneously have the potential to maximize health benefits, evidence suggests that the modification of one behavior will enhance intervention outcomes [52,53]. Furthermore, the interventions that were effective incorporated objective measures of physical activity [36,37,40,41,43,44,46,48-50]. Interestingly, the 2 studies that incorporated a self-report measure of physical activity did not report an increase in physical activity over intervention periods of 9 [42] and 12 weeks [39]. It is possible that self-report measures as opposed to objective measures such as accelerometers afford lower sensitivity to detect changes in physical activity behaviors over short intervention periods [54]. Indeed, a previous review has demonstrated that 69% of studies that incorporated self-report measures, as opposed to 20% of studies that measured physical activity objectively, found no effect on physical activity [9]. In addition, in this review, comparatively, there was no difference in the effectiveness of interventions that used a newly designed app as opposed to a commercially available app. Despite this, the interventions largely utilized newly designed apps. This is problematic as commercially available apps are ubiquitous and highly accessible to the general public; however, evidence of their effectiveness is lacking [19,20,22]. Thus, future research should evaluate the effectiveness of commercially available physical activity mobile apps.

Overall, the mobile apps were effective in increasing physical activity in a diverse range of population samples, including inactive [41,50], sedentary [40,49], obese or overweight individuals [48,50], breast cancer survivors [46], and individuals diagnosed with type 2 diabetes [49]. However, all studies exclusively targeted adults, ranging from 20 [37] to 53 years [49]. Thus, future research must endeavor to evaluate the applicability of physical activity mobile apps in conjunction with existing Web-based social networks in alternative age groups, in particular among adolescents, a highly inactive population subgroup [55], and among the highest users of existing Web-based social networking platforms [56]. This will ensure that mobile apps are an appropriate medium to disseminate physical activity interventions that are scalable, owing to their applicability to the population broadly.
This review also has important implications for guiding the development of an appropriate theoretical foundation to inform future physical activity mobile apps. The included interventions incorporated mobile apps predominately underpinned by behavior change theory [37-43,45,46,50]. This suggests that there was no association between mobile app effectiveness and the utilization of any one particular theory. Additionally, across the included studies a diverse range of behavior change theories were utilized, limiting the formation of conclusions regarding the most effective theory to guide the development of physical activity mobile apps. This is consistent with previous research examining the content of physical activity mobile apps that has documented challenges ascertaining the theory or combination of theories associated with physical activity mobile app effectiveness [23].

The physical activity apps examined in this review incorporated a diverse range of features. The most common among these were monitoring or tracking of behavior, feedback, information or education related to physical activity, goal setting, and providing reinforcements (eg, points). Much of the previous research that has examined the content of physical activity apps has utilized a taxonomy developed by Abraham and Michie [57] that functions to isolate the presence of behavior change techniques common to many behavior change theories. This research has identified that feedback, self-monitoring, and goal setting are features frequently integrated into apps, in line with findings by this review [19,58,59]. Notably, Abraham and Michie [60] highlight that these features are also commonly associated with effectively modifying physical activity behavior. This may have underpinned the capacity of the majority of the apps in the current review to improve physical activity behavior. However, the specific number or combination of features that may have a greater influence on the effectiveness of physical activity apps is currently unknown, and thus requires future examination.

Limitations

To our knowledge, this is the first review to isolate the influence of existing Web-based social networking platforms by providing a comparison between interventions that incorporate mobile physical activity apps in conjunction with and without existing Web-based social networking platforms. Despite the novel nature of this review, several limitations must be noted. First, to date, there are only a small number of studies that have incorporated physical activity mobile apps in conjunction with an existing Web-based social networking platform. Additionally, owing to the heterogeneity of the identified studies in relation to the target population, intervention, study design, and outcomes measured, the results could not be validly pooled, precluding the ability to conduct a meta-analysis, and, thus, form definitive conclusions regarding the influence of Web-based social networks. Second, all interventions incorporated apps that targeted aerobic activity, and, thus, the findings may not generalize to apps aimed at other types of physical activity such as strength training. Future research should endeavor to examine apps targeted at all forms of physical activity. Third, among the included studies the methodological risk of bias varied, with some studies receiving low scores, limiting the trust that may be placed in their findings. Finally, there is a possibility of publication bias as the search did not incorporate gray literature or non-English publications.

Conclusions

In conclusion, the unprecedented growth in physical activity mobile apps presents an innovative medium to disseminate scalable interventions to increase levels of physical activity worldwide. However, previous literature has consistently documented that the effectiveness of mobile apps is limited by low levels of engagement. The popularity, reach, and engagement afforded by existing Web-based social networking platforms provides an unparalleled opportunity to serve as an adjunct to mobile apps to augment engagement, and ultimately effectiveness. Thus, this review aimed to provide insight into the influence of existing Web-based social networks by providing a comparison between interventions that incorporated mobile apps in conjunction with and without existing Web-based social networking platforms. Both the interventions incorporating physical activity apps in conjunction with and without existing Web-based social networking platforms demonstrated effectiveness in improving physical activity behaviors. Notably, however, interventions that incorporated existing Web-based social networking platforms achieved higher levels of engagement than those that did not. This provides preliminary evidence that existing Web-based social networking platforms may be fundamental in overcoming the previously documented low engagement associated with physical activity mobile apps. This is of particular importance as greater app engagement is associated with increased exposure to intervention content, and ultimately an enhanced capacity of the app to effectively improve physical activity behavior. Thus, existing Web-based social networks must be further evaluated by conducting rigorously designed randomized controlled trials. Importantly, future research must endeavor to provide a greater understanding of the mechanisms underlying the influence of Web-based social networking on physical activity behaviors, to ascertain how best to leverage specific features of Web-based social networking platforms. This review makes an important contribution to guiding future research, by providing an initial insight into mobile apps and existing Web-based social networking platforms, imperative to improving the development of interventions targeted at increasing physical activity levels.
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Abstract

Background: Acceptability of mobile phone text messaging as a means of asynchronous communication between health care systems and patients is growing. The US Department of Veterans Affairs (VA) has adopted an automated texting system (aTS) for national rollout. The aTS allows providers to develop clinical texting protocols to promote patient self-management and allows clinical teams to monitor patient progress between in-person visits. Texting-supported hepatitis C virus (HCV) treatment has not been previously tested.

Objective: Guided by the Practical, Robust Implementation and Sustainability Model (PRISM), we developed an aTS HCV protocol and conducted a mixed methods, hybrid type 2 effectiveness implementation study comparing two programs supporting implementation of the aTS HCV protocol for medication adherence in patients with HCV.

Methods: Seven VA HCV specialty clinics were randomized to usual aTS implementation versus an augmented implementation facilitation program. Implementation process measures included facilitation metrics, usability, and usefulness. Implementation outcomes included provider and patient use of the aTS HCV protocol, and effectiveness outcomes included medication adherence, health perceptions and behaviors, and sustained virologic response (SVR).

Results: Across the seven randomized clinics, there were 293 facilitation events using a core set of nine implementation strategies (157 events in augmented implementation facilitation, 136 events in usual implementation). Providers found the aTS appropriate with high potential for scale-up but not without difficulties in startup, patient selection and recruitment, and clinic workflow integration. Patients largely found the aTS easy to use and helpful; however, low perceived need for self-management support contributed to high declination. Reach and use was modest with 197 patients approached, 71 (36%) enrolled, 50 (25%) authenticated, and 32 (16%) using the aTS. In augmented implementation facilitation clinics, more patients actively used the aTS HCV protocol compared with usual clinic patients (20% vs 12%). Patients who texted reported lower distress about failing HCV treatment (13/15, 87%, vs 8/15, 53%; P=0.05) and better adherence to HCV medication (11/15, 73%, reporting excellent adherence vs 6/15, 40%; P=.06), although SVR did not differ by group.

Conclusions: The aTS is a promising intervention for improving patient self-management; however, augmented approaches to implementation may be needed to support clinician buy-in and patient engagement. Considering the behavioral, social,
organizational, and technical scale-up challenges that we documented, successful and sustained implementation of the aTS may require implementation strategies that operate at the clinic, provider, and patient levels.

**Trial Registration:** Retrospectively registered at ClinicalTrials.gov NCT03898349; https://clinicaltrials.gov/ct2/show/NCT03898349

(J Med Internet Res 2019;21(8):e14750) doi:10.2196/14750

**KEYWORDS** implementation facilitation; texting; veterans; eHealth; self-management; digital health; digital medicine

### Introduction

Short message service (SMS or texting) is becoming an accepted means of asynchronous communication between health care systems and patients, supporting appointment attendance, medication taking, and medication refill reminders [1]. Texting interventions have been studied across a range of clinical domains and stages of care [2]. Despite the ubiquity of cell phones and the established benefits of texting interventions, there has been limited research on the implementation of patient texting in health care systems [2]. Although texting interventions have yielded improvements in processes of care and health outcomes, results have been achieved through heterogeneous approaches, revealing significant implementation knowledge gaps [3-5]. Furthermore, technologies intended to directly engage patients (patient-facing technologies) encounter distinct implementation challenges when clinical staff are needed to promote patients’ adoption of the technology.

Implementation facilitation, a kind of meta-strategy composed of multiple implementation strategies, uses experts in clinical, process, and implementation issues to solve problems and offer support that enables others to institute and sustain practice change [6-8]. Although facilitation is versatile, it has not been extensively studied as part of health information technology implementation or sustainability efforts [9,10].

In 2016, the US Department of Veterans Affairs (VA) began piloting an automated text messaging system (aTS) for patient self-management modeled after texting systems used in the UK National Health Service (NHS), Australia, and Canada [11,12]. The aTS, titled Annie after Annie Fox, RN, the first nurse to be awarded a Purple Heart, provides patients with a technology to become more engaged in their own care through condition-specific protocols to accentuate the key points of care plans. The aTS can send one-way messages and interpret patient messages following specified syntax and then reply through rule-based logic with two-way (bidirectional) messages.

The rollout of VA’s aTS presented a unique opportunity to examine implementation in the context of a large, integrated health care system. We chose to evaluate the implementation and effectiveness of the aTS across specialty care hepatitis C virus (HCV) clinics and test the utility of implementation facilitation. We focused exclusively on HCV treatment because it involves a time-limited predefined course of daily medication, and high adherence is required to achieve sustained virologic response (SVR) and avoid drug resistance [13,14]. Adherence to follow-up appointments and regular bloodwork are also essential to successful treatment.

While there is ample evidence regarding the effectiveness of texting to support medication taking in other disease contexts, no studies, to our knowledge, have examined HCV treatment support via texting [2]. Given the evidence for similar conditions, we hypothesized that texting for HCV would have comparable effects. As such, we conducted a hybrid type 2 implementation study to simultaneously examine both clinical and implementation outcomes and thus generate evidence in this area [15]. Our aims were to (1) qualitatively and quantitatively assess implementation outcomes for the aTS and (2) assess impact of the aTS on HCV clinical outcomes in a real-world setting.

### Methods

#### Design

This was a multisite, mixed methods, randomized, two-group hybrid type 2 study design comparing the effectiveness of usual implementation (UI) and augmented implementation (AI) facilitation. Matched comparison (ie, no intervention) sites helped to determine effectiveness of the aTS in aiding HCV treatment. The study was reviewed by the institutional review board at the Edith Nourse Rogers Memorial Veterans Hospital in Bedford, Massachusetts, and determined to be a quality improvement study and therefore exempt (VA Handbook 1058.05) [16]. The project was conducted from February 2017 through February 2018. Due to an error, this study was registered retrospectively. The study was registered at ClinicalTrials.gov (NCT03898349).

#### Setting and Participants

Nine HCV clinics participated in this study. Seven served as intervention sites and two as matched comparisons. The group of clinics selected reflects a purposive sample based on criteria including clinic size and complexity as well as geography. HCV clinics were recruited via a national HCV provider email listserv and monthly HCV provider phone call. The seven HCV intervention clinics selected were randomly assigned to either UI or AI, using set randomization, which, with small sample sizes, helps to achieve balance on a set of relevant characteristics—in this case, urban/suburban setting and HCV patient volume [17]. Two additional comparison clinics were selected purposively because they had similar patient volume, clinic complexity, and geographic locale to the other participating clinics [18]. In total, data were collected from nine VA clinics: four AI clinics, three UI clinics, and two comparison clinics. Care teams within the HCV clinics had different compositions and involved pharmacists, nurse practitioners, registered nurses, and social worker to varying degrees.
Text Messaging Protocol for Hepatitis C Virus Treatment

At the time of implementation, usual care for HCV included starting a patient on daily oral medication for 8 to 16 weeks with follow-up in-person visits, blood lab work, and medication refills at 2- to 4-week intervals. Using the aTS in the context of HCV was intended to improve processes, outcomes of care, and satisfaction with care. The HCV texting protocol included reminder text messages for each modifiable behavior in the HCV treatment process: medication taking, appointment attendance, laboratory completion, and self-efficacy to encourage continued engagement in treatment. Typically, clinic providers and staff would reach out by phone or letter to remind patients of HCV appointments, labs, and refills. To ensure alignment with standard treatment processes and local clinic workflow, each of the seven clinics co-designed and tailored the HCV texting protocol (eg, adjusting messaging logic from 2 to 4 weeks for different treatment intervals) in conjunction with study team members (VY, KM, and national aTS program office technical and clinical specialists). Motivational messages were written to be supportive in nature, promote self-management, and increase feelings of connection to the treatment team. Principles of universal design were also incorporated to ensure that different ranges of abilities, access, and equity were considered and the widest reach and benefit of the HCV texting protocol could be achieved [19]. Sample HCV texting protocol messages are as follows:

- Medication reminder: “Hi, it’s Annie, with a helpful reminder. Did you remember to take your HepC medication today?”
- Appointment reminder: “Hi, Annie here. Don’t forget about your upcoming HepC appointment. If you do not know when your appointment is, please call to find out.”
- Lab reminder: “Annie & VA Liver team here. You are due to have a blood draw this week so we can see how your HepC meds are working. Please call your VA care team if you need help getting your labs.”
- Motivational message: “Don’t forget that the HepC Team is here to support you in your HepC treatment efforts. Call your care team if we can help you. – Annie”

Messages could be tailored for content (eg, adding clinic name, phone number, or appointment date) and timing (eg, adjusting time of day that medication reminder is sent) through patient and provider discussion at the time of aTS enrollment or later to reflect patient preferences. Veterans who did not use the aTS received otherwise standard HCV care.

Usual Implementation and Augmented Implementation Facilitation

Facilitation was employed to support adoption of the aTS at participating clinics, with facilitation delivered by a primary (VY) and a secondary (KM) external facilitator. During the 4-month preimplementation phase, the functions of the external facilitators included engaging local, regional, and national stakeholders to garner support for the aTS. The implementation phase took place over 6 months and differed between UI and AI. The postimplementation (evaluation) phase took place over 3 months.

Usual Implementation Clinics

UI clinics received the start-up experience that VA designed for all new clinics instituting the aTS. This involved a live virtual demonstration of the aTS and access to an aTS resource website that included promotional materials and training guides. UI clinics could receive troubleshooting assistance from the external facilitators by phone or email but only if and when they reached out to the them.

Augmented Implementation Clinics

In addition to the start-up experience for UI sites, AI clinics received an implementation toolkit, support for local champion development, and proactive outreach by the primary external facilitator. The toolkit was developed by our team based on a formative evaluation that involved visits to five VA medical centers around the country that were using a pilot version of the aTS for conditions other than HCV. The toolkit contained sections on evidence of texting in health care, suggestions for gaining leadership and clinic support for technology like the aTS, use of champions to support aTS adoption, tips and tools on how to use the aTS, and aTS promotional materials to encourage clinic and patient participation. Each AI clinic received one in-person visit from the primary external facilitator early in their implementation efforts. Additionally, the primary external facilitator initiated check-ins with AI clinic champions throughout implementation.

Facilitation was delivered via email, phone, and in person. In the preimplementation period, to establish rapport and trust, there was more emphasis on phone calls and in-person meetings, whereas during implementation, those modes were used less while use of emails increased. Facilitation calls lasted from 5 minutes to 90 minutes (40-minute average) and site visits by the external facilitator lasted 2 to 4 hours. The facilitation meta-strategies included assessing for readiness to implement, site visits, identifying and preparing champions, developing and distributing educational materials, building a coalition, local technical assistance, and tailoring implementation to context [20,21].

Conceptual Framework

Our evaluation was guided by the Practical, Robust Implementation and Sustainability Model (PRISM), which defines a set of factors for consideration when designing, implementing, sustaining, and evaluating interventions [22]. PRISM posits that the extent to which an intervention achieves results can be linked to the four PRISM domains: intervention characteristics (via patient and organizational perspectives), intervention recipients (via patient and organizational perspectives), external environment, and implementation and sustainability infrastructure.

Measures and Data Collection

PRISM domains (intervention characteristics, recipients via patient and organizational perspectives, external environment, and implementation and sustainability infrastructure) guided the measures and data collection and are denoted in parentheticals.
Implementation Processes: Facilitation (Implementation and Sustainability Infrastructure)

The primary external facilitator logged facilitation events on a tracking sheet, including facilitation date, length of time, mode of delivery (ie, email, phone call, or in-person visit), purpose, notes, and other observations. If multiple facilitation events occurred in one day, only one event per person per day was counted.

Implementation Outcomes: Texting Use (Intervention)

Providers logged the number of patients who were offered the aTS and noted whether patients enrolled or declined, including the reason for declining. The content of patient text message replies was extracted from the aTS portal. To be eligible for the texting protocol, patients had to be starting HCV medication treatment during the implementation period. There were four steps to initiate a patient on the aTS: (1) providers verbally offered patients the aTS, (2) providers registered interested patients in the aTS portal and assigned them the HCV protocol, (3) once a patient was registered, the aTS would send an automated text message requesting the patient authenticate themselves by replying to this initial text message thus prompting the assigned HCV protocol to begin, and (4) patients actively texted with the aTS.

Clinical Effectiveness Outcomes

Medication adherence was measured via patient text response rate, operationalized as the number of days of text-confirmed medication taking divided by the number of days receiving medication reminder texts. Consistent with other adherence standards, an affirmative text response rate of ≥80% was considered high adherence [23]. Clinical data, including HCV treatment regimen and duration and lab results, were extracted from VA's national HCV dashboard based on data from VA corporate data warehouse. The goal of HCV treatment is to achieve cure or SVR, meaning there is an undetectable HCV lab result 12 weeks after completion of treatment.

Questionnaires (Recipients, Intervention, Implementation)

Patients at each clinic completed baseline and follow-up (after 8 to 12 weeks of using the aTS) questionnaires. The comparison clinics followed the same schedule, although without any use of texting. Patient questionnaires covered the topics of self-rated health status, adherence, illness perception, health engagement and activation, technology use, experiences with the aTS (usability, usefulness, working alliance), and demographics [24-29]. Provider questionnaires followed the same schedule and covered topics of technology experience, quality improvement culture, climate and readiness for implementation, satisfaction with current local HCV care processes, experiences with the aTS (usability and usefulness), and demographics [30-33]. Questionnaires were pretested for clarity, redundancy, and relevancy by two patients and two providers and two implementation scientists independent of the study team.

Semistructured Interviews (All Practical, Robust Implementation and Sustainability Model Domains)

Qualitative semistructured telephone interviews were conducted with patients and providers who used or were invited to use the aTS. Interviews were conducted in the follow-up period during September and October 2017. The interview guides were informed by PRISM domains and explored issues regarding barriers and facilitators to aTS uptake and use (intervention, implementation, and sustainability), usability and usefulness of the aTS (intervention), and how the aTS was experienced by patients and providers (recipients) in the course of treatment and daily practice (external environment). Interviews were conducted by members of the study team not involved in facilitation (BP, CG) and lasted about 30 minutes.

Due to the small number of participants who successfully used the aTS, it was decided that comparing texters, regardless of group (AI or UI), against nontexters was necessary. For effectiveness outcomes measures, we combined patients who were using the aTS regardless of whether they were in UI or AI clinics. These were referred to as texters. In contrast, nontexters were defined as patients who agreed to participate in the project but never completed the step of authenticating themselves with the aTS (at either UI or AI clinics), and thus never received any text messages, as well as patients from the two comparison clinics that did not implement the aTS (Figure 1). For each questionnaire or qualitative interview completed, patients received a $10 store gift card to compensate them for their time.

Figure 1. Flow diagram of clinics in the study and participants, identified as texters and nontexters.
Data Analysis

Descriptive and bivariate analyses of facilitation log data were conducted to compare facilitation dose between UI and AI groups. Descriptive and bivariate analyses were conducted on provider and patient questionnaires, text message frequencies, and clinical data to assess differences between implementation groups (UI and AI) in implementation outcomes. We then compared clinical effectiveness outcomes between texters and nontexters. We examined patient progression through the aTS initiation process by calculating the percentage retained from one step to the next by UI and AI group. Chi-square tests were used to assess differences between the two groups. All analyses were conducted in RStudio version 1.0.153 (The R Foundation), and statistical significance was defined as \( P < .05 \).

Qualitative interviews were audio recorded, transcribed verbatim, and analyzed using NVivo 11 (QSR International Pty Ltd) software. Thematic analysis of all qualitative data (interview transcripts, facilitator meeting notes, text messages) was conducted \[34\]. PRISM domains provided deductive a priori codes and other codes emerged through inductive coding. The triangulation of quantitative and qualitative data served as the final step of analysis.

Results

Findings are arranged by relevant PRISM domain (intervention characteristics, recipients via both patient and organizational perspectives, external environment, and implementation and sustainability infrastructure).

Recipient Perspectives and Organizational Characteristics

Of the nine HCV clinics, seven were in the northeastern United States (including the two comparison clinics), and two were in the western United States (one each AI and UI). In total, fifteen providers across the intervention clinics (seven in UI and eight in AI) were trained to use the aTS and completed a baseline demographic questionnaire. Ten of these providers eventually enrolled patients and completed a follow-up questionnaire (five providers were unable to enroll any patients). At baseline, clinic and provider characteristics were balanced on age, sex, and technology experience (data not shown) across AI, UI, and comparison clinics. Provider surveys indicated there were no differences between clinics in the two implementation arms on readiness to implement the aTS, including on measures of perceived evidence strength for texting, organizational context, and implementation climate (data not shown). These surveys indicated there were, however, differences in satisfaction with clinic HCV treatment practices: 100% (7/7) of UI compared with 50% (4/8) of AI providers were satisfied with their local HCV treatment processes (\( P = .04 \)).

External Environment

Providers were generally eager to support HCV treatment with the aTS because improving HCV treatment was a national and local VA priority. One provider mentioned that their clinic had already been considering creating a texting reminder system:

\[ \text{We’re actually really excited to use it [the aTS] with our patients. This is something that we had talked about doing or developing something like this to see what the impact could be on improving adherence to appointments, adherence to medications for patients.} \]

Another provider lamented:

\[ I wish this [the aTS] could have come earlier. \]

Implementation Facilitation Processes

Figure 2 summarizes email, phone, and in-person facilitation events (n=293) across the seven intervention clinics. Facilitation effort was relatively modest, initially, as new clinics were adopting and learning the aTS, rising to the busiest period in months 4 to 7 and tapering off in months 8 to 10. AI clinics had an average of 39 facilitation events compared with 45 for UI clinics (\( P = .17 \)), or about weekly contact. Only 10% of providers reported (via postimplementation survey) that they could have implemented the aTS without facilitation. The association between facilitation dose and provider-initiated aTS recruitment was positive and linear, although not statistically significant (\( r = .71, P = .07 \)).

Providers across implementation arms had largely positive feedback about the facilitation received to support aTS implementation. One provider explained the value of an accessible facilitator:

\[ \ldots \text{whenever you’re using new technology and new approaches with the technology component, it’s just good to have somebody that you can, who’s very responsive...and can find out the answer for you in a timely fashion.} \]

In the case of AI clinics, providers highlighted the value of the in-person site visit because “when [the facilitator] came it kind of clinched it,” suggesting the one-on-one visit helped providers to make the decision to use the aTS and provided an important opportunity to ask clarifying questions and cement more of the technical and logistical aspects of implementation. AI clinic providers had mixed impressions of the toolkit. Providers felt it provided needed information and was easy to understand; however, some felt it was too long and overly dense. Several suggested that an abridged quick start guide would have been more useful.
Implementation Outcomes

Implementation outcomes, UI versus AI, are depicted in the retention diagram in Figure 3, which shows the percentage of patients approached to participate in the aTS who progressed from one step to the next. Across the seven aTS intervention clinics, a total of 625 patients started HCV treatment during the implementation period. Providers comparably offered the aTS to 33% (92/278) of patients at UI sites and 30% (105/347) of patients at AI sites who were starting HCV treatment ($P=.45$).

Notably, UI sites did better in the registration and authentication steps, and AI sites did better in reaching the final step of aTS message interaction. By implementation group there was a significant difference in patient registration (42/278, 15%, UI vs 29/347, 8%, AI; $P=.01$) and a borderline significant difference in patient authentication (26/278, 9%, UI vs 24/347, 7%, AI; $P=.06$). However, compared to UI site patients, a greater percentage of AI site patients who authenticated their phone numbers went on to actively respond to HCV messages (11/278, 4%, UI vs 21/347, 6%, AI; $P<.001$). Of 35 patients (14 UI vs 21 AI) receiving medication reminder text messages, 91% (32/35) replied to at least one medication reminder. The mean medication reminder response rate was 78% (SD 26%; median 89%), with no difference between groups (77% UI vs 79% AI; $P=.87$).

Qualitative interviews with providers indicated that they were often choosing to offer the aTS to younger and clinically less complex candidate patients who they perceived to be more technologically savvy and thus more likely to agree to use the system. In correlation analysis, the number of patients to whom the aTS was offered was inversely associated with providers’ baseline satisfaction with HCV care process ($r=-0.65, P=.06$) and their length of time working in the VA health care system ($r=-0.78, P=.01$). Nevertheless, all providers were surprised that a high percentage of patients declined the aTS offer:

*I thought a lot of people are going to be able to participate, but I guess when we started offering them [the text messages] some patients don’t, I guess they’re not used to it, so they, most of the patients that I offer to decline to participate.*

Patient reasons for declining the aTS fell into four categories: general disinterest (48%), texting apprehension, including cost concerns (30%), beliefs of already being good at medication adherence (12%), or beliefs that texting would duplicate other self-management approaches (10%).
Patient Characteristics

There were few demographic differences between texters and nontexters (Table 1), although texters were more likely to be black (13/15, 87%, vs 6/15, 40%; \(P=0.02\)) and less likely to have a self-reported mental health or substance use disorder (9/15, 60%, vs 14/15, 93%; \(P=0.03\)).

Clinical Effectiveness Outcomes

On the follow-up survey (Table 2), more texters versus nontexters reported excellent health (4/15, 27%, vs 0/15, 0%; \(P=0.01\)) and greater ability to prevent or reduce problems associated with their health (9/15, 60%, vs 2/15, 13%; \(P=0.03\)). A greater proportion of texters compared with nontexters had overall less negative HCV illness perception and reported fewer concerns about failing HCV treatment (13/15, 87%, vs 8/15, 53%, respectively; \(P=0.05\)). Texters reported better or about equal HCV treatment adherence than nontexters, including having higher perceptions of their own HCV adherence than did nontexters (11/15, 73%, reporting excellent adherence vs 6/15, 40%; \(P=0.06\)). For patients for whom lab results were available, 96% (27/28) of texters had achieved SVR compared with 94% (153/163) of nontexters (\(P>0.99\), reflecting the high cure rates possible with current HCV treatments and our small sample size.)
Table 1. Patient characteristics by automated test messaging system use at follow-up (n=30).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Nontexters(^a) (n=15)</th>
<th>Texters(^b) (n=15)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>62 (11)</td>
<td>62 (5)</td>
<td>.56</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>14 (94)</td>
<td>14 (94)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American or black</td>
<td>6 (40)</td>
<td>13 (87)</td>
<td>—</td>
</tr>
<tr>
<td>White</td>
<td>8 (53)</td>
<td>2 (13)</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Hispanic/Latino, n (%)</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>Single/never married</td>
<td>5 (33)</td>
<td>4 (27)</td>
<td>—</td>
</tr>
<tr>
<td>Married/in a relationship</td>
<td>2 (13)</td>
<td>2 (13)</td>
<td>—</td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>7 (47)</td>
<td>7 (47)</td>
<td>—</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (7)</td>
<td>2 (13)</td>
<td>—</td>
</tr>
<tr>
<td>Employment, currently working, n (%)</td>
<td>2 (13)</td>
<td>3 (20)</td>
<td>.38</td>
</tr>
<tr>
<td><strong>Income, n (%)</strong></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>&gt;$10,000</td>
<td>5 (33)</td>
<td>2 (13)</td>
<td>—</td>
</tr>
<tr>
<td>$10,000 to $20,000</td>
<td>5 (33)</td>
<td>4 (27)</td>
<td>—</td>
</tr>
<tr>
<td>$20,000 to $40,000</td>
<td>4 (27)</td>
<td>4 (27)</td>
<td>—</td>
</tr>
<tr>
<td>&lt;$40,000</td>
<td>1 (7)</td>
<td>5 (33)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>High school or less</td>
<td>9 (60)</td>
<td>5 (33)</td>
<td>—</td>
</tr>
<tr>
<td>Some college or more</td>
<td>6 (40)</td>
<td>10 (67)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Housing, n (%)</strong></td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Own apartment or house</td>
<td>7 (47)</td>
<td>11 (73)</td>
<td>—</td>
</tr>
<tr>
<td>Hospital, domiciliary, shelter, street, drug treatment center</td>
<td>6 (40)</td>
<td>1 (7)</td>
<td>—</td>
</tr>
<tr>
<td>With friend or relative</td>
<td>2 (13)</td>
<td>3 (20)</td>
<td>—</td>
</tr>
<tr>
<td>Self-reported mental health or substance use disorder, n (%)</td>
<td>14 (93)</td>
<td>9 (60)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Social/emotional support</strong></td>
<td></td>
<td></td>
<td>.61</td>
</tr>
<tr>
<td>Always/usually</td>
<td>3 (20)</td>
<td>8 (53)</td>
<td>—</td>
</tr>
<tr>
<td>Sometime/rarely</td>
<td>12 (80)</td>
<td>7 (47)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Texting history, n (%)</strong></td>
<td></td>
<td></td>
<td>.83</td>
</tr>
<tr>
<td>Unlimited texting plan</td>
<td>10 (67)</td>
<td>11 (73)</td>
<td>—</td>
</tr>
<tr>
<td>Daily texting</td>
<td>8 (53)</td>
<td>12 (80)</td>
<td>.27</td>
</tr>
</tbody>
</table>

\(^a\)Nontexters: patients who never received any text messages (could be from usual or augmented implementation clinics or comparison clinics).

\(^b\)Texters: patients who used the automated texting system regardless of whether they were in usual or augmented implementation clinics.
Table 2. Patient self-reported outcomes by texting group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Nontexters(^a) (n=15)</th>
<th>Texters(^b) (n=15)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In general, how would you rate your health (excellent)?, n (%)</td>
<td>0 (0)</td>
<td>4 (27)</td>
<td>.01</td>
</tr>
<tr>
<td>For how many days during the past 30 days..., n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>was your physical health not good?</td>
<td>10</td>
<td>5</td>
<td>.08</td>
</tr>
<tr>
<td>was your mental health not good?</td>
<td>13</td>
<td>8</td>
<td>.23</td>
</tr>
<tr>
<td>did poor physical or mental health keep you from doing your usual activities?</td>
<td>10</td>
<td>5</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Patient activation (strongly agree), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am responsible for taking care of my health.</td>
<td>10 (67)</td>
<td>12 (80)</td>
<td>.61</td>
</tr>
<tr>
<td>I am able to prevent or reduce problems associated with my health.</td>
<td>2 (13)</td>
<td>9 (60)</td>
<td>.03</td>
</tr>
<tr>
<td>I can follow through on recommended medical treatment.</td>
<td>5 (33)</td>
<td>10 (67)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Illness perception (strongly disagree), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feeling angry, scared and/or depressed when I think about living with HCV.</td>
<td>4 (27)</td>
<td>7 (47)</td>
<td>.32</td>
</tr>
<tr>
<td>Feeling that HCV controls my life.</td>
<td>5 (33)</td>
<td>8 (53)</td>
<td>.58</td>
</tr>
<tr>
<td>Feeling overwhelmed by the demands of living with HCV.</td>
<td>5 (33)</td>
<td>9 (60)</td>
<td>.21</td>
</tr>
<tr>
<td>Not feeling motivated to go through HCV treatment.</td>
<td>7 (47)</td>
<td>10 (67)</td>
<td>.51</td>
</tr>
<tr>
<td>Feeling that I am failing with my HCV treatment.</td>
<td>8 (53)</td>
<td>13 (87)</td>
<td>.05</td>
</tr>
<tr>
<td><strong>HCV treatment behavior (strongly disagree), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I forget to take my HCV medicine(s).</td>
<td>11 (73)</td>
<td>12 (80)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>I decide not to take my HCV medicine(s).</td>
<td>11 (73)</td>
<td>14 (93)</td>
<td>.26</td>
</tr>
<tr>
<td>I forget to get my HCV prescription(s) filled.</td>
<td>12 (80)</td>
<td>11 (73)</td>
<td>.52</td>
</tr>
<tr>
<td>I tend to forget to get my HCV lab and blood work done.</td>
<td>7 (47)</td>
<td>13 (87)</td>
<td>.07</td>
</tr>
<tr>
<td>I run out of my HCV medicine(s).</td>
<td>11 (73)</td>
<td>12 (80)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>I tend to miss my doctors’ appointments, n (%)</td>
<td>5 (33)</td>
<td>11 (73)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Self-report HCV medication adherence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage of HCV medication taken correctly in last 4 weeks, mean (SD)</td>
<td>95 (13)</td>
<td>99 (2)</td>
<td>.20</td>
</tr>
<tr>
<td>Ability to take HCV medication as prescribed (excellent), n (%)</td>
<td>6 (40)</td>
<td>11 (73)</td>
<td>.06</td>
</tr>
</tbody>
</table>

\(^a\)Nontexters: patients who never received any text messages (could be from usual or augmented implementation clinics or comparison clinics).

\(^b\)Texters: patients who used the automated texting system regardless of whether they were in usual or augmented implementation clinics.

\(^c\)HCV: hepatitis C virus.

**Intervention Usability, Workflow, and Value**

Usefulness and usability of the aTS was assessed with patients and providers. Among those patients using the aTS (texters), 15 completed a follow-up survey and 13 also participated in a semistructured interview. Another 15 patients who did not use the aTS (nontexters) completed a follow-up survey. Among patients, there were no differences by implementation arm (AI vs UI) on patient measures of usability, usefulness, and degree of working alliance with the aTS (data not shown). Texters reported mostly positive sentiments about interacting with the aTS, saying it was easy, simple, and “not rocket science.” Still, some patients struggled with the aTS authentication syntax (“Start”) due to capitalization and punctuation errors (eg, “START” and “start.”). Most (12/15, 80%) preferred text reminders to appointment reminders delivered by mail or phone. About half (8/15, 53%) reported the cost of text messaging could be a barrier to use, although at least 73% (11/15) had an unlimited texting plan. In patients’ opinions, the aTS had benefits in helping stay engaged in care, stay connected to their health care team, and assisting with HCV medication adherence (all 100% positive endorsements). As one patient recognized: “I wouldn’t have been as efficient or effective without some assistance” and it “[gave] me encouragement for doing what I was supposed to.” Most patients (13/15, 87%) were on multiple medications and viewed the aTS as supporting their overall medication-taking routine: “I use [the aTS] for other medications as well...I just group them all in together.” Providers corroborated patient feedback by observing that the aTS “helps relieve a lot of [patient] anxiety about missing a med.”

Provider perspectives on usefulness and usability were captured via follow-up questionnaires and semistructured interviews. Most providers (7/10, 70%) logged into the aTS at least weekly.
to either assign a protocol to a patient or monitor messages in the aTS dashboard. Some providers tailored protocols according to patient preferences, while other providers opted to retain default protocol settings to streamline the enrollment process. Some indicated that the message history data could be made more usable.

Even with training and ongoing support, providers had startup difficulties with the aTS:

> I mean it took me a little while to familiarize myself because the training versus actually doing it yourself, you know, there’s a learning curve...

Half of providers (5/10, 50%) felt that enrolling patients was difficult, and half also felt the aTS did not easily integrate into clinical workflow. One third (3/10, 30%) said using the aTS added a lot of work to their day. Providers described the aTS as a little bulky, a little cumbersome, and labor intensive.

To enhance uptake of the aTS, providers recommended the system become more streamlined and more intuitive, particularly at the stage of registering patients. Providers also suggested integrating the aTS with other VA technologies, including registration kiosks, the electronic medical record, and patient portal (MyHealtheVet).

Although providers saw the aTS as a potential benefit to their practice, sometimes they could not accommodate the additional time to educate and enroll patients. A provider commented that they “underappreciated the coaching that the patients require at the time of enrolling.” There was a tendency for providers to view the enrollment process as not in their scope of work and as a task more suited for nurses or support staff, suggesting that there be, “someone [nonprovider] assigned to assist with Annie.”

Notwithstanding difficulties incorporating the aTS into established clinical practices, providers believed the aTS was welcomed by patients (7/10, 70%), could enable clinics to meet patient-centered care goals (9/10, 90%), and could lead to cost savings for the VA (6/10, 60%). Most providers intended to continue using the aTS for HCV (9/10, 90%) and would use it for other health conditions after study completion (8/10, 80%).

Discussion

Principal Findings

To our knowledge, this is the first randomized evaluation of implementation facilitation strategies intended to increase adoption of VA’s aTS. We found that patients and providers largely accepted and deemed the aTS appropriate, easy to use, and useful, albeit with substantial barriers to uptake and sustained use. Greater patient recruitment by providers was associated with more facilitation and lower baseline satisfaction with clinic HCV care processes. We found differences in implementation outcomes. For some of the stages of aTS implementation, patient engagement was higher in AI (vs UI). Overall, 1 out of 6 patients (16%) who were offered the aTS received aTS text messages. Texters, compared with nontexters, felt more connected to their care team, confident in their HCV medication taking, and more activated for self-management.

There were no differences, however, in clinical effectiveness outcomes between patients based on use of the aTS system (texters vs nontexters). Our results suggest that the aTS may not be easy to implement but has better chances of success if several PRISM domains are attended to at the adoption, implementation, and sustainability phases.

Augmented Implementation Facilitation

Within the implementation and sustainability infrastructure domain, a need for facilitated implementation was identified. Considerable effort was needed to assist all clinics with aTS adoption. Once implementation began, the aTS called for episodic technical assistance rather than high-intensity, sustained facilitation [35]. More facilitator-provider interaction appeared to be related to higher aTS recruitment, as others have demonstrated [36]. We also found that facilitation may have replaced the need for a toolkit in this study because the facilitator was highly accessible to providers. There is mounting evidence that toolkits and manuals tend to be underused when other implementation strategies are available [37,38]. This may be due to toolkit development being unstandardized and thus highly variable. For this reason, Hempel and colleagues [39] recently provided recommendations for the content, development, and evaluation of quality improvement toolkits. Of the implementation facilitation meta-strategies in this study, it appeared site visits had a strong influence on implementation, suggesting that the interpersonal component of a facilitator-provider dyad is paramount to successful implementation.

Our results also indicate that despite differences in planned facilitation approaches, there were no differences in the dose of facilitation delivered, suggesting facilitation efficiency is enhanced when it is delivered in person or is channeled through a champion (as with augmented implementation sites) [40]. Our findings are consistent with current literature that facilitator effort tapers once clinics have commenced implementation [37,41]. Facilitation, in many ways, is not formulaic and is inherently dependent on local context and need. Notably, in our work, a common implementation strategy was not included—there was no explicit benchmarking or audit and feedback component to the facilitation efforts. More guidelines on how to gauge specific facilitation need (ie, activities, dose, intensity, timing of start, and removal) are necessary, as are ways to track, evaluate, and replicate with fidelity.

Assessing Readiness to Implement

Taking an organizational perspective to understand both the intervention and its recipients illuminates several important factors that can influence aTS uptake. Organizational readiness between clinics differed in only one area: satisfaction with local HCV care practices. Providers who wereunsatisfied with their HCV care practices may have perceived their clinics as needing improvement and thus were more likely to embrace the aTS. As such, some clinics were primed for the introduction of a new practice, despite no mandate or clinical practice guideline motivation. Once providers began implementing, however, several believed the aTS did not integrate well into their workflow and was a more fitting task for nonclinicians. Insights from organizational readiness assessments tend to be underused but may help understand facilitation mechanisms of action,
which likewise remain poorly understood and often unmeasured [42].

We also found variation in the assumptions made by providers regarding patient candidacy for aTS recruitment. UI clinics registered and enrolled more patients; however, AI clinic patients authenticated their phone numbers at higher rates thus triggering the text messages to start. Providers at AI clinics may have been targeting patients more selectively, thus making their recruitment more efficient. While potentially successful at their AI clinics, in general, providers should be wary of the validity of their selection heuristics, which studies indicate are often unreliable [43]. It may be more appropriate to offer the aTS universally to patients rather than selectively recruiting those deemed more apt to agree, thereby reducing proficient user bias. Future studies could explore alternative methods for introducing the aTS and consenting and registering patients, such as through patient opt-out and self-enrollment approaches. Since study completion, adjustments to the aTS registration procedure now allow for support staff to register patients in the aTS portal on behalf of a consenting clinician.

Patient Behavior Change

There were several facilitating patient perspective elements within the intervention and recipients domains important to aTS use and sustainability. There was near universal positive feedback from patients about the ease of use and benefits of the aTS, however there were notable drop-offs in engagement during phone number authentication due to syntax errors and possible changes in willingness to use. After interacting with the aTS, texters compared with nontexters reported feeling more activated for self-management and adherence to medication and improved health status, but no significant differences in clinical outcomes were detected. As the transtheoretical model posits and as the aTS begins to show, attitudinal changes precede behavior change and may produce meaningful behavior change [44]. Because polypharmacy among veterans is common, additional work is required to understand the types of patients most likely to benefit from texting interventions [45-47]. There may be other important patient moderating variables, such as age and rurality, that determine whether individuals choose to adopt the aTS [48]. While communication preferences are shifting in favor of texting and other virtual modalities, slower-than-anticipated uptake of technology tools for health care is common [49]. Nonetheless, texting differs from other health technologies in that it reaches patients where they are, at any time, and can accept responses whenever patients are ready to offer them. In depth qualitative work is needed to understand barriers to implementation and sustained use of the aTS and how to redesign the enrollment and engagement process.

Strengths and Limitations

This was the first study of VA’s aTS. Strengths of this study are that PRISM was used to guide the evaluation, it was a randomized design, and we simultaneously studied implementation and effectiveness outcomes using mixed methods. We believe this study makes an important contribution to advancing the implementation science of texting interventions.

Our study has several potential limitations. First, our study was conducted within the VA and for the treatment of HCV; therefore, not all settings or health behaviors were represented, which limits our generalizability. Second, we selected clinics that expressed interest in using the aTS, raising the potential for selection bias. Third, the sicker, more socially and psychologically vulnerable patients may not have been invited by providers to participate in the aTS because of concerns that it could be confusing or costly for them. This selection bias may explain some of the apparent beneficial findings for texters. Also, feedback on the aTS may have been subject to social desirability bias. We did not adjust for multiple comparisons due to the explanatory nature of the study.

Conclusions

Increasingly, health care systems are using technology to meet patient expectations for electronic transactions, information exchange, and on-demand access to providers. This was the first study to examine the implementation and effectiveness of an automated text messaging system in the VA generally and for HCV treatment specifically. Despite positive perceptions of the aTS, patient enrollment was challenging; however, augmented facilitation resulted in greater sustained engagement of patients once they enrolled. Importantly, among patients who used the aTS (the texters) there was an indication of improved illness perception, health engagement, and patient activation. Our results suggest that the aTS can serve as an adjunct tool to usual HCV care, provided it is appropriately integrated into clinical workflow. Our study has implications for health care systems making efforts to engage patients beyond episodic in-person visits through patient-facing technologies. Findings suggest that a large pool of potential texting adopters have yet to realize benefits from this technology. While novel technologies such as the aTS have considerable potential, they also present distinct behavioral, social, and technical challenges for implementation and scale-up.
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Abstract

Background: Current clinical assessments of people with multiple sclerosis are episodic and may miss critical features of functional fluctuations between visits.

Objective: The goal of the research was to assess the feasibility of remote active testing and passive monitoring using smartphones and smartwatch technology in people with multiple sclerosis with respect to adherence and satisfaction with the FLOODLIGHT test battery.

Methods: People with multiple sclerosis (aged 20 to 57 years; Expanded Disability Status Scale 0-5.5; n=76) and healthy controls (n=25) performed the FLOODLIGHT test battery, comprising active tests (daily, weekly, every two weeks, or on demand) and passive monitoring (sensor-based gait and mobility) for 24 weeks using a smartphone and smartwatch. The primary analysis assessed adherence (proportion of weeks with at least 3 days of completed testing and 4 hours per day passive monitoring) and questionnaire-based satisfaction. In-clinic assessments (clinical and magnetic resonance imaging) were performed.

Results: People with multiple sclerosis showed 70% (16.68/24 weeks) adherence to active tests and 79% (18.89/24 weeks) to passive monitoring; satisfaction score was on average 73.7 out of 100. Neither adherence nor satisfaction was associated with specific population characteristics. Test-battery assessments had an at least acceptable impact on daily activities in over 80% (61/72) of people with multiple sclerosis.
Conclusions: People with multiple sclerosis were engaged and satisfied with the FLOODLIGHT test battery. FLOODLIGHT sensor-based measures may enable continuous assessment of multiple sclerosis disease in clinical trials and real-world settings.

Trial Registration: ClinicalTrials.gov: NCT02952911; https://clinicaltrials.gov/ct2/show/NCT02952911

(keywords) multiple sclerosis; patient adherence; patient satisfaction; smartphone; wearable electronic devices; mobile phone

Introduction

Disease progression throughout the clinical course of multiple sclerosis (MS) is measured using clinician-reported outcomes, most commonly the Expanded Disability Status Scale (EDSS) [1], magnetic resonance imaging (MRI), and patient-reported outcomes (PROs). Conventional assessment of the clinical course of MS relies on relapse-associated and periodic in-clinic visits. However, the current intermittently conducted clinic-based outcome measures in MS have limitations in studying the insidiously subtle progression in MS and may fail to comprehensively capture transient symptomatic and performance fluctuations that affect people with multiple sclerosis.

The ability of consumer wearable technology to measure functional impairment associated with various neurological disease symptoms through smartphone-based assessments is an important area of research [2-5]. Smartphones as vehicles for sensor-based technologies offer the potential for enhanced active and passive real-time data capture that may fundamentally shift traditional paradigms of clinical monitoring [6-9]. A recent large-scale study demonstrated that more than 95% of people with multiple sclerosis have access to a mobile device and most use it routinely [10]. Recently published studies have described the use of technologies in developing tools to assess people with multiple sclerosis [7,9,11-13]. In a recent study, it was reported that both healthy participants and people with multiple sclerosis were capable of completing daily tasks on a smartphone for 1 year [7]. Collection of data on a variety of cognitive and motor tests via the smartphone may represent a feasible way to gather sensor-based measures may enable continuous assessment of multiple sclerosis disease in clinical trials and real-world settings.

Methods

Trial Design and Participants

After providing written informed consent, people with multiple sclerosis and HCs, preferentially partners or cohabitants, were evaluated for eligibility for enrollment in the FLOODLIGHT study. Eligibility criteria for people with multiple sclerosis included the ability to comply with the study protocol, age 18 to 55 years, diagnosis of MS (2010 revised McDonald criteria, treated or untreated) [14], EDSS score 0 to 5.5 (inclusive), and weight from 99 to 243 lbs (45 to 110 kg). An EDSS score of 5.5 as a maximum limit was meant to ensure any patient with relapsing or progressive MS would not have any significant difficulty in participating in the proposed testing as per study protocol. Further details on eligibility criteria are provided in Multimedia Appendix 1.

This study was conducted at two sites in two countries with a total of 76 people with multiple sclerosis and 25 HCs; 60 people with multiple sclerosis and 20 HCs were recruited from the Multiple Sclerosis Centre of Catalonia, Vall d’Hebron University Hospital, Barcelona, Spain, and 16 people with multiple sclerosis and 5 HCs were recruited from the University of California, San Francisco, California.

The protocol, informed consent forms, any information given to the participants, and relevant supporting information were reviewed and approved by the institutional review board/ethics committee before the study was initiated. Confidentiality was maintained by assigning each participant enrolled in the study a unique identification number.

Study Design

The FLOODLIGHT study combines continuous sensor data capture with smartphones and smartwatches and standard clinical outcome measures. Eligible people with multiple sclerosis and HCs were enrolled in the study and assessed clinically at the enrollment visit, week 12, and termination visit (week 24). In addition, participants were asked to perform a set of daily active tests and contribute sensor data via passive capture with smartphones and smartwatches and standard clinical outcome measures. Eligible people with multiple sclerosis and HCs were enrolled in the study and assessed clinically at the enrollment visit, week 12, and termination visit (week 24). In addition, participants were asked to perform a set of daily active tests and contribute sensor data via passive
monitoring with smartphone and smartwatches over a period of 24 weeks (Figure 1).

**Figure 1.** FLOODLIGHT study design. PRO: patient-reported outcome. “a” indicates that active tests were administered weekly or every two weeks (see next figure for schedule). “b” indicates that brain magnetic resonance imaging was performed in people with multiple sclerosis.

<table>
<thead>
<tr>
<th>Assessment</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active test</td>
<td>Daily^a</td>
</tr>
<tr>
<td>Passive monitoring</td>
<td>Daily</td>
</tr>
<tr>
<td>In-clinic active test</td>
<td>At clinic visit</td>
</tr>
<tr>
<td>McMetriz^b</td>
<td>At first and last clinic visit</td>
</tr>
<tr>
<td>Clinical/PRO rating scales</td>
<td>At clinic visit</td>
</tr>
</tbody>
</table>

### In-Clinic Assessments

At each scheduled in-clinic visit (enrollment, week 12, and week 24), the following reference clinical tests were performed for all participants: 9-Hole Peg Test (9HPT), oral version of Symbol Digit Modalities Test (SDMT) [15-17], Timed 25-Foot Walk (T25FW) test, Berg Balance Scale (BBS) [18], Fatigue Scale for Motor and Cognitive Functions (FSMC) [19], and Patient Health Questionnaire–9 (PHQ-9) [20]. For people with multiple sclerosis only, disability was measured by EDSS [1], Patient Determined Disease Steps (PDDS) [21], and Multiple Sclerosis Impact Scale–29 (MSIS-29; version 2) [22-24]. While performing some of the in-clinic tests, people with multiple sclerosis and HCs were asked to carry or wear the smartphone and smartwatch to collect sensor data alongside the in-clinic measures. On the scheduled in-clinic visits, the smartphone and smartwatch FLOODLIGHT active tests were performed under investigator supervision. The satisfaction questionnaire (Multimedia Appendix 2) assessed people with multiple sclerosis’ and HCs’ experience regarding smartphone and smartwatch use and its impact on their daily activities at the week 12 visit and at the study termination/early discontinuation visit. Brain MRI was performed in people with multiple sclerosis at the enrollment visit and at week 24.

### Smartphone and Smartwatch Testing

At the enrollment visit, people with multiple sclerosis and HCs were provided with the FLOODLIGHT solution that included a smartphone and smartwatch preconfigured so participants could only run the FLOODLIGHT software. A belt bag was also provided for participants to carry their smartphone in an anterior medial position. The smartphone and smartwatch pair contained preinstalled apps that prompted the user to perform various assessments, referred to as active tests. The apps also passively recorded sensor data, referred to as passive monitoring. At the enrollment visit, participants received training on the use of the smartphone and smartwatch and were provided with supporting content to help them complete the tests successfully. Participants were instructed to complete the active tests at approximately the same time each day and carry the smartphone and smartwatch throughout the day, recharging the devices overnight. Data transfer from the smartphone and smartwatch is described in Multimedia Appendix 1.

### FLOODLIGHT Active Tests

People with multiple sclerosis and HCs were asked to perform various active tests (daily, weekly, every two weeks, or on demand) via the smartphone (Figure 2 and Table 1). These novel active tests were developed to be self-administered by people with multiple sclerosis to capture MS symptoms. A range of clinical and sensor-based assessments were chosen to capture the most prominent symptoms of MS from a broad spectrum of symptoms. People with multiple sclerosis and HCs were required to wear the smartwatch throughout the active tests.
**Figure 2.** FLOODLIGHT active tests and their schedule frequency. DMQ: Daily Mood Question; MSIS-29: Multiple Sclerosis Impact Scale–29; SBT: Static Balance Test; SDMT: Symbol Digit Modalities Test; ST: Symptom Tracker; 2MWT: Two-Minute Walk Test; 5UTT: 5 U-Turn Test.
Table 1. FLOODLIGHT active tests.

<table>
<thead>
<tr>
<th>Domain and test</th>
<th>Short description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Daily hand motor function tests</strong>a</td>
<td>Draw a Shape (DaS) Test: The aim of the DaS Test is to assess fine finger/manual dexterity while the participants are instructed to hold the mobile device in the untested hand and draw on the smartphone touchscreen six prewritten alternating shapes of increasing complexity (linear, rectangular, circular, sinusoidal, and spiral) with the second finger of the tested hand as fast and as accurately as possible within a maximum time (30 seconds for each of the two attempts per shape).</td>
</tr>
<tr>
<td>Pinching Test</td>
<td>The aim of the Pinching Test is to assess fine pinching/grasping dexterity while the participants are instructed to hold the mobile device in the untested hand and touch the screen with two fingers from the tested hand (thumb + second or thumb + third finger preferred) to squeeze/pinch as many round shapes (ie, tomatoes) as they can during 30 seconds.</td>
</tr>
<tr>
<td><strong>Daily gait tests</strong>b</td>
<td>Two-Minute Walk Test (2MWT): Participants are instructed to walk as fast and as long as they can for 2 minutes but walk safely. The 2MWT is a simple test that is required to be performed on an even ground in a place where participants have identified they could walk straight for as far as ≥200 meters without U-turns. Participants are allowed to wear regular footwear and an assistive device and/or orthotic as needed.</td>
</tr>
<tr>
<td>5 U-Turn Test (5UTT)</td>
<td>The aim of this test is to assess difficulties or unusual patterns in performing U-turns while walking on a short distance at comfortable pace. The 5UTT can be performed indoors or outdoors, on an even ground where participants are instructed to walk safely and perform five successive U-turns going back and forward between two points a few meters apart for 1 minute. Participants are allowed to wear regular footwear and an assistive device and/or orthotic as needed.</td>
</tr>
<tr>
<td>Static Balance Test (SBT)</td>
<td>Participants are asked to stand still unsupported for 30 seconds with relaxed arms straight alongside the body if possible.</td>
</tr>
<tr>
<td><strong>Weekly cognitive test</strong></td>
<td>Electronic version of the Symbol Digit Modalities Test (SDMT) [15-17]: The aim of SDMT testing is to detect impairment of key neurocognitive functions that underlie many substitution tasks.</td>
</tr>
<tr>
<td><strong>Patient-reported outcomes</strong> (PROs)</td>
<td>Daily Mood Question (DMQ): This test represents an assessment of participants’ perceived overall state by responding daily to the question “How do you feel now?” on a 5-item Likert scale, ranging from excellent to horrible.</td>
</tr>
<tr>
<td></td>
<td>Electronic version of the Multiple Sclerosis Impact Scale—29, version 2 (MSIS-29) [22-24]: This questionnaire measures the physical and psychological impact of multiple sclerosis.</td>
</tr>
<tr>
<td></td>
<td>Multiple Sclerosis Symptom Tracker (MSST): patients are asked if they experienced new or significantly worsening symptoms during the last 2 weeks. If yes, onset of the symptoms and the patients’ perception to whether they think they experienced a relapse (yes, no, or unsure) are recorded.</td>
</tr>
<tr>
<td></td>
<td><strong>Tests alternatingly performed with right and left hand; users are instructed on daily alternation.</strong></td>
</tr>
<tr>
<td></td>
<td><strong>Recommended position of smartphone in an anterior medial position in the belt bag.</strong></td>
</tr>
</tbody>
</table>

**FLOODLIGHT Passive Monitoring**

Passive monitoring collected metrics on gait and mobility throughout the day in a continuous and unobtrusive manner. Participants were instructed to carry their smartphone preferably in an anterior medial position in a belt bag or, alternatively, in their pocket and wear the smartwatch all day as they went about their daily routine until the devices ran out of charge.

**Statistical Analyses**

The analyses of the primary objectives of this study were descriptive. Statistical tests were exploratory and conducted at the two-sided 5% significance level without adjustment for multiple comparisons. The analyses were based on all enrolled patients (full analysis set [FAS]). Patients who prematurely withdrew from the study for any reason were still included in the FAS. Supportive analyses of selected variables were carried out in the per-protocol population, which included people with multiple sclerosis who completed at least 1 week in the study and did not discontinue due to an adverse event or a reason unrelated to the use of the FLOODLIGHT solution (Multimedia Appendix 3).

Adherence was evaluated for the following tests and test groups: all FLOODLIGHT active tests, Two-Minute Walk Test (2MWT), all active tests except 2MWT, smartphone use, smartwatch use, and for the per-protocol population.

Adherence to active tests was measured as the proportion of study weeks with at least 3 days of completed testing (study co-primary endpoint). Adherence to sensor-based passive
monitoring was measured as the proportion of study weeks with at least 3 days of passive monitoring for at least 4 hours per day while the devices were worn by the participant [25] (study co-primary endpoint). Descriptive statistics of calculated adherence were reported for all active tests, all active tests except 2MWT, 2MWT, smartphone use, and smartwatch use. Categorical and numeric variables with fewer than five values were tested for association with adherence using the Kruskal-Wallis test. The association between continuous variables was assessed using the Spearman rank correlation.

Participant complete abandoning of active testing and passive monitoring was also investigated in a time-to-event survival analysis based on the Kaplan-Meier method along the FLOODLIGHT study. The abandoning event was defined as the last week in which the participant was adherent according to the definitions above for active tests and passive monitoring. Active tests performed on days of in-clinic visits were not considered in the adherence calculation to focus the abandoning analysis on the remote use. Participants leaving the study before the terminal visit were considered as censored. The impact of different characteristics on adherence was assessed using Cox regression.

A satisfaction score was developed from the satisfaction questionnaire (Multimedia Appendix 2) that sums the individual answers to questions 1-7 and 10-12 rescaled to 0-100 from their original Likert scale. An interquestion correlation analysis was performed to ensure questions are equally correlated and can be combined. Descriptive statistics of satisfaction score and items are reported, along with covariate analyses of demographics and disease state. Analysis of the change in satisfaction score between week 12 and week 24 are reported using the Wilcoxon signed-rank test.

Patient baseline characteristics incorporated as covariates in the analysis of correlation with FLOODLIGHT adherence and satisfaction outcomes were age, gender, body mass index, time since first MS symptom onset, EDSS, T25FW time, 9HPT time, and the oral SDMT correct responses. A descriptive analysis of safety variables, including adverse events and serious adverse events, was carried out in the FAS.

**Results**

**Baseline Demographics and Characteristics**

Participants’ baseline demographics for the FAS are described in Table 2. There was an expected greater proportion of females among the people with multiple sclerosis compared with HCs. The majority (69/76, 91%) of people with multiple sclerosis had relapsing-remitting MS (RRMS), with a mild EDSS score (mean 2.4) and presumably “normal” hand/arm function based on an upper limit of normal range defined as the average 9HPT time for HCs plus two standard deviations [26] (Table 2).

Overall, 92% (70/76) of people with multiple sclerosis and 64% (16/25) of HCs who enrolled in the FLOODLIGHT study reached the week 24 visit. Reasons for discontinuation from the FLOODLIGHT study are described in Multimedia Appendix 3.
Table 2. Demographics and characteristics of people with multiple sclerosis and healthy controls (HCs) at baseline.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>People with multiple sclerosis (n=76)</th>
<th>HCs (n=25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.5 (7.9)</td>
<td>34.9 (9.3)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>53 (70)</td>
<td>7 (28)</td>
</tr>
<tr>
<td><strong>Multiple sclerosis (MS) diagnosis, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary progressive multiple sclerosis</td>
<td>3 (4)</td>
<td></td>
</tr>
<tr>
<td>Secondary progressive multiple sclerosis</td>
<td>4 (5)</td>
<td></td>
</tr>
<tr>
<td>Relapsing-remitting multiple sclerosis</td>
<td>69 (91)</td>
<td></td>
</tr>
<tr>
<td>Time since MS symptom onset (years), mean (SD)</td>
<td>11.3 (7.0)</td>
<td></td>
</tr>
<tr>
<td>Proportion of people with multiple sclerosis with ≥1 relapse in the past year, n (%)</td>
<td>18 (24)</td>
<td></td>
</tr>
<tr>
<td>Expanded Disability Status Scale, mean (SD)</td>
<td>2.4 (1.4)</td>
<td></td>
</tr>
<tr>
<td>Proportion of people with multiple sclerosis with ≥1 T1 Gd&lt;sup&gt;c&lt;/sup&gt;-enhancing lesion, n (%)</td>
<td>2 (3)&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Total FLAIR&lt;sup&gt;e&lt;/sup&gt; lesion volume (mL), mean (SD)</td>
<td>6.3 (7.5)&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td><strong>9-Hole Peg Test (seconds), mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dominant hand</td>
<td>22.1 (4.6)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>18.9 (2.1)</td>
</tr>
<tr>
<td>Nondominant hand</td>
<td>22.8 (4.9)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>19.5 (2.0)</td>
</tr>
<tr>
<td>Timed 25-Foot Walk (seconds), mean (SD)</td>
<td>6.0 (2.1)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5.0 (1.0)</td>
</tr>
<tr>
<td>Symbol Digit Modalities Test (correct responses), mean (SD)</td>
<td>53.8 (11.8)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>63.8 (10.0)</td>
</tr>
<tr>
<td>Berg Balance Scale, mean (SD)</td>
<td>52.5 (5.7)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>56.0 (0)&lt;sup&gt;j&lt;/sup&gt;</td>
</tr>
<tr>
<td>Patient Determined Disease Steps, mean (SD)</td>
<td>1.5 (1.6)</td>
<td></td>
</tr>
<tr>
<td>Fatigue Scale for Motor and Cognitive Functions (total score), mean (SD)</td>
<td>59.1 (22.7)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>25.5 (6.0)</td>
</tr>
<tr>
<td>Patient Health Questionnaire–9, mean (SD)</td>
<td>8.3 (6.1)&lt;sup&gt;k&lt;/sup&gt;</td>
<td>2.4 (2.9)&lt;sup&gt;j&lt;/sup&gt;</td>
</tr>
<tr>
<td>Participants with any previous medications, n (%)</td>
<td>46 (61)</td>
<td>6 (24)</td>
</tr>
<tr>
<td><strong>Previous disease-modifying treatment&lt;sup&gt;m&lt;/sup&gt;, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daclizumab (Zinbryta)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Glatiramer acetate (Copaxone)</td>
<td>12 (16)</td>
<td></td>
</tr>
<tr>
<td>Glatiramer acetate (Glatopa)</td>
<td>1 (1)</td>
<td></td>
</tr>
<tr>
<td>IFNβ-1a IM&lt;sup&gt;n&lt;/sup&gt; (Avonex)</td>
<td>4 (5)</td>
<td></td>
</tr>
<tr>
<td>IFN β-1a SCP&lt;sup&gt;n&lt;/sup&gt; (Rebif)</td>
<td>5 (7)</td>
<td></td>
</tr>
<tr>
<td>IFN β-1b SC (Betaseron/Betaferon)</td>
<td>6 (8)</td>
<td></td>
</tr>
<tr>
<td>IFN β-1b SC (Extavia)</td>
<td>1 (1)</td>
<td></td>
</tr>
<tr>
<td>Pegylated IFN β-1a (Plegridy)</td>
<td>2 (3)</td>
<td></td>
</tr>
<tr>
<td>Dimethyl fumarate (Tecfidera)</td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>Fingolimod (Gilenya)</td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>Teriflunomide (Aubagio)</td>
<td>3 (4)</td>
<td></td>
</tr>
<tr>
<td>Alemtuzumab (Lemtrada)</td>
<td>2 (3)</td>
<td></td>
</tr>
<tr>
<td>Mitoxantrone (Novantrone)</td>
<td>1 (1)</td>
<td></td>
</tr>
<tr>
<td>Natalizumab (Tysabri)</td>
<td>19 (25)</td>
<td></td>
</tr>
<tr>
<td>Other&lt;sup&gt;q&lt;/sup&gt;</td>
<td>5 (7)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Not applicable.  
<sup>b</sup>n=75.
Adherence

Over a period of 18 months (November 2016-April 2018), more than 6 terabytes of raw data were collected from 76 people with multiple sclerosis and 25 HCs. Participants performed 67,544 active tests, of which 9787 were the 2MWT, and recorded 200,171 hours of passive monitoring, of which 113,165 hours were captured with the smartwatch. Over 24 weeks, most participants performed 5 to 7 active tests per week, including the 2MWT (Figure 3). Adherence of people with multiple sclerosis to completing active tests and passive monitoring was good and remained stable over time after week 6 (Figures 4 and 5). Even in the last week of the 24-week study, participants completed all active tests on average 4 out of 7 days per week (Figure 4), and recorded at least 4 hours of data via passive monitoring on average 4 out of 7 days per week (Figure 5). The lowest average adherence over 24 weeks was observed for active tests including the 2MWT and the 2MWT only, with participants showing highest average adherence for passive monitoring (Figure 6). A total of 70% (16.68/24 weeks) of participants were adherent to all active tests, 75% (17.95/24 weeks) to all active tests except 2MWT, 71% (17.13/24 weeks) to 2MWT, 79% (18.89/24 weeks) to smartphone- or smartwatch-based passive monitoring, 66% (15.74/24 weeks) to smartphone-based passive monitoring, and 74% (17.69/24 weeks) to smartwatch-based passive monitoring.
Figure 4. Adherence of people with multiple sclerosis to active tests. 2MWT: Two-Minute Walk Test.

Figure 5. Adherence of people with multiple sclerosis to smartphone and smartwatch passive monitoring. Days with more than 4 hours of passive monitoring on a device are considered as adherent.
Figure 6. Adherence of people with multiple sclerosis to active tests and passive monitoring. The results of the time-to-event survival analysis based on the Kaplan–Meier method along the FLOODLIGHT study. The abandoning event was defined as the last week in which the participant was adherent according to the definitions for active tests and passive monitoring. Active tests performed on days of in-clinic visits were not considered in the adherence calculation, to focus the abandoning analysis on the remote use. Participants leaving the study before the terminal visit were considered as censored. 2MWT: Two-Minute Walk Test.

Correlation was explored between adherence measures and people with multiple sclerosis population characteristics. Only disease duration showed significant small negative correlation with measures of adherence (Spearman rank correlations; 2MWT adherence: $-0.42$, $P<.001$; smartphone passive monitoring adherence: $-0.29$, $P=.02$; all active tests except 2MWT adherence: $-0.37$, $P=.003$; and smartwatch passive monitoring adherence: $-0.27$, $P=.04$), indicating that disease severity and demographics did not appear to play a significant role in adherence.

Patient Satisfaction

The average overall satisfaction score among people with multiple sclerosis who completed the study at week 12 ($n=64$) was 74.1 out of a possible 100 and remained stable at week 24 (study termination/early discontinuation visit [$n=68$]) with 73.7 out of 100 (Wilcoxon signed-rank test $P=.71$). There was one significant association between overall satisfaction score and gender ($P=.04$). Individual questions from the satisfaction questionnaire (Multimedia Appendix 2) were analyzed for their association with people with multiple sclerosis population characteristics, described in Multimedia Appendix 1.

Implications for the use of the FLOODLIGHT test battery in people with multiple sclerosis were assessed from individual questions from the patient satisfaction questionnaire. When asked to rate the impact of the smartphone, smartwatch, and active tests on daily living, more than 80% (61/72) of people with multiple sclerosis perceived the FLOODLIGHT test battery to have at least acceptable impact on daily activities (Figure 7). Nearly 50% (32/71) of participants had no issue with any of the active tests, and only one-third would prefer to avoid the 2MWT, most likely due to increased burden from execution—for example, having to find a place to perform the test or not wanting to go outside in bad weather (Figure 8). Without providing any data feedback to the people with multiple sclerosis throughout the study, more than 60% (46/72) of participants would have liked to continue using FLOODLIGHT “to understand my MS better and improve my disease management” (Figure 9). Approximately 90% (65/72) of people with multiple sclerosis indicated their interest to see the results of the tests, which will be addressed in future Roche-sponsored studies using FLOODLIGHT (CONSONANCE [NCT03523858] and FLOODLIGHT Open [floodlightopen.com]; Figure 10). Analysis of patient responses to the satisfaction questionnaire is described in Multimedia Appendix 1.
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Figure 7. Implications of FLOODLIGHT in people with multiple sclerosis for “impact on daily activities” from the patient satisfaction questionnaire.

Figure 8. Implications of FLOODLIGHT in people with multiple sclerosis for “avoiding one component of FLOODLIGHT” from the patient satisfaction questionnaire. 2MWT: Two-Minute Walk Test.

Figure 9. Implications of FLOODLIGHT in people with multiple sclerosis for “desire to continue using the FLOODLIGHT app” from the patient satisfaction questionnaire.

Figure 10. Implications of FLOODLIGHT in people with multiple sclerosis for “prefer to see results immediately to monitor” from the patient satisfaction questionnaire.
Discussion

Principal Findings

This study demonstrates that the use of smartphones and smartwatches for remote daily active testing and continuous passive monitoring is feasible over 6 months and provides further support to earlier studies, which have shown that healthy participants and people with multiple sclerosis were capable of completing daily tasks on a smartphone [7]. This study provides further evidence for the use of digital technology, including smartphones, for data collection. Other studies in MS have used smartphone apps to (1) assess steps when walking on a treadmill [9]; (2) assess pain, fatigue, anxiety, and quality of life [13]; and (3) assess the feasibility of gathering passive and active performance data [7]. Together with the current analyses, these studies document the focus toward developing digital measures to continuously monitor and assess the MS disease.

In this protocol, the FLOODLIGHT solution collected metrics on cognition, mood, upper extremity function, and gait and posture by instructing participants to perform a set of daily active tests, which should take approximately 5 minutes in total to complete and capture activity data via passive monitoring over a period of 24 weeks. A previous study has shown that 51% of participants (22/38 of people with multiple sclerosis and 17/38 of healthy participants) completed 12 months of daily data collection, where participants were prompted to complete one assigned test [7]. In the context of the FLOODLIGHT study, we observed that overall adherence to active tests was 70% (16.68/24 weeks), which appears to be higher than the adherence of participants to 12 months of daily data collection (39/76, 51%) from Bove et al [7]. However, comparisons between the studies are limited, as the study design and burden of testing are different—for example, the app from Bove et al contained 19 different tests, of which participants were prompted to complete one each day. As the FLOODLIGHT app was integrated into standalone devices in this study, deployment of the app on participants’ own mobile devices may increase adherence because it removes the need to carry a separate, dedicated device and decreases burden on the individual.

Limitations

As this study remains a pilot investigation designed to collect first experiences from continuous sensor data capture, the main limitation is the small sample size and short duration of follow-up. Future ongoing FLOODLIGHT studies (CONSONANCE and FLOODLIGHT Open) will collect longer term data on smartphone-based sensor data capture in a larger number of participants from a broader disability spectrum. Additionally, whether physical and cognitive limitations in people with secondary progressive MS (SPMS) and people with primary progressive MS (PPMS) differentially impacts adherence compared with people with relapsing MS (RMS) cannot be gleaned from the current data set due to the low numbers of advanced patients enrolled in the study; however, this important question warrants future research exploring remote monitoring in patients with more advanced MS. The importance of continuous monitoring in RMS should also not be overlooked, as the sensitivity of this novel approach aiming at detecting progression in a real-world setting may provide an earlier window into disease progression outside of the clinic.

Comparison With Prior Work

A recent study assessing the feasibility of the MS TeleCoach, a novel intervention offering telemonitoring of fatigue and telecoaching of physical activity in people with multiple sclerosis, showed that participants were highly engaged, with 76% (57/75) of participants completing the study, and 91% (21/23) of a subset of completers showing a median of quite satisfied in the patient satisfaction questionnaire [27]. During the 12-week study period, use of the MS TeleCoach improved fatigue levels in people with multiple sclerosis with moderate to severe fatigue, suggesting that implementation of digital technologies can enhance patient performance. Together with the data presented here, these results indicate that the use of consumer devices by people with multiple sclerosis for sensor data capture fulfills the prerequisites of people with multiple sclerosis satisfaction and acceptable adherence to daily active tests and passive monitoring for potential integration in long-term clinical trials and treatment monitoring. Regarding future studies, for example FLOODLIGHT Open, attempts will be made to improve participant adherence throughout the study by introducing controlled app variations, such as reminders, types of achievements, and fun metrics.

Conclusions

In summary, these analyses showed that people with multiple sclerosis are highly engaged with performing active tests and capturing continuous data via passive monitoring and are satisfied with the FLOODLIGHT test battery. Neither satisfaction nor adherence showed strong correlation with study population characteristics. More than 60% (46/72) of people with multiple sclerosis indicated their interest to continue to use FLOODLIGHT, and approximately 90% (65/72) wanted to see the results of their tests in real time as biofeedback, which was implemented in future studies using the FLOODLIGHT solution. These findings indicate that smartphone-based FLOODLIGHT outcomes may represent a promising avenue to enable a more accurate and continuous assessment of MS disease in clinical trials and real-world practice settings and may eventually also contribute to informing and guiding clinical research and clinical practice in the future.
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Abstract

Background: Multiple sclerosis (MS) is a chronic neurological disease occurring mostly in women of childbearing age. Pregnant women with MS are usually excluded from clinical trials; as users of the internet, however, they are actively engaged in threads and forums on social media. Social media provides the potential to explore real-world patient experiences and concerns about the use of medicinal products during pregnancy and breastfeeding.

Objective: This study aimed to analyze the content of posts concerning pregnancy and use of medicines in online forums; thus, the study aimed to gain a thorough understanding of patients’ experiences with MS medication.

Methods: Using the names of medicinal products as search terms, we collected posts from 21 publicly available pregnancy forums, which were accessed between March 2015 and March 2018. After the identification of relevant posts, we analyzed the content of each post using a content analysis technique and categorized the main topics that users discussed most frequently.

Results: We identified 6 main topics in 70 social media posts. These topics were as follows: (1) expressing personal experiences with MS medication use during the reproductive period (55/70, 80%), (2) seeking and sharing advice about the use of medicines (52/70, 74%), (3) progression of MS during and after pregnancy (35/70, 50%), (4) discussing concerns about MS medications during the reproductive period (35/70, 50%), (5) querying the possibility of breastfeeding while taking MS medications (30/70, 42%), and (6) commenting on communications with physicians (26/70, 37%).

Conclusions: Overall, many pregnant women or women considering pregnancy shared profound uncertainties and specific concerns about taking medicines during the reproductive period. There is a significant need to provide advice and guidance to MS patients concerning the use of medicines in pregnancy and postpartum as well as during breastfeeding. Advice must be tailored to the circumstances of each patient and, of course, to the individual medicine. Information must be provided by a trusted source with relevant expertise and made publicly available.

(J Med Internet Res 2019;21(8):e13003) doi:10.2196/13003
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Introduction

Background

Multiple sclerosis (MS) is a chronic disease of the central nervous system [1]. It is more prevalent in females than males, with a ratio of approximately 3:1 [2]. Female MS patients are predominantly of childbearing potential with the average age of disease onset being 29.2 years [1]. The prevalence of MS is more common further from the equator; this maybe because of vitamin D deficiency rather than only genetics [3]. Pregnancy is not contraindicated in MS but remains a concern among female patients for a variety of reasons [2]. Pregnancy appears to have a protective effect in MS such that pregnant women suffer a reduced number of MS relapses, especially during the third trimester (reduction of around 70%). Thereafter, relapse rates tend to increase in the first 3 months postpartum [4,5]. However, this protective effect of pregnancy and the risk of postpartum relapse are both related to each patient’s MS history and current disease activity [6].

Pregnant women are usually excluded from clinical trials because of ethical issues [7]; thus, safety information about human drug exposure during pregnancy is very limited at the time a marketing authorization is granted [8]. Pregnancy registries have been developed to address this gap in the safety profile of newly authorized medicines. Despite the evident advantages, such registries often suffer from low enrollment, resulting in delayed findings, selection bias, heterogeneity in data collection methods, and high costs [9]. As a result, prescribing information and patient information leaflets contain limited safety information for pregnant and breastfeeding patients [8]. Despite the evident need, to the best of our knowledge, there are no globally accepted guidelines by regulatory agencies for the medical management of MS during pregnancy and breastfeeding.

The rapid expansion of the internet and the availability of various social media platforms in recent years has increased the frequency with which patients use the internet [10]. In the United States, 90% of adults use the internet regularly, and 72% have searched for health information online [11]. Pregnant women in particular often access the internet to seek health information [12]. A cohort of pregnant women has been identified on Twitter using text mining and machine learning [13]. The availability of data for this cohort of pregnant women in social media provides an opportunity to explore and gain further insights into patient experiences related to MS medications. Therefore, by increasing health care professionals’ (HCPs’) awareness of patient concerns, carers can better advise patients during clinical visits.

Objective

The objective of this study was to analyze data qualitatively and describe the content of posts in online pregnancy forums to understand better patient experiences resulting from the use of MS medications during pregnancy, postpartum, and breastfeeding.

Methods

Data Acquisition and Classification

We obtained data from publicly available online pregnancy forums. An existing digital monitoring platform called MedWatcher Social (now called Epidemico, Booz Allen Hamilton) was utilized; this system has been described elsewhere [10,13,14]. MedWatcher Social comprises the natural language processing component that acquires public data from the internet, applies classification algorithms, and extracts adverse event–related posts. The aggregated frequency of product-event pairs identified by MedWatcher was concordant with data from the public US Food and Drug Administration (FDA) Adverse Event Reporting System by System Organ Class [9].

The classifier was designed to automatically collect, classify, and analyze social media discussions and threads pertaining to medicinal products [10,13,14]. The system collected online forum posts both retrospectively and prospectively via authorized third-party data vendors using the names of medicinal products as search terms. After data ingestion, a naïve Bayes classifier scored and filtered each post according to its relevance.

Using statistical machine learning and a training set of over 360,000 hand-labeled social media posts, the classifier was trained to recognize the following:

- Descriptions of adverse drug reactions
- Medication errors
- Product quality issues
- Other patient experiences with medicinal products

The classifier was also used to exclude “noise” (eg, nonvalid product posts and spam). After filtering the data, natural language processors were applied to recognize and extract product and symptom terms through tokenization and proprietary taxonomies. References to products were standardized and consolidated, and vernacular descriptions of medical concepts were translated into the best matched term within the Medical Dictionary for Regulatory Activities terminology [15]. For this analysis, we identified and extracted a dataset from the system comprising posts acquired from 21 publicly accessible pregnancy social media forums listed in Textbox 1, published between March 2015 and March 2018. The forum data were acquired using third-party data from vendors, namely, Socialgist (SocialGist) and Datasift (DataSift Inc), and thus, was dependent on availability from those vendors. Data were not randomly sampled; rather, we selected any forums that were both available from Socialgist or Datasift and were dedicated to discussions around pregnancy or breastfeeding. The classifier used for the analysis was trained only on English language data, so we only used English language posts for this analysis.
In addition, we identified a list of products authorized for the treatment of MS and filtered the data accordingly. The products were alemtuzumab, teriflunomide, interferon beta-1a, interferon beta-1b, glatiramer acetate, daclizumab, dimethyl fumarate, fingolimod, and natalizumab. Posts mentioning either the active substance or brand name of each medicinal product were collected as shown in Multimedia Appendix 1.

Textbox 1. List of publicly available pregnancy forums.

- Babiesbase.com
- Babycenter.com
- Babycentre.com.au
- Babycentre.co.uk
- Cafemom.com
- Dcurbanmom.com
- Fertility.org
- Magrossesse.com
- Mumsnet.com
- Whattoexpect.com
- Swissmomforum.ch
- Baby-cafe.cz
- Babycenter.ca
- Babycenter.in
- Circleofmoms.com
- Essentialbaby.com.au
- Justmommies.com
- Netmums.com
- Thebump.com
- Fertilethoughts.com
- Scarymummy.com

Content Analysis

After automated classification, reports were manually divided into 2 groups: discussions related to pregnancy or breastfeeding and posts containing no thread relevant to pregnancy or lactation. In this study, we focused only on posts where an individual wrote about an experience related to a current or previous pregnancy, breastfeeding related to medicinal treatment of MS medication, a complication of MS or treatment of this disease.

A human expert reviewed the posts to characterize the experiences described in each post. First, we collected any medical information that a user shared in a post, such as time since their diagnosis of MS, planned or unplanned pregnancy, gestational age, outcome of pregnancy (or multiple pregnancies), number of pregnancies, current or previous pregnancy, concomitant medications, and John Cunningham (JC) virus serology results. Second, for the questions and concerns written in posts, we applied the content analysis method [16,17]. The aim was to use this categorization to identify common themes (threads) and to assess their frequency. To start with, we used open coding for obtaining the sense of the content. The coding team was composed of a physician (BR), a pharmacovigilance expert (DL), a statistician (AZ), and a machine-learning expert (CP). We created a codebook based on features that individual users shared (eg, what were their concerns and what action was taken with the medications). Subsequently the initial codes formed higher order headings of main topics. The entire dataset was reviewed, and posts were assigned to each topic. In addition, we quantified the content by measuring the frequency of each topic, which we cautiously proposed may stand as a proxy for significance [17].

The unit of analysis was the number of posts. It should be noted that in each individual post, the author might have provided comments on more than 1 main topic.

Ethics Statement

All human subject data used in this analysis were publicly available and have been presented in a deidentified format; in no case was any personally identifiable information (PII) reviewed. In fact, the classifier was set up to deidentify individual posts by removing any text relating to PII. We did not contact any individual on social media for follow-up as we felt that this posed unacceptable ethical and potential data privacy concerns. Thus, all of the posts were evaluated without knowledge of the identity of the patients involved.
Results

Data Processing Results

Our initial dataset comprised 376,691 posts that had been shared publicly on the pregnancy forums during the 4-year period of observation. This dataset was reduced to 168 (0.04% of total) posts relevant to pregnancy or breastfeeding and MS after filtering for posts mentioning the specified products. Finally, 16 posts containing spam-like language, non-English text, and nonvalid mentions of the product were automatically identified as irrelevant and were filtered out, leaving 152 posts for analysis as shown in Table 1.

Among the 152 posts, 70 unique posts discussed a current or previous pregnancy and breastfeeding experiences related to MS medications. The remaining 82 posts were noninformative concerning pregnancy and breastfeeding. As a result, we focused on the 70 posts that provided pertinent and substantive information. Table 2 provides illustrative examples of medically relevant information shared by the post authors. We could not identify the gender of individual users in each post but based on the content and the way that the text related personal sentiments and explanations, we assumed that it was predominantly pregnant women who authored the content.

Patients indicated that their newborn children were healthy, with no reports of congenital anomalies, in 18 of 70 posts (25%). MS patients shared in 22 of 70 (31%) posts their gestational age, and in 21 of 70 (30%) posts the year of the first diagnosis of MS was mentioned.

Table 1. Result of data processing.

<table>
<thead>
<tr>
<th>Number of posts extracted from database via automation</th>
<th>Before spam removal, n</th>
<th>After spam removal, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posts mentioning any product</td>
<td>376,691</td>
<td>359,306</td>
</tr>
<tr>
<td>Posts mentioning multiple sclerosis products</td>
<td>168</td>
<td>152</td>
</tr>
<tr>
<td>Manual selection of unique posts where previous or current pregnancy was mentioned</td>
<td>152</td>
<td>70</td>
</tr>
</tbody>
</table>

Table 2. Medically relevant information shared by multiple sclerosis patients on the online posts.

<table>
<thead>
<tr>
<th>Information shared in posts</th>
<th>Number of posts (N=70), n (%)</th>
<th>Illustrative text extracted from post</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gestational age</td>
<td></td>
<td>“I am 30 weeks pregnant”</td>
</tr>
<tr>
<td>First trimester</td>
<td>8 (11)</td>
<td>“I was 6 weeks when I found I was pregnant...”</td>
</tr>
<tr>
<td>Second trimester</td>
<td>7 (10)</td>
<td>“I am 27 weeks pregnant...”</td>
</tr>
<tr>
<td>Third trimester</td>
<td>7 (10)</td>
<td>“I am 33 weeks pregnant...”</td>
</tr>
<tr>
<td>Time diagnosed for MS</td>
<td>21 (30)</td>
<td>“I got diagnosed in 2009...”</td>
</tr>
<tr>
<td>Unplanned pregnancy</td>
<td>22 (31)</td>
<td>“…found out I was pregnant at 8 weeks and immediately stopped Gilenya...”</td>
</tr>
<tr>
<td>Planned pregnancy</td>
<td>8 (11)</td>
<td>“…stopped the medication in July to get pregnant...”</td>
</tr>
<tr>
<td>Outcome in newborns</td>
<td>18 (25)</td>
<td>“My daughter is [a] healthy one-year old...”</td>
</tr>
<tr>
<td>Previous pregnancy</td>
<td>10 (14)</td>
<td>“It’s my second baby...”</td>
</tr>
<tr>
<td>First pregnancy</td>
<td>7 (10)</td>
<td>“It’s my first pregnancy...”</td>
</tr>
<tr>
<td>Concomitant medication</td>
<td>5 (7)</td>
<td>“…Taking Methadone and Percocet as well...”</td>
</tr>
<tr>
<td>JCvirus result</td>
<td>3 (4)</td>
<td>“…I am JC positive...”</td>
</tr>
</tbody>
</table>

1. The first trimester (1-12 weeks), second trimester (13-28 weeks), and third trimester (29-40 weeks) according to definition available in the US Department of Health and Human Services.
2. MS: multiple sclerosis.
3. JC: John Cunningham.

Content Analysis Results

Upon detailed review of the content of each post, we identified 6 main topics, which are presented in Tables 3 and 4. Patients used the pregnancy forums as an outlet for the following:

1. Describing in detail personal experiences with medicines, including changes in therapy, stopping medication, taking medication during pregnancy, and breastfeeding
2. Sharing and seeking information about MS medication in pregnancy and postpartum
3. Reporting MS progression (disease status) in this period
4. Expressing uncertainty or fears related to MS medication
5. Discussing or commenting on breastfeeding and MS medication
6. Sharing details or comments on communications with HCPs involved in the care of the pregnant mother or offspring
Table 3. Main topics posted by individuals on social media related to multiple sclerosis, pregnancy, and breastfeeding.

<table>
<thead>
<tr>
<th>Topic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Discussion about personal experiences with MS&lt;sup&gt;a&lt;/sup&gt; medication in reproductive period</td>
<td></td>
</tr>
<tr>
<td>Switched, switching, or will change medication during pregnancy or breastfeeding</td>
<td>28 (40)</td>
</tr>
<tr>
<td>Stopped, stopping, or will stop medication during pregnancy or breastfeeding</td>
<td>26 (37)</td>
</tr>
<tr>
<td>Took, taking, or will take medication during pregnancy or breastfeeding</td>
<td>22 (31)</td>
</tr>
<tr>
<td>2. Reporting MS disease status during and after pregnancy</td>
<td></td>
</tr>
<tr>
<td>Reported no relapse and healthy pregnancy</td>
<td>16 (22)</td>
</tr>
<tr>
<td>Reported relapse during pregnancy</td>
<td>15 (21)</td>
</tr>
<tr>
<td>Reported relapse postpartum</td>
<td>12 (17)</td>
</tr>
<tr>
<td>3. Seeking and giving advice</td>
<td></td>
</tr>
<tr>
<td>Seeking advice about MS, pregnancy, and postpartum</td>
<td>36 (51)</td>
</tr>
<tr>
<td>Giving advice about MS, pregnancy, and postpartum</td>
<td>16 (22)</td>
</tr>
<tr>
<td>4. Communication with the HCP&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Good communication, and patient express trust in the HCP</td>
<td>8 (11)</td>
</tr>
<tr>
<td>Poor communication</td>
<td>18 (25)</td>
</tr>
<tr>
<td>5. Discussion related to breastfeeding and MS medication</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 (42)</td>
</tr>
<tr>
<td>6. Express uncertainty and fear about MS medication in reproductive period</td>
<td>35 (50)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentages are calculated using N=70 total individual posts about pregnancy and breastfeeding. The unit used was topic posted. One post may contain several pieces of information or an individual might have written about more than one pregnancy experience.<br><sup>b</sup>MS: multiple sclerosis.<br><sup>c</sup>HCP: health care professional.
Table 4. Illustrative example of posts related to each main topic and subtopic.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Illustrative text extracted from individual posts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sharing experiences on MS(^{a}) medications</strong></td>
<td></td>
</tr>
<tr>
<td>Stopping medication</td>
<td>“…I don’t plan on taking anything [during] this pregnancy either.”</td>
</tr>
<tr>
<td>Switching treatment</td>
<td>“…I took Copaxone throughout my pregnancy and breastfeeding and then started Tecfidera…”</td>
</tr>
<tr>
<td>Taking medication</td>
<td>“…I took Copaxone throughout my pregnancy and breastfeeding under the direction of my neuro [sic]....”</td>
</tr>
<tr>
<td><strong>MS disease status</strong></td>
<td></td>
</tr>
<tr>
<td>No relapse</td>
<td>“…I had no issues with my MS during my pregnancy....”</td>
</tr>
<tr>
<td>Relapse in pregnancy</td>
<td>“…I have very active MS had 2 relapses in 29 weeks journey. Have been on copaxone [sic] throughout and short steroids course twice....”</td>
</tr>
<tr>
<td>Postpartum relapse</td>
<td>“…I didn’t start flaring up until my son was over 6 months old. I’ve been in [sic] Tysabri since...!”</td>
</tr>
<tr>
<td><strong>Seeking and giving advice</strong></td>
<td></td>
</tr>
<tr>
<td>Seeking advice</td>
<td>“…I am 8 weeks pregnant and was taking my gilenya [sic] during those 8 weeks meaning the baby will be exposed to it for 2 additional months Has anyone dealt with a pregnancy like this? The doctors have such limited information.”</td>
</tr>
<tr>
<td>Giving advice</td>
<td>“…MS patients are advised [sic] to come off their meds when trying for a baby. My understanding is that Copaxone and the interferons are perfectly ok to take until a positive pregnancy test. I’m a little bitter because I got the same advice and suffered a disabling relapse as a result. Copaxone especially is probably fine to take even during pregnancy (though now that I have finally found luck, I have chosen to stay off during pregnancy and restart after birth and yes I will be breastfeeding). Good luck.”</td>
</tr>
<tr>
<td>Breastfeeding</td>
<td>“…My neuro [sic] recommended a 3-day steroid infusion treatment. I had to pump and dump [sic] the whole time and for 24 hours following the last infusion....”</td>
</tr>
<tr>
<td>Express uncertainty or concerns</td>
<td>“…I just found out I am unexpectedly pregnant and conceived while in gilenya [sic]. Everything everyone has been telling us has made us to start thinking about terminating the pregnancy, which I really badly do not want to do. But if this child is any kind of danger I don’t want to risk that. I just want someone to tell me it will be okay. I just don’t know if that’s realistic....”</td>
</tr>
<tr>
<td><strong>Communication with HCPs(^{b})</strong></td>
<td></td>
</tr>
<tr>
<td>Good communication</td>
<td>“…I have been on Tysabri! I talked to neuro [sic] and she completely calmed my nerves! She just had me stop all meds for now then we’ll switch to Copaxone after birth...”</td>
</tr>
<tr>
<td>Bad communication</td>
<td>“…My neurologist never mentioned anything, and said I can just start taking Gilenya after I give birth. She said attacks are more common after birth but didn’t suggest anything to prevent them...”</td>
</tr>
</tbody>
</table>

\(^{a}\)MS: multiple sclerosis.  
\(^{b}\)HCP: health care professional.

**Discussion**

**Principal Findings**

In this study, we performed text mining and characterization of posts acquired from pregnancy-related online forums where patients discussed MS medications. The aim of this study was to gain a better understanding of information sought by, or provided to, pregnant and breastfeeding MS patients who are active on social media. Our data show that the main topics of concern were switching, stopping, or taking medication during and after pregnancy; there was clear evidence of information seeking related to the risk of MS relapse during pregnancy or postpartum; and finally, questions were raised about breastfeeding while on medication. The most frequently observed content (approximately 80% of all relevant posts) was personal experiences with MS medications. Individuals shared their reasons for personal decisions regarding treatment; described how they felt after changes in therapy: switched, started, or stopped medication; and whether this was because of an HCP’s recommendation or because of the patient’s personal beliefs.

Patients used online forums to seek information from, and provide advice to, others (the latter occurred in 52/70, ie, 74% of posts). In 36 (51%) posts individuals asked their peers about decisions and outcomes or about experiences when taking a specific medication, queried the safety profile of certain medications, asked about the risk of MS relapses, and enquired about when to restart medical treatment postpartum. Our findings concur with the hypothesis that maternal medicine use is 1 of the 4 topics pregnant women care about most [18]. We had hoped that all of the topics would have been openly discussed with HCPs, but this was not invariably the case. In a number of posts, the patient expressed concerns that they had received medical advice from an HCP and either actively disagreed or least significantly doubted what they had been told. For example:
...I went to the infusion center for my first Tysabri treatment, the nurse said my neurologist requested a pregnancy test to rule it out before we got started. Long story short, it came back positive! My treatment was canceled. Here I am 3 years later, and pregnant with our third baby. Coincidentally, I missed my last two months of treatment (I only get it once a month) so it should be well out of my system and there shouldn't be any issues...

In comparison to our results, a Swedish study found that, when speaking with their midwives, most pregnant women (70%) did not discuss information that they had retrieved from internet despite perceiving this information to be reliable [19]. Interestingly, more than half of the study subjects searched online for topics first raised by a midwife [19]. We were not in a position to explore the reason why patients went online and searched for information about their medicines; however, a Web-based survey among women who used the internet to seek pregnancy information showed that 48.6% of respondents were not satisfied with the information provided by their respective HCPs. The majority of these respondents (46.5%) stated that they primarily turned to the internet because they did not have time during appointments to discuss their concerns [20]. Moreover, pregnant women used the internet because the information given to them by their HCPs was neither clear nor sufficient [20].

In the breastfeeding category, 30 out of 70 (42%) posts described refusal or delay in commencing MS treatment for the sake of breastfeeding, described foregoing breastfeeding to restart treatment, requested evidence of which medication might be safer to take while breastfeeding, and others commented on discarding breast milk, which was suspected to contain medication while receiving treatment (so-called pump and dump) [21]. Several individuals shared confusion about the risks and benefits of breastfeeding and expressed anxiety about the dilemma of caring for their own health while not doing any harm to the baby. There is very limited information about the safety of MS medication during breastfeeding. The in vivo model for drug exposure to breast milk is suboptimal, and human milk biobanks suffer from a paucity of human breast milk samples [22]. This is paradoxical, particularly when one considers the posts concerning the pump and dump phenomenon. A small adjustment in behavior, based on medical advice or guidance from a midwife, could yield a range of useful samples for retention and assay within existing biobanks. In addition, it is known that pregnancy registries often have low enrollment rates [23]. In our study, just 2 of 70 posts (2%) mentioned contacting pregnancy registries. One possible solution to increase the enrollment rate of pregnancy registries and human milk biobank centers could be improving the communication to pregnant MS patients about participation both at the point of care and in online forums. A simple scripted explanation about the existence of registries, the purpose of their research, and the impact that they can have on the MS population might yield better recruitment for altruistic reasons. Encouraging individuals to participate in the available biobanks, with all exhibiting a pump and save rather than pump and dump philosophy after treatment, could yield valuable evidence to aid decision making.

Another important finding was the rate of unplanned pregnancies with 22 out of 70 (31%) posts describing such events and only 8 of 70 posts (11%) describing planned pregnancies. Nonetheless, in some patient information leaflets for MS medicines, both contraception and careful planning of pregnancy is clearly recommended [24]. A Danish study surveyed 590 MS patients about family planning and reported that 42% of female and 74% of male partners did not know if their MS medication was teratogenic or not. This study also reported that 10% of pregnancies during MS treatment were unplanned; 49% of these pregnancies were terminated [25].

Generally, there are gaps in current methods for collecting and analyzing data pertaining to the safety of medicines during pregnancy and lactation [26,27]. The safety of medicinal products administered during pregnancy and lactation is a complex topic that needs coordinated communication across many disciplines to obtain, analyze, and present information in a harmonized approach. Harmonized methods and metrics among different pregnancy specialties should be developed to allow better analysis of outcomes and end points [26]. In this regard, we are aware of an Innovative Medicine Initiative (IMI) project called Continuum of Evidence from Pregnancy Exposures, Reproductive Toxicology and Breastfeeding to Improve Outcomes Now (ConcePTION) [28]. The IMI ConcePTION project is a collaboration between public-private partners and the pharmaceutical industry to address this problem. The aim of ConcePTION is “Building an ecosystem for better monitoring and communicating safety of medicines use in pregnancy and breastfeeding: validated and regulatory endorsed workflows for fast, optimized evidence generation” [28]. Participants in this project and the authors of this paper believe that there is an important societal obligation to reduce uncertainty about the effects of medicines used during pregnancy and breastfeeding.

Furthermore, even when safety data are available, it is often not effectively communicated to patients and HCPs. On September 26, 2017, the Pharmacovigilance Risk Assessment Committee (PRAC) and the European Medicines Agency (EMA) held their first public hearing about safety concerns with the use of medications containing sodium valproate during pregnancy [29]. Patients and carers participated in the public hearing, and both mothers and affected children expressed concern about the lack of effective risk minimization communication for safety of valproate during pregnancy, despite the drug having been authorized for more than 50 years [30]. After the public hearing, the PRAC and the EMA provided new measures for comprehensive risk minimization, including the following [29]:

- A pregnancy prevention program
- Visual warning about the risk in pregnancy on the box (outer packaging)
- A patient reminder card attached to outer package for pharmacists to discuss with patients each time the medicine is dispensed
- Updated educational materials for patients and HCPs
In the valproate pregnancy prevention program, HCPs are instructed to assess patients’ potential for becoming pregnant by evaluating their individual circumstances and then assist their patients in making informed decisions. HCPs are responsible for informing their patients about the use of effective contraception methods throughout valproate treatment and to review such treatment annually. Interestingly, as an adjunct to all of these measures, a new risk acknowledgment form has been designed and implemented for patients and their HCPs to document that sufficient advice has been provided and understood [29]. Such comprehensive guidelines and the risk minimization methods adopted for valproate could serve as an example for improving and strengthening the warnings for MS medication in pregnancy.

In 2005, the EMA published guidance for assessing medicinal product risks on human reproduction and lactation [31]. In the United States, the FDA issued the Pregnancy and Lactation Labeling Rule for industry. This document provides a detailed framework for clearly communicating information to prescribers to aid improved decision making [21,32]. It is worth noting a study that reviewed medication risks during pregnancy for 172 drugs approved by the FDA between 2000 and 2010. Among these, 97.7% of drugs, teratogenic risk in human pregnancy was undetermined, and the amount of data for 73.3% of these drugs was described as none [33]. For 468 drugs approved by the FDA between 1980 and 2000, the average time required for a drug’s risk category to be changed from undetermined to a more precise risk was estimated to be 27 years [33]. A Web-based survey reported that patient leaflets were not comprehensive enough to answer pregnant women’s questions and did not facilitate decision making [20]. In addition, inconsistencies have been found between the safety information concerning use during pregnancy provided in the US prescribing information and the UK summary of product characteristics for the same medicinal product [8].

Recommendations

Evidently, there is a need to improve regulatory policy and guidance by involving not only health authorities but also HCPs, patients, and other stakeholders including the national Teratology Information Services. We suggest 2 recommendations: (1) to conduct active postmarketing surveillance and (2) to provide globally harmonized evidence-based information for the prescriber, patients, and carers in a timely manner. Inevitably, with the internet and the wide variety of social media available, information is rapidly disseminated, and patients have access to and appear to trust nontraditional sources of medical information. We anticipate that in future, it will not be permissible to take 3 decades to vary existing labelling once sufficient evidence has been generated to provide useful information to patients and prescribers.

Conclusions

Social media can provide insight into patients’ real-life experiences with medicinal products during pregnancy as well as their struggle in comprehending the benefits and risks associated with these products. Our study showed that MS patients expressed uncertainty and concerns around reproductive health; however, social media could be utilized as a platform to engage and encourage patients to enroll in pregnancy registries and to donate samples to milk biobank research centers. The adoption of these simple methods would support the generation of essential missing safety data and would support the communication of risk minimization strategies to pregnant patients and women of childbearing potential [34].

The role of HCPs involved in supporting pregnant patients, or during early child development, should not be underestimated. HCPs could provide comprehensive information for MS patients throughout different stages of pregnancy and postpartum as well as during breastfeeding. In addition, improving safety data collection and analysis as well as implementing efficient policies in regard to practical guidelines for MS populations of childbearing age would prove advantageous. Future guidelines should address the impact of MS on pregnancy and the effect of pregnancy on MS, the risks of the occurrence of birth defects, recommendations concerning the most effective contraceptive methods, and planning pregnancy as far as possible, to allow optimal wash-out time of medication, disease control during and after pregnancy, approved medication to use in reproductive periods, and lactation guidelines following the treatment [2,35]. Further research is needed to explore the effectiveness of risk minimization methods and to improve communication between HCPs and patients to the extent that it enables and informs shared decision making.

Limitations of the Study

Social media surveillance for medicinal product insight poses multiple challenges, which have been addressed in the literature [10,11,13]. In summary, there are technical, regulatory, privacy, and ethical considerations that need to be addressed when leveraging social media for this purpose [11]. In this study, the classifier was specifically selected to conduct research focusing on the exposure to MS medicines, not the effects of MS disease on the outcomes of pregnancy. In addition, these searches were only performed in pregnancy forums where posts related to MS medications were published. Hence, we recommend that further research be conducted in both MS and other disease-specific forums including multiple sclerosis term.
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Abstract

Background: The Mental Health eClinic (MHeC) aims to deliver best-practice clinical services to young people experiencing mental health problems by making clinical care accessible, affordable, and available to young people whenever and wherever they need it most. The original MHeC consists of home page with a visible triage system for those requiring urgent help; a online physical and mental health self-report assessment; a results dashboard; a booking and videoconferencing system; and the generation of a personalized well-being plan. Populations who do not speak English and reside in English-speaking countries are less likely to receive mental health care. In Australia, international students have been identified as disadvantaged compared with their peers; have weaker social support networks; and have higher rates of psychological distress. This scenario is acquiring significant relevance as Spanish-speaking migration is rapidly growing in Australia, and the mental health services for culturally and linguistically diverse populations are limited. Having a Spanish version (MHeC-S) of the Mental Health eClinic would greatly benefit these students.

Objective: We used participatory design methodologies with users (young people aged 16-30 years, supportive others, and health professionals) to (1) conduct workshops with users to co-design and culturally adapt the MHeC; (2) inform the development of the MHeC-S alpha prototype; (3) test the usability of the MHeC-S alpha prototype; (4) translate, culturally adapt, and face-validate the MHeC-S self-report assessment; and (5) collect information to inform its beta prototype.

Methods: A research and development cycle included several participatory design phases: co-design workshops; knowledge translation; language translation and cultural adaptation; and rapid prototyping and user testing of the MHeC-S alpha prototype.

Results: We held 2 co-design workshops with 17 users (10 young people, 7 health professionals). A total of 15 participated in the one-on-one user testing sessions (7 young people, 5 health professionals, 3 supportive others). We collected 225 source documents, and thematic analysis resulted in 5 main themes (help-seeking barriers, technology platform, functionality, content, and user interface). A random sample of 106 source documents analyzed by 2 independent raters revealed almost perfect agreement for functionality (kappa=.86; P<.001) and content (kappa=.92; P<.001) and substantial agreement for the user interface (kappa=.78; P<.001). In this random sample, no annotations were coded for help-seeking barriers or the technology platform. Language was identified as the main barrier to getting medical or psychological services, and smartphones were the most-used device to access the internet. Acceptability was adequate for the prototype’s 5 main elements: home page and triage system, self-report assessment, dashboard of results, booking and video visit system, and personalized well-being plan. The data also revealed gaps in the alpha...
Several studies have shown increased rates of mental health and academic pressure can be powerful stressors. Consequently, cultural distance of the host country, the lack of social support, in a different country can act as a protective factor, but the way migration is experienced by each individual highly depends on experiences, but it can also be a source of great distress. The internet and new and emerging technologies hold enormous promise for significantly expanding the reach of adequate-quality mental health care by addressing several barriers [18]. Interventions delivered through these technologies have the potential to reach a wide geographic area via remote delivery of care [19]; decrease costs in delivering self-help and social networking interventions; and allow for relatively rapid, centralized scaling up of interventions to a public health dissemination level [20]. English-language, Web-based mental health interventions have proven to be effective for self-screening and referral [6], reducing symptoms and delivering effective treatment for major mental health disorders [21]. A large number of studies, including randomized controlled trials, have also demonstrated the effectiveness of various internet-delivered interventions, such as psychotherapy and psychoeducation [22], treating problematic health behaviors [23], and delivering prevention and treatment programs [24]. Other population-based studies have reported that Web-based education and training sector (27%), and English-language intensive courses for overseas students (19%) [9]. Studying in the higher education sector (44%), followed by the vocational education and training sector (27%), and English-language intensive courses for overseas students (19%) [9]. Studying in the higher education sector (44%), followed by the vocational education and training sector (27%), and English-language intensive courses for overseas students (19%) [9]. Studying in the higher education sector (44%), followed by the vocational education and training sector (27%), and English-language intensive courses for overseas students (19%) [9]. Studying in the higher education sector (44%), followed by the vocational education and training sector (27%), and English-language intensive courses for overseas students (19%) [9]. Studying in the higher education sector (44%)...
tools can enhance the delivery of mental health care in primary care settings [25] and support training and supervision for providers [26]. The number of programs available is growing rapidly [27]. Although positive results are seen from the use of self-directed electronic health interventions, increased effectiveness has been reported if they are used as part of a stepped-care model [28], with the support of a trained health professional [29] or as an adjunct to face-to-face treatment [30]. Despite the growth of such technologies in high-income countries, these technologies are still lacking in low- and middle-income countries and, more specifically, in the Spanish language [31]. Traditional telemedicine has supported the cooperation between developed and developing countries to deliver care across borders by linking professionals rather than providing direct connection between professionals and patients [32]. Telepsychiatry has been used to deliver mental health care to individuals requiring attention, not only locally [33-35], but also internationally, as a means to deliver care to Spanish-speaking individuals residing in a different country [32,36,37]. This type of care is a more efficient alternative, as it doesn’t require the use of interpreters and is culturally sensitive [38]. Successful Spanish-language health information technology (HIT) interventions have been applied in several fields, such as cancer; diabetes; and child, infant, or maternal health [39]. Despite this, the HITs available for mental health are scarce. Initial reports have demonstrated their potential utility in the screening of mental health problems [40], as well as in the treatment of depression [31,41,42], anxiety [43], and substance use disorders [44].

Although the development of HITs in Spanish is recent, their usability and retainability among users is of concern [31]. Experience in other languages (mostly English) has demonstrated that participatory design research methodologies that involve stakeholders and end users in the design and development of these systems at all stages could finally increase user engagement and system usability [45-48]. A close collaboration with end users ensures the appropriateness of these systems for culturally and linguistically diverse populations [49]. Therefore, incorporating participatory design research methodologies that puts end users at the center of the design and development process is greatly needed for Spanish-language–based HITs.

Objectives
The University of Sydney’s Brain and Mind Centre (Sydney, Australia) is a leader in the development of youth-specific mental health services [50,51] and evidence-based electronic health technologies to engage young people in their own care [52]. The Mental Health eClinic (MHeC) [48,53] was a prototypic Web-based tool designed and developed through a partnership between the Young and Well Cooperative Research Centre and the Brain and Mind Centre. The MHeC aimed to deliver best-practice clinical services to young people experiencing mental health problems by making clinical care accessible, affordable, and available to young people whenever and wherever they need it most. The original MHeC had 5 main elements: a home page with a visible triage system for those requiring urgent help; a comprehensive online physical and mental health self-report assessment; a detailed dashboard of results; a booking and videoconferencing system to enable video visits; and the generation of a personalized well-being plan that included links to evidence-based, young person–suggested, health professional–recommended apps and e-tools [53]. We hypothesized that having a Spanish version of the MHeC (MHeC-S) could greatly benefit young people who are native Spanish speakers living in Australia and who are actively seeking help.

Using a research and development cycle (including several participatory design phases) with end users (young people aged 16 to 30 years, supportive others [such as family, friends, caregivers, coaches, teachers, or community members], and health professionals) as a framework, in this study we aimed to (1) conduct co-design workshops with end users to co-design and culturally adapt the MHeC for Spanish-speaking young people based in Australia; (2) inform the development of the alpha prototype of the MHeC-S; (3) test the usability of the alpha prototype of the MHeC-S; (4) translate, culturally adapt, and face-validate the self-report assessment to a Spanish-speaking population based in Australia; and (5) collect information to inform the beta prototype of the MHeC-S.

Methods
Participants
Participants included community-based young people aged 16 to 30 years; native Spanish speakers living in Australia; and native Spanish-speaking young people attending headspace Camperdown and headspace Campbelltown (headspace Australia’s National Youth Mental Health Foundation provides early intervention mental health services and assistance in enhancing young peoples’ [aged 12-25 years] well-being; Camperdown and Campbelltown are 2 sociodemographic areas of Sydney, Australia). Additionally, native Spanish-speaking health professionals and supportive others participated. Participants were required to have regular access to a smartphone (with the iOS or Android operating system) and the internet.

The University of Sydney’s Human Research Ethics Committee approved the study (Protocol No. 2014/689 for the co-design workshops and Protocol No. 2016/487 for the user testing sessions). Participants were provided with the relevant information about the study (participant information statement) before providing their consent and participating in the study. We also obtained parental consent for participants under 18 years of age. Young people received gift vouchers to thank them for their time and expertise when they attended the co-design workshops and the user testing sessions.

The recruitment strategy included the identification of potential participants through headspace Camperdown and headspace Campbelltown; poster and postcard advertisements displayed in community organizations; Facebook advertisements and a study-specific Facebook page; use of organizational social media channels; universities, institutes of technical and further education, language schools, and vocational and training
institutes; and cooperation with Spanish-speaking consulates in Australia.

**Procedure**

We based the participatory design research methodology on the Young and Well Cooperative Research Centre’s guide *Participatory Design of Evidence-Based Online Youth Mental Health Promotion, Intervention and Treatment* [54]. The research and development cycle used our previously established phases for co-design and build of the original version of the prototypic MHeC [53]. The process encompasses several participatory design phases: co-design workshops (phase 1); knowledge translation (phase 2); language translation and cultural adaptation (phase 3); rapid prototyping of the alpha prototype and user testing (phase 4); rapid prototyping and user (acceptance) testing of the beta prototype (phase 5); and real-world trialing of the final prototype (phase 6). This paper reports the initial 4 phases; we will report phase 5 and phase 6 separately (Figure 1).

**Figure 1.** Research and development cycle of the Spanish version of the Mental Health eClinic.

**Phase 1: Co-Design Workshops**

We held co-design workshops in 2 stages with a maximum of 10 participants per workshop; we ran these with young people and health professionals separately. We did not use technology in the workshops; instead, we conducted the following design activities to facilitate the process: we used design testing using mockups and end user sketching (Figure 2) to obtain information for the content, functionality, and the look and feel of the prototype.

The topics covered in each workshop included defining the advantages and disadvantages of having a Spanish version of the MHeC; defining the barriers of having an MHeC-S; assessing the 5 main elements of the MHeC; and defining the functionality and the user interface. At the end of each workshop, the knowledge translation team analyzed and synthetized the information.
Figure 2. Samples of end user sketches made during a co-design workshop. (A) Hand-drawn sketch by a young person. (B) Hand-drawn sketch by a health professional.

Phase 2: Knowledge Translation
The knowledge translation team independently analyzed the diagrams and notes taken from the previous phase (or workshop), then compared and discussed observations until they reached an agreement. They then synthesized the information by creating wireframes that would be used in the subsequent phase.

Phase 3: Language Translation and Cultural Adaptation

Language of the Prototype
For all of the prototype’s language, a native Spanish-born psychiatrist (LOP) performed a simple translation. Then, for general-content items, 2 Spanish-born psychologists (not involved in the publication of this paper) reviewed the translations. A second Spanish-born psychiatrist (ANM) also reviewed specific mental health content or sensitive content such as the dashboard of results and psychoeducational factsheets. Discrepancies between the translations were resolved by consensus in the group.

Translation and Cultural Adaptation of the Self-Report Assessment

Understanding the great need for health professionals and researchers to have available, reliable, and valid measures across different languages and populations, we aimed to translate, back-translate, culturally adapt, and face-validate the Australian self-report assessment using a modified version of the “user-friendly guideline for the translation, adaptation and validation of instruments or scales for cross-cultural health care research” developed by Sousa and Rojjanasrirat [55].

Two Spanish bilingual health professionals (LOP and ANM) independently translated all (health-related) items from English to colloquial Spanish, with the exception of standardized surveys already available in Spanish. A third native Spanish-born psychologist (AMD) reviewed the translated versions and the original English versions. Then, in group discussions, we ensured that all items were linguistically and culturally appropriate by assessing the face-validity of each item in the self-report assessment, as well as assessing the readability and grammatical consistency of the entire assessment. All items were then back-translated to English by one Australian adult (not involved in the publication of this paper) who is fluent in colloquial Spanish and is based in Colombia, has extensive research experience and tertiary qualifications in health, and is accredited to teach English to adults. Discrepancies between the original and back-translated versions were resolved in group sessions between the translators and back-translator.

A literature review was undertaken (by LOP) to identify relevant measures for this population, as well as those instruments already translated and validated into Spanish. The review included both published (identified via PubMed, Google Scholar, SciELO, and LILACS) and gray literature (identified via Google Advanced search) in both English and Spanish. Understanding that some questionnaires might have several translations or versions, we established the following process to select the instruments: first, we selected official translations; if these were unavailable, we selected versions of the published translation and psychometric processes. When more than 1 version or source was available, the 2 previously mentioned health professionals (LOP and ANM) by consensus selected the most appropriate to be included.

Phase 4: Rapid Prototyping and Usability Testing of the Alpha Prototype
Phase 4 involved user testing with end users: young people, health professionals, and supportive others. Sessions used laptops, tablets, and smartphones (with the iOS or Android operating system), where participants had access to the alpha prototype of the MHeC-S. In each 90-minute one-on-one user testing session, a researcher was paired with an end user. Using a think-aloud protocol [56], participants were observed as they navigated the prototype and responses were recorded to questions posed by the researcher about the main elements of the MHeC-S. A total of 4 usability tasks were completed in the session: (1) create an account and log in, (2) find the Need Help Now button, (3) explore the dashboard of results, and (4) book
an appointment. Task completion (yes/no) and task difficulty were measured using the Single Ease Question (SEQ; responses ranged from “very difficult” to “very easy,” rated from 1 to 7) [57]. User testing also explored the prototype’s utility and the users’ inclination to use the MHeC-S, overall comments, and naming of the prototype. Interviews and observations were transcribed. No instructions or clues were provided, and all responses and observations (eg, nonverbal cues) were transcribed.

Data Analysis
We simultaneously collected and analyzed data at the end of each phase in order to facilitate the process. Hence, we explored preliminary findings in the following phase. We determined interrater reliability and analyzed task difficulty using IBM SPSS Statistics for Mac 22.0 (IBM Corporation). We uploaded and analyzed source documents (workshop discussion notes, artifacts [mockups and end user sketches] and user testing notes) using thematic analysis techniques [58] in NVivo 11 for Mac (QSR International) [59]. The thematic analysis framework involved both inductive and deductive coding. Acknowledging that one of the biggest challenges in this project was the translation and cultural adaptation of the MHeC-S, in the deductive code framework we considered the adaptation of the prototype in 4 dimensions: technology platform, functionality, content, and user interface. As defined by Valdez et al in their culturally informed design framework [60], “technology platform” refers to the different types of hardware, “functionality” indicates the actions that can be performed, “content” refers to the message that is transmitted, and “user interface (design)” refers to the visual presentation of the content and functionality. We also enriched this type of coding with our previously established [53] codes (general elements of the MHeC; general look and feel; privacy and data sharing; and interaction of the MHeC with social networks).

Data collection and qualitative analysis were done in Spanish. To facilitate reporting, we provide quotes translated from the original data. Multimedia Appendix 1 shows the original quotes in Spanish.

One researcher coded all the material (coder A: LOP) and a second coder (coder B: not involved in the publication of this paper) reviewed half of the collected documents in order to assess the reliability, assess consistency, and reduce potential bias [61]. We calculated interrater agreement for each theme using the Cohen kappa statistic on a binomial distribution (category present vs category not present) for each of the themes [62] and interpreted the obtained values using Viera and Garrett’s criteria: kappa range .01 to .20 indicates slight agreement, kappa range .21 to .40 indicates fair agreement, kappa range .41 to .60 indicates moderate agreement, kappa range .61 to .80 indicates substantial agreement, and kappa range .81 to .99 indicates almost perfect agreement [63].

Results
Workshops and Sessions
In May 2015, we conducted 1 full-day co-design workshop with Spanish-speaking young people based in Australia and 1 full-day co-design workshop with Spanish-speaking health professionals based in Australia. In total, we conducted 3 knowledge translation sessions immediately after each workshop and at the end of the usability testing. The general-content translation process started in June 2015, and the self-report assessment literature review and translation process started in January 2016 and lasted until the end of the same year. We conducted 15 one-on-one user testing sessions between March and November 2017.

Participant Characteristics
A total of 10 young people participated in the co-design workshops; 8 were female and their ages ranged from 17 to 29 years (median age 24 years). Of the young participants, 8 were Colombian and 2 were Chilean. A total of 7 health professionals participated in the workshops; 6 were female and their ages ranged from 22 to 24 years (median age 28 years). Of the health professionals, 3 were from Colombia, 2 were from Chile, and 2 were from Spain.

A total of 15 participants participated in the one-on-one user testing sessions; 7 young people with ages ranging from 19 to 30 years (median age 26 years); 5 health professionals with ages ranging from 27 to 74 years (median age 35 years); and 3 supportive others with ages ranging from 30 to 57 years (median age 30 years). Of these participants, 10 were female and 12 were Colombian, while the rest were from Argentina, Spain, and Venezuela.

Thematic Analysis
We collected and analyzed a total of 225 source documents (2 workshop discussion notes and 208 artifacts produced by participants were collected in the co-design workshops plus 15 user testing notes) during the entire process.

Coding Interrater Reliability
Using inductive coding, 1 new main theme emerged (help-seeking barriers) and, from the deductive coding framework, 4 main themes were reiterated (technology platform, functionality, content, and user interface). Of the 225 source documents, 106 (47.1%) were analyzed by both raters. A total of 378 annotations were recoded from both coders (coder A and coder B). Interrater agreement of functionality theme between coder A and coder B was “almost perfect” (kappa=.86; P<.001), with concordance in a total of 93.7% (354/378) of the annotations. Similarly, we obtained an “almost perfect” agreement (kappa=.92; P<.001) between raters in relation to the content theme, with 97.6% (369/378) of total concordance. In relation to interface, interrater agreement between coders was “substantial” (kappa=.785; P<.001), with concordance in a total of 90.0% (340/378) of the annotations. In this random sample, no annotations were coded for help-seeking barriers or technology platform themes.

Help-Seeking Barriers
Within this domain, participant perceptions of the help-seeking barriers fell into 3 categories: the language barrier, problems recognizing symptoms or poor mental health literacy, and the availability and accessibility of sources of help.
Language Barrier

All participants (32/32, 100%) highlighted language as the main barrier to getting medical or psychological services (Multimedia Appendix 1):

...even if I needed to call 000, I wouldn’t be sure if they understand what I’m saying... [Young person, quote A]

I don’t think that I would be able to explain my feelings to someone in English... [Young person, quote B]

As the aim for most of these students was to learn English (or improve their English level), their communication skills were, in general, limited. This was a source of distress, as they felt limited in their day-to-day living:

...it’s very hard to arrive here (Australia) and not understand what is happening... [Young person, quote C]

...understanding simple instructions—like where is the train stop—is very difficult... [Young person, quote D]

For some, the language barrier could have a very negative impact on their confidence:

...it’s like in English I’m a different person; sometimes I feel people think I’m dumb... [Young person, quote E]

...the impact on their [international students] confidence is huge. Sometimes I have to remind him [international student] what he is capable of... [Health professional, quote F]

Problems Recognizing Symptoms or Poor Mental Health Literacy

International students face different issues during migration that could have an impact on their well-being. Participants felt concerned for those who have recently arrived in Australia, as they are perceived as being more vulnerable. According to these participants, a great majority experienced some degree of cultural shock upon their arrival; getting used to regular things such as food, climate, and transport can be relevant stressors among students.

...it is hard to try to fit, and try to understand how things work here... [Young person, quote G]

As Australia’s cost of living is high, all participants reported economic concerns (32/32, 100%), whereas some (17/32, 53%) experienced difficulties with housing, getting a job (or a job with fair work conditions), or establishing relationships with peers. All these factors put the students at a higher risk of adaptational problems, which are often unnoticed.

Additionally, the conditions of migration greatly affect individuals’ experience in a new country. Some common negative factors were visiting another country for the first time, travelling alone, and not having family members or friends already residing in that country. Most international students need to work to pay their expenses; however, the jobs they find to support their stay are often not related to their already acquired skills, as a young person explained:

...the majority [of] us have Bachelor degrees in our home countries...so when we arrive in Australia, the jobs we find are very different from what we have been trained in—most of us have to work cleaning, or as a waitress or in construction [Young person, quote H]

For many young people, reconciling this discrepancy is challenging.

Availability and Accessibility of Sources of Help

All 12 health professionals and all 3 supportive others believed that international students have a great need for Spanish-language-based mental health services in Australia. They perceived that the cases of young people requiring help are increasing, as a supportive other explained:

...possibly one international student dies by suicide every year here, and more frequently we have to provide assistance to students that are hospitalized for a mental health concern... [Supportive other, quote I]

Young people believed that having an MHeC-S would be of great utility, as they struggle to understand Australia’s health system and are not aware of their Overseas Student Health Cover benefits. All young participants (17/17, 100%) knew Australia’s national emergency phone number (000). However, just a few (7/17, 41%) of them understood where to go if they needed nonurgent medical care, and all of them stated that they didn’t know where to get psychological assistance.

All 17 young people said they would use a system like the MHeC-S, as they felt it would be a tool to increase mental health awareness and access to sources of help. Additionally, students believed they would be more inclined to use the MHeC-S if they knew about it beforehand, perhaps in the information they receive before arriving in Australia. All 12 health professionals imagined the prototype acting as a bridge between established services and centers in Australia such as the Transcultural Mental Health Centre; New South Wales (NSW) Service for the Treatment and Rehabilitation of Torture and Trauma Survivors; Translating and Interpreting Service; NSW Spanish and Latin American Association for Social Assistance; other relevant cultural associations; and diplomatic missions.

In relation to online sources of help, participants stated that Google was their main source for getting information about their health symptoms. However, they did not necessarily trust all the information they obtained. Participants agreed that there is a shortage of Spanish-language online information (from reputable sources such as universities and organizations) and, more specifically, trustworthy apps and e-tools.

Technology Platform

All participants (32/32, 100%) reported that they had constant access to the internet via mobile data plans or Wi-Fi networks. The most commonly used device to access the internet was a smartphone (32/32, 100%), followed by a laptop. All participants agreed that the MHeC-S needs to be accessible via a mobile
device in order to really respond to this population’s needs, as some of the students did not have a desktop, laptop, or tablet. All 17 young people reported that mobile phones and the internet were necessary tools in this period of their life, as they used them to communicate with English-speaking people and keep in contact with family and friends overseas. Additionally, they used them in their daily activities (eg, a global positioning system feature), or as a way to find a job or accommodation. As a consequence, they highlighted the importance of the MHeC-S having a responsive Web design, where the prototype needs to work on mobile devices; otherwise, access would be jeopardized.

**Functionality**

There was adequate acceptability of the 5 main elements of the MHeC-S: a home page with a visible triage system for those requiring urgent help; a comprehensive online physical and mental health self-report assessment; a detailed dashboard of results; a booking and videoconferencing system to enable video visits; and the generation of a personalized well-being plan that includes links to evidence-based, young person–suggested, health professional–recommended apps and e-tools.

**Element 1: Home Page and Triage System**

When shown the home page, participants (15/32, 47%) suggested that the MHeC-S webpage’s domain should be “.com” or “.org,” as this would increase the website’s credibility. At the same time, they wanted the home page to display all relevant logos of affiliated organizations such as the logo of the University of Sydney and relevant Latin American or Spanish universities associated with the MHeC-S. In this space, they wanted to find a simple description of “…what the MHeC-S has to offer…” (young person, quote J) and perhaps a series of short videos that explain more about the MHeC-S and also contained testimonials. As language might be a concern, participants suggested adding a settings cog on the home page so they could choose their language and, consequently, relevant content would also be prompted. The triage system was widely accepted, as all users understood the need for screening for urgent services and for rapid referral of users (Figure 3).

---

**Element 2: Online Physical and Mental Health Self-Report Assessment**

When shown the assessment (via questionnaire) (Figure 4), participants liked that the online physical and mental health assessment used rule-based decision algorithms that enable personalization of the assessment to the young person’s needs (eg, sex-specific questions or in-depth assessments according to positive screening responses) and inform the dashboard of results. They also accepted the established features of pausing and resuming later, as they would give participants more flexibility to complete the assessment where and when they prefer. Additionally, participants approved the type of questions (eg, Likert-type scale questions and 2-way closed-ended questions) contained in this assessment. However, health professionals (12/12, 100%) suggested including 1 open-text question at the beginning of the assessment with the aim of assessing the reason for accessing the MHeC-S that day, as one clinician explained:

_I would like to know the reason [why the young person was] visiting the MHeC-S...as we do in practice assessing the presenting or chief complaint..._ [Clinician, quote K]
Element 3: Dashboard of Results and Progress

All 32 participants agreed that after completion of the online self-report assessment a dashboard of results should be displayed immediately (Figure 5). Participants accepted the simple bar and line graphs, colored icons, and traffic light representations, and reported that they were easy to understand. Health professionals (12/12, 100%) believed that the assessment and the dashboard of results were useful tools to inform their practice, not only in their first assessment but also as an ongoing form of care. In relation to the dashboard’s language, participants preferred the use of lay terms instead of medical terminology. When medical jargon is needed (e.g., psychosis or hypomania), participants proposed that the prototype should display a simple explanation of the term when they click on the word or hover over it.

Figure 4. Online physical and mental health self-report assessment.

Figure 5. Dashboard of results and progress.
Element 4: Booking System and Video Visit System

All participants agreed that the booking and video visit system embedded in the MHeC-S (Figure 6) was a secure way of protecting privacy. Due to the limited numbers of Spanish-speaking health professionals in Australia, participants believed that having a video visit with a Spanish-speaking health professional would be an effective way of screening and assessment, as well as providing (and receiving) advice, treatment, and therapy. Importantly, they acknowledged that video visits would be more efficient, as this would save them time and money, as a young person explained:

...we will know exactly where to go and not to waste time going from one place to another, searching for someone that understands me... [Young person, quote L]

Furthermore, the prototype provided them with security, as a health professional explained:

...they can always know where to go, like a secure base... [Health professional, quote M]

Element 5: Personalized Well-Being Plan That Includes Links to Evidence-Based, Young Person–Suggested, Health Professional–Recommended Apps and E-Tools

The idea of having a tailored plan and recommendations immediately after the completion of the self-report assessment was widely accepted by participants (32/32, 100%) (Figure 7). Young people (17/17, 100%) said that they would be likely to download and use the recommended apps and e-tools if those matched with their needs. However, most of the participants (29/32, 91%) highlighted a lack of Spanish-language apps and e-tools. Young people (17/17, 100%) said that they would try to use an app in English, but they also recognized that their experience and the benefit would be limited, especially for those apps that have audio resources, as one young person explained:

I would try to use it as much as I can, but I think there are going to be many things I don’t understand—for example, the mindfulness audios... [Young person, quote N.]

As potential solutions, participants proposed the creation of videos that contain general information, as well as relaxation and breathing exercises; a detailed directory that describes available English apps and e-tools; and, ideally, the development of several Spanish-language apps, e-tools, and Spanish adaptations of the best evidence-based resources.
Figure 7. Personalized well-being plan that includes links to evidence-based, young person–suggested, health professional–recommended apps and e-tools.

Content: Translation and Cultural Adaptation of the Self-Report Assessment

The self-report assessment included 16 modules (Table 1 [64-89]) with smart skips built in so that it was tailored to each individual and took a minimum amount of time to complete (approximately 45 minutes).

The self-report assessment translation process started in early 2016, with the literature review. We found 8 Spanish-translated versions of measures from the original source: the 2-step method to measure transgender identity [90], 10-item Kessler Psychological Distress Scale [91], Quick Inventory of Depressive Symptomatology [92,93], Community Assessment of Psychic Experiences [94,95], Alcohol Use Disorders Identification Test [96], Alcohol, Smoking and Substance Involvement Screening Test [97], International Physical Activity Questionnaire [98,99], and the Spanish version of the World Mental Health Composite International Diagnostic Interview used in the National Comorbidity Survey Replication Adolescent Supplement [100,101]. We selected 5 because we found their translation and psychometric properties in the academic literature: the Primary Care Posttraumatic Stress Disorder (PTSD) Screen [102], PTSD Checklist-Civilian Version [103], Altman Self-Rating Mania Scale [104], the Cutting down, Annoyance by criticism, Guilty feeling, and Eye-openers questionnaire (which has been widely used in several Spanish-speaking studies and several versions are available online [105,106]; we used the Colombian version for its methods [107]), and the Fagerström Test for Nicotine Dependence [108]. Although we didn’t find any versions of the empathy quotient scale in the academic literature, we found a Spanish version provided by the Autism Research Centre of the University of Cambridge [109].
<table>
<thead>
<tr>
<th>Module</th>
<th>Questionnaires</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Main reason for visiting the MHeC-S&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Short open-text question</td>
</tr>
<tr>
<td>2. General demographics</td>
<td>Items derived from the Second Australian Young and Well National Survey [64] and the 2-step method to measure transgender identity [65]</td>
</tr>
<tr>
<td>3. Social and occupational function</td>
<td>Modified versions of the Brief Disability Questionnaire [66] and the self-report version of the Social and Occupational Functioning Assessment Scale [67]</td>
</tr>
<tr>
<td>4. Psychological distress</td>
<td>10-item Kessler Psychological Distress Scale [68]</td>
</tr>
<tr>
<td>5. Depressed mood</td>
<td>Quick Inventory of Depressive Symptomatology (QIDS-SR-16) [69]</td>
</tr>
<tr>
<td>6. Anxiety</td>
<td>Overall Anxiety Severity and Impairment Scale [70]</td>
</tr>
<tr>
<td>7. Mania-like experiences</td>
<td>Items derived from the Altman Self-Rating Mania Scale [71]</td>
</tr>
<tr>
<td>8. Psychosis-like experiences</td>
<td>Items derived from the Community Assessment of Psychic Experiences-Positive Symptoms Scale [72]</td>
</tr>
<tr>
<td>9. Traumatic experiences</td>
<td>Primary Care PTSD&lt;sup&gt;b&lt;/sup&gt; Screen [73] and the PTSD Checklist-Civilian Version [74]</td>
</tr>
<tr>
<td>10. Self-harm behaviors and suicidal ideation</td>
<td>Suicidal Ideation Attributes Scale [75]</td>
</tr>
<tr>
<td>11. Tobacco, alcohol, and substance use</td>
<td>Items adapted from the Alcohol Use Disorders Identification Test [76], the Alcohol, Smoking and Substance Involvement Screening Test [77], the Cutting down, Annoyance by criticism, Guilty feeling, and Eye-openers questionnaire [78], the Drinking Motives Questionnaire [79], the Fagerström Test for Nicotine Dependence [80], and selected items from the National Drug Strategy Household Survey [81]</td>
</tr>
<tr>
<td>12. Physical activity</td>
<td>International Physical Activity Questionnaire [82]</td>
</tr>
<tr>
<td>13. Sleep behaviors</td>
<td>Sleep-related items from the QIDS-SR-16</td>
</tr>
<tr>
<td>14. General mental health conditions</td>
<td>National Comorbidity Survey Replication Adolescent Supplement [83]</td>
</tr>
<tr>
<td>15. Overall heath and somatic distress</td>
<td>Somatic and Psychological Health Report [84], self-perceived health status, and general body measurements</td>
</tr>
<tr>
<td>16. Medical, mental health, and family history</td>
<td>Multiple-choice questions</td>
</tr>
<tr>
<td>17. Cognitive concerns and empathy</td>
<td>Derived from the Subjective Scale to Investigate Cognition in Schizophrenia [85] and the empathy quotient [86]</td>
</tr>
<tr>
<td>18. Eating behaviors and body image</td>
<td>Derived from the Eating Disorder Examination [87]</td>
</tr>
<tr>
<td>19. Social connectedness and support</td>
<td>Derived from the Perceived Social Support/Conflict Measure [88] plus 5 items measuring relationships with peers [89]</td>
</tr>
</tbody>
</table>

<sup>a</sup>MHeC-S: Spanish version of the Mental Health eClinic.  
<sup>b</sup>PTSD: posttraumatic stress disorder.

We didn’t find any Spanish versions of the items assessing disability, suicide ideation, and anxiety rating. Considering their relevance in overall assessment and potential medicolegal repercussions, we decided to find Spanish-speaking analogs to these measures. We replaced the Brief Disability Questionnaire with the World Health Organization Disability Assessment Schedule 2.0, which has an official translation available [110]. We replaced the Suicidal Ideation Attributes Scale with the Suicide Behaviors Questionnaire-Revised [111] and we replaced the Overall Anxiety Severity and Impairment Scale with the 7-item Generalized Anxiety Disorder scale [112], both of which have their translation process and psychometric properties published.

In July 2016, the rest of the items were carefully translated into 3 individual sessions of colloquial Spanish, and we conducted 1 round of translation and cultural adaptation for Spanish-speaking populations living in Australia. At this stage, we adapted 3 questions in the demographics sections: country of origin; language spoken at home, enriched with relevant dialects from Spanish-speaking regions, such as Quichuan and Catalan; and the ethnicity question, modified to the indigenous populations in Latin America.

To reach agreement, 2 individual sessions of back-translations were performed, followed by 1 round of discussion between the translators and back-translators.

**User Interface**

All participants accepted the Spanish version of the original MHeC’s logo (Figure 8). However, young people preferred a name that they could associate more with general well-being than with mental health, as some of them believed that this would have a wider reach among students.

In relation to language, participants expressed different preferences for the linguistic form in which to address the users (interlocutors); Colombian participants (20/32, 63%) favored the use of formal pronouns (usted), as they considered that the
delivery of online health services should follow the same conventions as face-to-face services:

In Colombia, the doctor-patient relationship is always treated in a formal way... [Health professional, quote]

Participants of other nationalities (12/32, 38%) preferred the prototype to use the colloquial or familiar pronouns (tú, vos), as the formal pronoun seemed excessively formal in an online context. Considering this discrepancy, all participants agreed that the prototype would use the colloquial or familiar form of the second person singular pronoun (tú), as the target of the MHeC-S is young people from different nationalities. Additionally, participants suggested the possibility of a customizing option to choose to see the prototype (1) completely in Spanish (including menus, links, call-to-action buttons, instructions, videos, apps, and e-tools), (2) in a bilingual version (which would display menus, call-to-action buttons, and instructions in English, but the most relevant content in Spanish, such as the physical and mental health self-report assessment and video visit; or a mix of Spanish and English apps, e-tools, and resources), or (3) completely in English (which would look more like the original MHeC but with relevant information for this population).

Participants in the one-on-one user testing sessions (n=15) assessed the interface in the prototype. These participants approved the MHeC-S’s font, color palette (light blue, orange, and green), and the tile-shaped buttons (15/15, 100%). Despite this, young people (7/15, 47%) thought that the Get Started call-to-action button needed to be different (bolder, bigger, brighter, or in a different shape) to get the participants to sign up. In relation to the menus, horizontal or hamburger displays were preferred over the current vertical presentation.

Figure 8. Original Mental Health eClinic logo and its Spanish adaptation. Created by Mandarin Creative

Usability
A total of 15 participants completed 4 usability tasks: (1) create an account and log in, (2) find the Need Help Now button, (3) explore the dashboard of results, and (4) book an appointment. Mean SEQ scores for the tasks were 7 (SD 0); 6.93 (SD 0.26); 5.07 (SD 1.49); 5.80 (1.66) respectively, range 1 to 7. All 15 participants did not report problems completing tasks 1 and 2. In relation to task 3, participants said that exploring all of the dashboard tabs was slightly complicated, as they were not evident at first glance. They had slight difficulty in completing an appointment booking, as the action button was located on the bottom right corner of the site, so this task wasn’t intuitive for some participants.

Discussion
Principal Findings
Our study used a comprehensive research and development approach to co-design and culturally adapt a prototypic Web-based mental health clinic (MHeC) for Spanish-speaking young people based in Australia (MHeC-S). Thematic analysis resulted in adequate acceptability of the 5 main elements of the alpha prototype (a home page and triage system; a comprehensive online physical and mental health self-report assessment; a dashboard of results and progress report; a booking and videoconferencing system to enable video visits; and the generation of a personalized well-being plan that includes links to evidence-based, young person–suggested, health professional–recommended apps and e-tools). The data also revealed gaps in the alpha prototype, such as the need for tailored assessment tools and a greater integration with Spanish-speaking services and communities; a lack of Spanish-language apps and e-tools, and of online mental health information was noted. As a consequence, the development of new features included the addition of cultural adjustment items in the online self-report assessment, creation of specific algorithms, and development of several videos and factsheets (Multimedia Appendix 2). In the future, the beta prototype should additionally include refinements of language;
explanations of specific medical terminology; and minor changes in layout and navigation.

Migrants and newly arrived residents have been identified as populations who are difficult to recruit, and then to involve and maintain in research [113], yet this is a population in critical need of support. The research and development cycle that we employed in this study is an optimal methodology to engage, retain, and work more efficiently with hard-to-reach populations. We selected various participatory design methodologies to enhance the generation of new ideas and improve the feedback process. The nature of the research and development cycle and the use of diverse methodologies enabled the research to be conducted and completed in a time-efficient manner.

Previous research has highlighted the need to tailor HIT interventions beyond content and language, by including culture [39]. One of the strengths of this study was the incorporation of the cultural framework as a cornerstone of the research and development cycle. As a consequence, we obtained information about the participants’ cultural preferences for the prototype’s interface and functionality, as well as the development of culturally appropriate content and features. Performing data collection and analysis in the original language reduced the risk of losing relevant information (or meaning), and decreased research time and costs [114]. Other advantages of this study were the variety of origin of participants (Argentina, Chile, Colombia, Spain, and Venezuela) and the research team (Australia, Chile, Colombia, and Venezuela). Furthermore, this research united all relevant stakeholders (young people, supportive others, and health professionals) in a common goal of adapting this prototype to a population in need.

Although Spanish is the second most common language spoken worldwide and HIT is a growing field, Spanish-speaking populations (including migrants and those residing in low- and middle-income countries) are at risk of experiencing not only physical but also technological social health inequalities [115]. This body of research aims to breach this gap by creating a widely available MHeC-S that works across devices. The participation of end users in the design process ensured that the prototype was accessible to individuals of varying literacy levels with a range of cultural differences. Furthermore, the MHeC-S has the potential to be configured and adapted for use in Spanish-speaking countries and in other multicultural countries with Spanish-speaking migrant populations.

Implications

International education in Australia has grown dramatically and is its third largest export industry, contributing Aus $32.4 billion to the Australian economy [116]. It highlights a significant bilateral exchange (Aus $755 million in 2012) between Latin America and Australia, which is increasingly recognized as an important destination for the English education of Latin Americans [117]. In 2017, the Latin American Spanish-speaking international student population had reportedly increased to more than 21,000 [17]. Our study highlighted a critical concern in the community in relation to a shortage of mental health services targeting the well-being of these students. This is vital, as these students are at higher risk of developing adaptational problems and being socially and linguistically isolated [118]. Participants generally expressed a lack of understanding of the Australian health system, particularly service providers and insurance agencies, resulting in an important barrier for students’ help-seeking process. Even for those who do know how to navigate the health system, a reduced English competence could impair the care they do obtain. Protecting, caring for, and enhancing positive experiences for international students is Australia’s best strategy to protect and grow this industry.

New and emerging technologies present a solution, as they have changed the way young people communicate, connect, and engage with each other and with society. With the introduction of smartphones, information, services, and resources provided online or via mobile apps can be accessed privately and at any time. This can be empowering for individuals who are marginalized or geographically or socially isolated. It could also help to address the need for Spanish-speaking mental health professionals and interpreters. Having an MHeC-S could greatly benefit young people who are native Spanish speakers living in Australia and who are actively seeking help. This study is the first step toward providing a technology-enabled solution to improve this population’s mental health and well-being in Australia. To the best of our knowledge, there has been no research to date in this field.

Conclusion

Further research is needed to understand the psychometric properties of the online self-report assessment (eg, criterion validity) and the integration of the MHeC-S with other apps or e-tools. Importantly, additional steps are needed to evaluate the engagement, efficacy, and effectiveness of the MHeC-S in real-world settings. The MHeC-S shares the same elements and functionality of the original version of the MHeC. Its main difference relies on interaction with face-to-face services. The original MHeC was designed to work with primary care mental health services; however, in the case of the MHeC-S, in Australia it could be used additionally by language schools and Overseas Student Health Cover providers. To the best of our knowledge, this study is the first to explore mental health care barriers and facilitators, and potential technology solutions in a language student population; additional research is needed to expand the knowledge on this topic.
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Abstract

Background: Internet-based cognitive behavioral therapy (iCBT) is an effective treatment for patients with a chronic somatic illness to improve self-management skills and to learn to adjust to their chronic disease and its impact on daily life. However, the implementation of iCBT in clinical practice is challenging.

Objective: This study aimed to examine the current degree of implementation of iCBT among psychologists in a medical setting and discover determinants influencing the implementation of iCBT among nonusers.

Methods: A Web-based survey, based on the Unified Theory of Acceptance and Use of Technology (UTAUT), was distributed among psychologists in a medical setting. The survey included questions regarding the current use of iCBT, intention to use iCBT in the future, and operationalized concepts of the UTAUT constructs, that is, performance expectancy (PE), effort expectancy (EE), social influence (SI), and facilitating conditions (FC).

Results: In total, 107 (24.8%) psychologists completed the survey. Of them, 16.8% have access to iCBT, 15.9% currently use iCBT, and 21.5% are expected to use iCBT within the next year. The constructs PE, EE, and SI together significantly influenced behavioral intention (BI; mean 3.9 [SD=0.8]) among nonusers ($R^2$=0.490; $F_{4,85}=20.405; P<.001$).

Conclusions: In spite of an average to high BI, the current implementation of iCBT is rather low among psychologists in a medical setting. Further research should focus on reducing the gap between intention to use and actual use by focusing on influencing the predictive UTAUT constructs.

Introduction

Background

Patients with a chronic somatic illness often struggle with a complex interaction of physical, psychological, and social demands related to their disease. These demands significantly influence their disease perception and quality of life [1-3]. Supporting patients in increasing their disease self-management can effectively increase illness adjustment and adherence to treatment, and decrease problems related to illness behaviors and comorbid mental illnesses such as depression and anxiety [4-6]. Psychologists can offer this support as part of outpatient treatment in a hospital clinic. In the Netherlands, these psychologists are called medical psychologists, and patients are referred to them by their medical specialist. Regarding the content of this support, cognitive behavioral therapy (CBT)–based techniques are regularly used. However, CBT is generally only available to a small number of patients in this setting because it is expensive, time consuming [7,8], and sometimes inaccessible because of attendance barriers [9,10].
Internet-Based Cognitive Behavioral Therapy

With the development of internet-based treatment [11], CBT has become much more accessible to a wide range of patients [4]. In the Netherlands, internet-based CBT (iCBT) is usually offered as a guided program, containing modules regarding goal setting, psychoeducation, (behavioral) assignments, relaxation exercises, and diary registrations, which are supported by asynchronous contact with a therapist through messages in a secured email box [12]. The iCBT service can be used in several ways, depending on the severity of the problems of the patient and the patient preferences. It can be provided as a stand-alone service, in which it is a replacement of a regular therapy, or it can be used as an addition to regular treatment, in which iCBT is used blended, combined with face-to-face sessions. In all scenarios, patients use the Web portal from their home environment. Use of iCBT potentially produces similar overall effects compared with face-to-face CBT [13-15] and is significantly efficacious in improving disease-specific symptoms, disease control [9,16-18], and disease-related physical outcomes [13]. Moreover, treatment by traditional forms of psychological therapy can be associated with stigmatizing beliefs about mental illness and negative prejudices about therapists [19], whereas iCBT is usually experienced as easy to access and the most private way to seek help [20]. Moreover, iCBT provides patients the ability to administer treatment and access treatment-related material at any time and any place [16]. Finally, regarding economical perspectives, offering iCBT enables a potential reduction in health care costs [21], the number of needed contact hours, waiting lists, and traveling time for patients [22].

Current Implementation of Internet-Based Cognitive Behavioral Therapy

However, implementation of iCBT in clinical practice remains a challenge [23,24], and different health care settings show different usages of iCBT. Results of a naturalistic study among therapists of a Dutch mental health center showed that after training, over a period of 3 years, only 3.6% of the patients were offered the possibility to participate in iCBT, initiated by 18% of the therapists qualified to provide iCBT [25]. On the contrary, a study among Dutch primary care psychologists (PCPs) and mental health counselors (MHCs) in general practitioner practices showed more optimistic numbers, with 29% of the PCPs and 60% of the MHCs having used Web-based psychological self-management interventions (based on CBT) in their treatments [26]. Regarding iCBT in the hospital setting, research is lacking. Therefore, the aim of this study was to gain insight into use, barriers, and facilitators regarding implementation of iCBT among psychologists in medical settings.

Research into possible factors influencing the degree of implementation of iCBT and iCBT-related interventions among psychologists is relatively young. Dissemination and implementation of digital health interventions often face many barriers on differing levels, for example, related to perceived effectiveness, expected usability, usefulness in the patient population, facilitating conditions (FC) at work, and personal productivity [26,27]. A suitable model to measure acceptance of technology and its associated influences on those multiple levels is the Unified Theory of Acceptance and Use of Technology (UTAUT) [28]. On the basis of this model, determinants influencing behavioral intention (BI) of iCBT are mapped, related to future users’ performance expectancy (PE), effort expectancy (EE), social influence (SI), and available FC. [28].

Use of the Unified Theory of Acceptance and Use of Technology

According to the UTAUT model, 4 constructs are crucial in explaining the use of technology, namely PE, EE, SI, and FC. PE indicates “the degree to which an individual believes that using the system will help him or her to attain gains in job performance” [28]. For psychologists in medical settings, this would mean that the use of iCBT may or may not contribute to their quality of work in a positive manner, for instance, the use of iCBT reduces time that is required to fulfill major responsibilities (eg, providing help to patients). EE can be defined as “the degree of ease associated with the use of the system” [28]. In practice, this would mean that the use of iCBT may or may not be clear, understandable, and easy to learn for psychologists. SI indicates “the degree to which an individual perceives that important others believe he or she should use the new system” [28]. In practice, this would mean that psychologists may or may not believe that colleagues and management at the workplace think they should use iCBT and support their use of iCBT. FC indicates “the degree to which an individual believes that an organizational and technical infrastructure exists to support the use of the system” [28]. For psychologists in medical settings, this would indicate that the use of iCBT may or may not be stimulated by the organization or manager. Moreover, the construct BI is a crucial determinant for use behavior and can be defined as “a person's subjective probability to perform a specified behavior” [29]. In practice, this would mean the likelihood of use of iCBT among psychologists in medical settings.

The purpose of this study was to examine the fit and current degree of implementation of iCBT among psychologists in a medical setting and explore the extent to which the determinants of the UTAUT model influence the degree of implementation among nonusers. This was done using a nationally spread survey in the Netherlands to gain broad and generalizable insights into barriers and facilitators regarding implementation of iCBT in hospitals.

Methods

Recruitment

Respondents were recruited by (personal) email in March 2017. Dissemination of the survey was done by the Dutch Association of Medical Psychologists, and email addresses were collected by systematically searching hospitals per province (using Zorgkaart Nederland and Google), after which these hospitals were approached. In case no information on names or email address of psychologists was found on the website, the secretariat of the hospital was contacted by phone to ask whether they would agree to share their psychologists’ contact
information. This resulted in a total initial spreading among 432 addresses. However, a snowball effect might have occurred because psychologists were asked to forward our invitation to colleagues to whom it might be relevant as well.

The email included an information letter and a link to the Web-based survey in Qualtrics (2015 Qualtrics, LLC). The information letter explained the purpose of the study and its voluntary nature, use and anonymization of the data, estimated time needed to participate (10 min), and the reward for participating in the study (5 gift certificates of €50 were raffled among the respondents). All email addresses were stored separately and were only used for the raffle. The Web-based survey started with an informed consent form. Not responding to the survey or opting out in the informed consent form was considered as choosing not to participate in the study.

Psychologists who were employed at multiple hospitals were asked to choose 1 hospital and fill in the survey based on their chosen hospital. If the survey was not fully completed, data were not included in further statistical analysis. Furthermore, 1 and 2 weeks after sending the invitation emails, reminder emails were sent to all email addresses. The study was approved by the Psychology Research Ethics Committee of Leiden University.

Survey
The survey consisted of 3 parts, namely (1) background information about the psychologist and the hospital, (2) general and work-related use of the internet of the respondent, and (3) an operationalization of the UTAUT constructs. The background information included gender, age, professional background, number of working hours per week, and years of employment. Background information about the hospital included number of colleagues working as a psychologist, number of newly referred patients per month, reasons for referral of patients, consult duration per visit, number of contacts per patient per treatment trajectory, and type of primarily offered help to patients. In part 2, general and work-related use of the internet was measured using questions about quantity of internet use in general, self-perceived skills to use the internet, use of internet for work-related activities, and current available Web-based applications in the hospital.

To operationalize the UTAUT, subscales were created for each construct in the model (PE, EE, SI, FC, and BI). Regarding BI, respondents first answered whether using iCBT was part of their current work activities, after which they had to answer whether they had the intention to start using iCBT in case they currently did not use it. By measuring actual use of iCBT, a distinction between users and nonusers was possible. Subscales of the UTAUT constructs were measured with 3 to 8 items formulated as statements, for instance, “I expect/experience that guided iCBT is effective for my patient population” (PE), “I expect/experience that guided iCBT is time intensive to use” (EE), “I expect/experience that iCBT is seen as a positive development among my colleagues” (SI), “I expect/experience that iCBT fits within the technological circumstances of my practice” (FC), and “I want to use/continue to use guided iCBT” (BI). Respondents answered statements on a 5-point Likert scale, ranging from completely disagree (1) to completely agree (5). A complete overview of the survey is provided in Multimedia Appendix 1.

Statistical Analysis
Statistical analyses were performed using the Statistical Package for the Social Sciences (IBM SPSS Statistics 24). Descriptive statistics were used to describe the study sample, their internet experience, and their scores on the UTAUT constructs. Scale scores and Cronbach alphas were calculated for each UTAUT construct to check internal reliability. In the sample of nonusers, Pearson correlations were calculated to determine the relationship between the UTAUT variables PE, EE, SI, and FC and the dependent variable BI. On the basis of the statistical significance of these relations, multiple regression analysis was carried out to examine the further nature of these relations.

Results
Respondents
A total of 127 psychologists in medical settings filled in the survey. Among them, 107 completed the survey, whereas 20 stopped early. These data were not used for analyses and contained 11.8% of the data. Among the respondents, 58 (58/107, 54.2%) stated that they are members of the Dutch Association of Medical Psychologists, whereas 49 (49/107, 45.8%) stated that they are not members. The estimated response rate is 24.8%, as 432 people were contacted for participation via their email addresses. However, because of the method of data collection, it is not possible to calculate an exact response rate. Table 1 provides an overview of the respondents’ characteristics. Most respondents were female (92/107, 86.0%), with a mean age of 40.9 years (SD=11.3). A large part of the respondents had a professional background as a health care psychologist (45/107, 42.1%) or clinical psychologist (27/107, 25.2%; these are both protected titles in the Netherlands, based on postmaster educational tracks). On average, respondents have been active as psychologists in a medical setting for 10.0 (SD=8.1) years and received up to 20 (69/107, 64.5%) new patients each month (data not shown in Table 1). Regarding consultations, most patients were seen for 5 to 10 times (60/107, 56.1%), and therapy sessions lasted an average of 53 min per session. With regard to characteristics of the care provided, respondents most often reported treating problems with dealing with chronic physical complaints and limitations (93/107, 86.9%), anxiety- and/or mood-related problems (68/107, 63.6%), and pain (39/107, 36.4%). Finally, the type of care primarily provided consisted of interventions aimed at improving mental functioning (93/107, 86.9%), problem clarification and diagnostics (90/107, 84.1%), psychoeducation (80/107, 75.7%), and guiding and supporting self-management (65/107, 60.7%).
Table 1. Background information of the respondents and their hospital (N=107).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>15 (14.0)</td>
</tr>
<tr>
<td>Women</td>
<td>92 (86.0)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.5 (11.5)</td>
</tr>
<tr>
<td>Professional background, n (%)</td>
<td></td>
</tr>
<tr>
<td>Psychologist, MSc</td>
<td>13 (12.1)</td>
</tr>
<tr>
<td>Health care psychologist</td>
<td>45 (42.1)</td>
</tr>
<tr>
<td>Clinical psychologist</td>
<td>27 (25.2)</td>
</tr>
<tr>
<td>Clinical neuropsychologist</td>
<td>2 (1.9)</td>
</tr>
<tr>
<td>Other (eg, in training to become health care psychologist)</td>
<td>20 (18.7)</td>
</tr>
<tr>
<td>Number of consultations during 1 complete treatment, n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>39 (36.4)</td>
</tr>
<tr>
<td>5-10</td>
<td>60 (56.1)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>8 (7.5)</td>
</tr>
<tr>
<td>Average number of minutes spent per therapy session, mean (SD)</td>
<td>53.9 (29.2)</td>
</tr>
</tbody>
</table>

Internet Experience
Most respondents used the internet on a daily basis (102/107, 95.3%) and rated their internet skills as (very) good (92/107, 86%). Concerning work functionalities, respondents mainly used the internet to search for medical information (103/107, 96.3%) or have contact with clients through email (71/107, 66.4%). Regarding availability of Web-based health applications in the hospital, respondents primarily reported availability of electronic medical records (104/107, 97.2%), a website with patient information (73/107, 68.2%), and a Web portal with patient records (46/107, 43%). Electronic or Web-based screening (21/107, 19.6%), Web-based self-management modules (18/107, 16.8%), and use of teleconsultation (10/107, 9.3%) were less common.

Use of Guided Internet-Based Cognitive Behavioral Therapy
Regarding the type of problems for which the respondents considered iCBT as an appropriate treatment, anxiety- and/or mood-related problems were most often reported (81/107, 75.7%), followed by problems dealing with chronic physical complaints and limitations (78/107, 72.9%), sleep problems (72/107, 67.3%), and fatigue problems (70/107, 65.4%).

Table 2 shows that 15.9% (17/107) of the respondents used guided iCBT at the time of filling in the survey. More than half of the respondents (68/107, 63.6%) had seen guided iCBT programs before. Among this subgroup, almost three-fourths (49/68, 72.1%) considered iCBT a suitable treatment for problems related to dealing with chronic physical complaints and limitations, and more than three-fourths (54/68, 79.4%) considered iCBT a suitable treatment for anxiety- and/or mood-related problems. In addition, almost one-third of the respondents (31/107, 29%) had received training in the use of guided iCBT and more than a quarter used it as a part of their work activities in the past (31/107, 29%). Within these subgroups, more than half of the respondents (18/31, 58.1% in both subgroups) considered iCBT a suitable treatment for problems related to dealing with chronic physical complaints and limitations, and more than three-fourths (26/31, 83.9% and 25/31, 80.6%, respectively) considered iCBT a suitable treatment for anxiety- and/or mood-related problems. Finally, of the (former) users, a majority (20/31, 64.5%) had used guided iCBT in less than 10 treatments. Regarding future use of iCBT, more than one-fourth of all nonusers (23/90, 25.6%) expected to use guided iCBT within the next year, and more than half (57/90, 63.3%) expected to use guided iCBT within 2 to 5 years.

Facilitators and Barriers
Distribution of the scores on the UTAUT constructs was normal. Internal consistency was acceptable to excellent (see Table 3). On average, responses varied between the answer categories neutral and partly agree.

Influence of Unified Theory of Acceptance and Use of Technology Constructs on Behavioral Intention Among Nonusers
Pearson correlations showed statistically significant moderate to high positive associations between the UTAUT constructs PE, EE, SI, and FC and the dependent variable of BI, respectively (PE $r=0.656$; EE $r=0.479$; SI $r=0.251$; and FC $r=0.443$; $P<.001$ for PE, EE, and FC, and $P=.02$ for SI). Table 4 shows the results of the multiple regression analysis using the enter method. The multiple regression model with the dependent variable BI explained 49% of variance in BI ($R^2=0.490; F_{4.85}=20.405; P<.001$). The constructs PE, EE, and FC had a significant positive effect on BI regarding use of iCBT, whereas SI did not.
Table 2. Use of guided internet-based cognitive behavioral therapy (N=107).

<table>
<thead>
<tr>
<th>Question</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current use of guided iCBT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>17 (15.9)</td>
</tr>
<tr>
<td>Previous experience with guided iCBT</td>
<td></td>
</tr>
<tr>
<td>Has seen a program of guided iCBT</td>
<td>68 (63.6)</td>
</tr>
<tr>
<td>Has received a training in the use of guided iCBT</td>
<td>31 (29.0)</td>
</tr>
<tr>
<td>Has applied guided iCBT in previous treatments</td>
<td>31 (29.0)</td>
</tr>
<tr>
<td>Completed guided iCBT treatment programs by (former) users (n=31)</td>
<td></td>
</tr>
<tr>
<td>&lt;10 treatments</td>
<td>20 (64.5)</td>
</tr>
<tr>
<td>10-20 treatments</td>
<td>4 (12.9)</td>
</tr>
<tr>
<td>&gt;20 treatments</td>
<td>7 (22.6)</td>
</tr>
<tr>
<td>Expected time frame of iCBT usage in the future among nonusers (n=90)</td>
<td></td>
</tr>
<tr>
<td>Within the next year</td>
<td>23 (25.6)</td>
</tr>
<tr>
<td>Within 2-5 years</td>
<td>57 (63.3)</td>
</tr>
<tr>
<td>Not within the next 5 years</td>
<td>9 (10.0)</td>
</tr>
<tr>
<td>Never</td>
<td>1 (1.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>iCBT: internet-based cognitive behavioral therapy.

Table 3. Scores on the Unified Theory of Acceptance and Use of Technology constructs (total N=107; users N=17; nonusers N=90).

<table>
<thead>
<tr>
<th>Construct</th>
<th>Cronbach alpha</th>
<th>Statistics, mean (SD)&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral intention</td>
<td>.90</td>
<td>3.9 (.8)</td>
</tr>
<tr>
<td>Users</td>
<td></td>
<td>4.5 (.7)</td>
</tr>
<tr>
<td>Nonusers</td>
<td></td>
<td>3.8 (.8)</td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>.80</td>
<td>3.7 (.4)</td>
</tr>
<tr>
<td>Users</td>
<td></td>
<td>3.7 (.3)</td>
</tr>
<tr>
<td>Nonusers</td>
<td></td>
<td>3.7 (.4)</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>.71</td>
<td>3.5 (.4)</td>
</tr>
<tr>
<td>Users</td>
<td></td>
<td>3.5 (.3)</td>
</tr>
<tr>
<td>Nonusers</td>
<td></td>
<td>3.5 (.4)</td>
</tr>
<tr>
<td>Social influence</td>
<td>.78</td>
<td>3.0 (.7)</td>
</tr>
<tr>
<td>Users</td>
<td></td>
<td>3.2 (.7)</td>
</tr>
<tr>
<td>Nonusers</td>
<td></td>
<td>2.9 (.6)</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>.68</td>
<td>3.4 (.6)</td>
</tr>
<tr>
<td>Users</td>
<td></td>
<td>3.5 (.6)</td>
</tr>
<tr>
<td>Nonusers</td>
<td></td>
<td>3.3 (.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Responses answered all statements of all constructs by a 5-point Likert scale, namely 1: completely disagree, 2: partly disagree, 3: neutral, 4: partly agree, and 5: completely agree.

<sup>b</sup>Not applicable.
Table 4. Results multiple regression analysis of Unified Theory of Acceptance and Use of Technology constructs on behavioral intention (N=90).

<table>
<thead>
<tr>
<th>Model</th>
<th>B</th>
<th>Beta</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-1.823</td>
<td>_c</td>
<td>0.669</td>
<td>.01</td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>0.803</td>
<td>0.438</td>
<td>0.176</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>0.625</td>
<td>0.288</td>
<td>0.187</td>
<td>.001</td>
</tr>
<tr>
<td>Social influence</td>
<td>-0.222</td>
<td>-0.174</td>
<td>0.139</td>
<td>.11</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>0.355</td>
<td>0.270</td>
<td>0.154</td>
<td>.02</td>
</tr>
</tbody>
</table>

aB: partial regression coefficient.
bBeta: standardized regression coefficient.
cNot applicable.

Discussion

Principal Findings

Guided iCBT is a suitable and effective treatment for patients with a chronic somatic illness. However, its implementation in clinical practice remains challenging. The main purpose of this study was to examine the fit and the current degree of implementation of iCBT among psychologists in medical settings and determine its facilitators and barriers among nonusers. Most respondents in our sample were female (92/107, 86.0%) and had an official registration as psychologist, which is representative for the Dutch situation [30].

The results of the study showed that the use of technology is highly integrated among psychologists, both on a personal level and work-related level. Moreover, respondents generally considered iCBT as an appropriate treatment for the type of problems they treat their patients for, regardless of their (previous) experience with iCBT. The actual current use of iCBT, however, was limited. Our results show that only 16% (17/107) of the respondents is currently using iCBT. In addition, 29% (31/107) had received training in the use of guided iCBT, and 29% (31/107) had used it as a part of their work activities in the past. This raises the question why only such a small portion of psychologists actually use these Web-based treatment tools nowadays and what happened when they stopped using them. Presumable reasons for ending the use of iCBT could be that people have changed organizations and were not satisfied with the Web-based programs they used or, for instance, a change of policy from their management.

Our results concerning outcomes on the UTAUT model provide some insight into these questions and into what is further needed to increase implementation success. BI regarding the use of iCBT was found to be high among nonusers, with 98.9% (89/90) planning to use it within the upcoming 5 years; therefore, there is a high willingness to use Web-based tools in treatment. We also found that PE, EE, and FC appear to be significant predictors for this BI. These results indicate that aspects such as effectiveness for the client population, easiness of use, and managerial focus impact psychologists’ choice in the use of iCBT. These outcomes are in line with recent research on iCBT use in primary and routine care [26,27]. Still, the answers on most constructs had a small dispersion (spreading of the answers; responses were located around the answer categories partly agree or neutral), indicating that the respondents did not have very outspoken expectations on these determinants. This might indicate an implementation barrier in itself because the needs and beliefs about iCBT might not be strong enough to actually create behavioral change. To create actual change, it seems of major importance that the availability of Web-based self-management tools increases in hospital settings because, currently, only 17% (18/107) have access to iCBT. As a result, a larger part of psychologists in these settings will actually be able to use iCBT when willing to.

In the Netherlands, there is quite a large number of commercially provided iCBT portals, in which hosting and updating is outsourced. Psychologists are able to make use of these programs using a paid license. Although we now know that practicing psychologists would be intended to use these iCBT services, the actual access is probably often depending on the willingness of their management to invest in iCBT services. Future implementation efforts should therefore initially focus on these types of stakeholders, using implementation models that take a broad range of stakeholders into account. An example of such a model is the Consolidated Framework for Implementation Research [31], addressing 5 domains to include in implementation research. These are intervention characteristics (eg, adaptability and relative advantage), the setting within the organization (eg, culture, leadership engagement, and communication), the environment outside the organization (eg, external policies and incentives, peer pressure, needs, and resources), characteristics of the individuals involved (eg, self-efficacy, personal attributes, and individual stages of change), and the process of implementation (eg, planning, execution, and internal implementation leaders).

Future Directions

Based on our results using the UTAUT model, we can further reflect on what follow-up steps in improving implementation success seem essential, partly on an individual level. Concerning PE and EE, this study showed that fewer than one-third of the respondents have received a training in the use of iCBT. Therefore, expectations about whether iCBT asks a lot of new skills, affects work productivity, and increases the quality of care provision appear to affect the implementation process of iCBT. Moreover, these findings are consistent with previous research stating that lack of knowledge of the program and expectations regarding effectiveness and fully mastering the required protocol influence acceptance of iCBT [8,27,32,33].
Therefore, attention should be paid to providing employees more education in iCBT by offering knowledge with regard to availability of existing iCBT programs, their effectiveness, usefulness, and performance productivity and by offering them proper skills training [27,34]. Regarding FC, stimulation of iCBT use from a management level is a key prerequisite for use in daily practice. Moreover, attention should be paid to the degree of customization of iCBT to the daily workflow of psychologists.

**Limitations**

With this survey, we aimed to reach the most representative sample possible by trying to contact each psychologist in a medical setting in the Netherlands. The possibility exists that people interested in electronic health (eHealth) or actual eHealth users were more inclined to respond to the survey. This could result in fewer psychologists actually using iCBT in the complete population than the results from this survey show. In addition, social desirability may have influenced the provided answers of the respondents because the government encourages the use of eHealth among health professionals, which might have pressured our respondents toward positive answers. Furthermore, it is not possible to exactly estimate how many psychologists actually received our survey because invited psychologists were asked to forward our invitation to colleagues to whom it might be relevant as well. However, our estimated response rate of 24.8% is in line with the average response rate of large surveys [35]. Moreover, by sending out 2 reminders each 7 days after the first invitation email and by making use of personalization, appropriate measures were used to increase the response rate as much as possible [36]. Delay between reminders was based on research stating no significant difference in response rate for follow-up emails sent after 1 or 2 weeks and recommending time lags of 1 week [37].

**Conclusions**

Despite an average to high BI, current implementation of iCBT is low among psychologists in medical settings. Increasing the availability of iCBT and bringing change in other areas that could influence the gap between intention and actual use is needed. The UTAUT constructs PE, EE, and FC significantly affect BI regarding use of iCBT. Therefore, further research and implementation trajectories should focus on offering a wide range of iCBT programs, education on iCBT facilities and required skills, and customization of iCBT to the daily workflow of psychologists.
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Abstract

Background: Electronic cigarettes (e-cigs) are an increasingly popular alternative to smoking, helping to prevent relapse in those trying to quit and with the potential to reduce harm as they are likely to be safer than standard cigarettes. Many women return to smoking in the postpartum period having stopped during pregnancy, and while this can affect their decisions about breastfeeding, little is known about women’s opinions on using e-cigs during this period.

Objective: The aim of this study is to explore online forum users’ current attitudes, motivations, and barriers to postpartum e-cig use, particularly as a breastfeeding mother.

Methods: Data were collected via publicly accessible (identified by Google search) online forum discussions, and a priori codes identified. All transcripts were entered into NVivo for analysis, with a template approach to thematic analysis being used to code all transcripts from which themes were derived.

Results: Four themes were identified: use, perceived risk, social support and evidence, with a number of subthemes identified within these. Women were using e-cigs to prevent postpartum return to smoking, but opinions on their safety were conflicting. They were concerned about possible transfer of harmful products from e-cigs via breastmilk and secondhand exposure, so they were actively seeking and sharing information on e-cigs from a variety of sources. Although some women were supportive of e-cig use, others provided harsh judgement for mothers who used them.

Conclusions: E-cigs have the potential to reduce the number of women who return to smoking in the postpartum period and potentially improve breastfeeding rates, if breastfeeding mothers have access to relevant and reliable information. Health care providers should consider discussing e-cigs with mothers at risk of returning to smoking in the postpartum period.

(J Med Internet Res 2019;21(8):e11506) doi:10.2196/11506
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Introduction

Maternal smoking and low breastfeeding rates are both major public health concerns relating to the postpartum period, with health implications for both the mother and her child [1-8]. While many mothers are able to quit smoking during pregnancy, a substantial proportion will return to smoking by six months postpartum [9]. The latest UK statistics show that, despite 81% of mothers initiating breastfeeding at birth, by six months only 1% of UK infants are still breastfed [10]. Studies have consistently reported associations between smoking behavior (abstinence) and breastfeeding patterns [11-15], with...
the intention to breastfeed acting as a precipitating factor for reducing postpartum return to smoking, and then the initiation and continuation of breastfeeding being positively associated with smoking abstinence postpartum [16,17]. The intention to return to smoking is one of the strongest predictors of the intention not to breastfeed and the early cessation (<3 months postpartum) of breastfeeding [13,18]. These associations may be partly explained by confounders like sociodemographic factors [19,20], but they may also be attributable to concerns regarding safety of smoking while breastfeeding. This is despite online information from both the American Pediatrics Association [21,22] and the National Health Service (NHS) [23] that promotes the continuation of breastfeeding even if the mother smokes.

A relatively new product that may be useful for preventing return to smoking or supporting cessation of smoking is the electronic cigarette (e-cig) [24]. E-cigs are handheld devices that produce an aerosolized mixture from a solution typically containing concentrated nicotine, flavoring chemicals and propylene glycol [25]. The user draws a deep breath and inhales the vaporized liquid (a process known as vaping), which creates a similar experience to smoking combustible tobacco [26]. Although we accept that the long-term health effects of e-cigs cannot be fully assessed given the relatively short time they have been available for use, the current research suggests that e-cigs are likely safer than smoking traditional cigarettes and their use is proposed as a harm reduction tool for smokers [27,28].

Online forums are a popular and accessible community for mothers to discuss, debate and share opinions on anything relating to motherhood [29]. A method of research known as infodemiology analyzes online discussions to inform public health research [30,31], and previous studies of this type have studied e-cigs during pregnancy [38]. Online support groups provide specific benefits of a virtual group membership compared to a physical group membership, such as being accessible 24-hours a day, 7 days a week, being free to join and participate in, lacking geographical barriers and offering anonymity [39-43]. The use of online support groups or forums can have potentially empowering effects on those who use them by, for example, providing health information, information sharing and input for individuals to make health-based decisions [39]. Online forums can also offer a safe place to discuss sensitive topics or topics in which a person feels they may be judged [44] and have been used for discussions regarding smoking [45]. Therefore, the use of parenting forums is a valuable source of data on what women think about health-related risks and their health-related decision making [46-48].

Inclusion Criteria
Due to varying guidelines between countries on e-cig use, only UK-based forums were used as the United Kingdom already has guidance recommending the use of e-cigs rather than traditional cigarettes during pregnancy [28]. The eligibility for inclusion of a thread (a continuous discussion on a forum) in the final analysis were: (1) it was posted to a forum that is open to public use, without the need to sign up or log in to read posts; (2) it was posted to parenting forums not affiliated with vaping or tobacco companies; (3) it contained a minimum of four unique contributors to the discussion; and (4) the discussion needed to include the mention of either e-cig use or vaping as well as breastfeeding.

Search Strategy
The key words for e-cigs (Textbox 1) were combined using the operator AND with key words for breastfeeding, and then searched using the search operator (a Google-based command to filter results) site: sampleforum.co.uk via Google search engine.
Textbox 1. Key words (search terms).

<table>
<thead>
<tr>
<th>Key words: electronic cigarette</th>
</tr>
</thead>
<tbody>
<tr>
<td>• E-Cig(s)</td>
</tr>
<tr>
<td>• E-cig(s)</td>
</tr>
<tr>
<td>• Electronic cigarette(s)</td>
</tr>
<tr>
<td>• Vaping</td>
</tr>
<tr>
<td>• Vape(s)</td>
</tr>
</tbody>
</table>

AND

<table>
<thead>
<tr>
<th>Key words: breastfeeding</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Breastfeeding</td>
</tr>
<tr>
<td>• BF(ing)</td>
</tr>
<tr>
<td>• Nurse/Nursing</td>
</tr>
<tr>
<td>• Breastmilk</td>
</tr>
<tr>
<td>• Feeding</td>
</tr>
</tbody>
</table>

The use of search operators was the most effective and thorough way to ensure relevant discussions were obtained while ignoring forums owned by specific groups who may have had competing interests, such as e-cig manufacturers or tobacco companies. These sites were identified by screening the URL name and home page.

A total of 597 Google results were returned using the above search terms, and searches were then adapted to exclude pregnancy and trying to conceive, in line with the aims of the research. The threads used in analysis were then transcribed for NVivo11.

In the analysis, abbreviations within quotes were expanded in squared brackets, and the data source was identified by the thread (T) and the numbered data set.

**Ethical Considerations and Data Collection**

Informed individual consent was not obtained as the data were publicly posted on a large forum [49-52]. The British Psychological Society [53] recognizes that although informed consent might not be achievable in this context, certain steps can be taken to protect the participants. Therefore, only data from publicly accessible forums, where users are made aware during the initial sign-up process that all posts are open to public access, were used [54]. Furthermore, as comments on large public forums are less identifiable than those on smaller, private online communities [55], data was only obtained from large forums (for the purposes of this research, a large forum was defined as forums with over 1000 members) [55]. All contributing users were randomly assigned a new name to protect their identity, then names of people, places and institutions were removed from quotes and finally quotations were corrected for spelling and kept brief to reduce the possibility of them being traced back to the original poster.

Ethical approval was obtained from the University of Nottingham Medical School Research Ethics Committee.

**Analysis**

Template analysis (a template approach to thematic analysis), following the guidelines outlined by King [51,56], was used to analyze the data. Due to the use of *a priori* codes, this permits the analysis of the textual data that had been produced for “a different purpose in a different context” [57]. When analyzing large online support group datasets, template analysis is useful for comparing the perspectives of different contributors. In the current study, the initial template of *a priori* codes was used to code each transcript with codes being continually modified or expanded. After the last transcript was coded, a final version of the template was used to recode all transcripts (Multimedia Appendix 1). A mind map was also created to show integrative relationships and prevalence (Multimedia Appendix 2).

**Results**

**Overview**

Of the eight parenting forums identified, two met the inclusion criteria. Using the search operator site: sampleforum.co.uk for the two forums, a total of 95 discussion threads were identified and screened for inclusion. From those threads, 39 of them were duplicate results and 46 did not meet the inclusion criteria, leaving a total of 10 results to be analyzed (Table 1).
Table 1. Threads selected for analysis.

<table>
<thead>
<tr>
<th>Thread number</th>
<th>Opening post title</th>
<th>Website</th>
<th>Sub-group heading</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>Vaping whilst Breast feeding?</td>
<td>Babycentre</td>
<td>Vapers Lounge</td>
<td>13</td>
</tr>
<tr>
<td>T2</td>
<td>Ecigarette and breastfeeding (;)</td>
<td>Babycentre</td>
<td>June 2016 Birth Club</td>
<td>6</td>
</tr>
<tr>
<td>T3</td>
<td>Smoking while breastfeeding?</td>
<td>Babycentre</td>
<td>September 2015 Birth Club</td>
<td>19</td>
</tr>
<tr>
<td>T4</td>
<td>Does anyone vape?</td>
<td>Babycentre</td>
<td>October 2015 Birth Club</td>
<td>10</td>
</tr>
<tr>
<td>T5</td>
<td>Today I am..</td>
<td>Babycentre</td>
<td>February 2015 Birth Club</td>
<td>48</td>
</tr>
<tr>
<td>T6</td>
<td>(AIBU?) To smoke an electronic cigarette whilst breastfeeding?</td>
<td>Mumsnet</td>
<td>Am I Being Unreasonable? (AIBU)</td>
<td>23</td>
</tr>
<tr>
<td>T7</td>
<td>(AIBU) To use the vape? For friend?</td>
<td>Mumsnet</td>
<td>Am I Being Unreasonable? (AIBU)</td>
<td>6</td>
</tr>
<tr>
<td>T8</td>
<td>(AIBU) To use electronic cigarettes even though I'm BF?</td>
<td>Mumsnet</td>
<td>Am I Being Unreasonable? (AIBU)</td>
<td>55</td>
</tr>
<tr>
<td>T9</td>
<td>(AIBU) To ask DH to stop vaping?</td>
<td>Mumsnet</td>
<td>Am I Being Unreasonable? (AIBU)</td>
<td>129</td>
</tr>
<tr>
<td>T10</td>
<td>(AIBU) To not give up smoking just yet?</td>
<td>Mumsnet</td>
<td>Am I Being Unreasonable? (AIBU)</td>
<td>39</td>
</tr>
</tbody>
</table>

aT: thread.
bAIBU: am I being unreasonable.
cBF: breastfeeding.
dDH: dear husband.

Four main themes were identified within the transcripts: use, perceived risk, social support, and evidence, with each of these having a number of subthemes.

Use

First, three subthemes were identified for the main theme of use, which included preventing returning to smoking, quitting smoking and motivation for use.

Based on the results, women were using e-cigs postpartum in a variety of ways. Some reported using them to prevent returning to smoking and described having cravings postpartum that were often associated with specific triggers such as the demands of motherhood, mental health issues or relationship problems. Motivation for use was a separate subtheme, as this applied to those who had already returned to smoking postpartum as well as those who were still abstinent, with women identifying e-cigs as preferable to smoking. Some women reported quitting suddenly and completely throughout pregnancy, but then they experienced cravings postpartum and found these could be alleviated by e-cig use:

Before pregnancy I used to smoke roll ups but quit when I found out I was pregnant! But after giving birth I started craving badly so decided that rather than smoking again I would try e-cig. [Cressida, T2]

Some women had used an e-cig to quit during pregnancy, but then continued use of the e-cig postpartum had prevented them from returning to smoking. Others, however, did not manage to achieve abstinence during pregnancy or had already returned to smoking postpartum, while some had planned to return to smoking postpartum as they enjoyed it. The following quote highlights the experience of one woman who had already identified that she enjoyed smoking and didn’t want to lose that experience, but had found an e-cig to be a suitable alternative:

I didn’t want to quit, I liked smoking. Bought an e-cig and did 24hrs on it and thought well I can’t go back to smoking now. That was 9 months ago and I haven’t smoked at all. [Sakina, T10]

As identified above, women were able to identify what motivated them to seek out an alternative method of nicotine delivery. These reasons were mainly related to the context-specific issues attributed to new motherhood, such as lack of sleep, stress, loss of identity and relationship difficulties, as discussed below:

She is going through a massively stressful time right now and struggling to cope. She borrowed her mum’s vape and loved it, felt totally better and less stressed straight away. [Leah, T5]

Perceived Risk and Strategies to Mitigate Risk

The theme of perceived risk had four subthemes identified, including behavioral strategies, psychological strategies, physiological effects and environmental risks.

Although women were using e-cigs postpartum they still had concerns, with the perceived risks of vaping often compared to the risks of smoking:

They are not unregulated, we know what’s in them and they are at least 95% safer than tobacco. [Talitha, T6]

Sometimes the e-cigs were compared favorably to regular cigarettes and information on them was used to make assumptions on the safety of e-cigs, such as the guidance on smoking and breastfeeding being used to argue the safety of vaping and breastfeeding:

They say it’s better for a smoker to smoke and breastfeed than not to breastfeed at all, so I should think the same applies to e-cigs. [Delilah, T4]
However, there were also unfavorable comparisons, such as the health detriments of smoking being projected onto vaping:

_"I'm not an anxious or risk averse person, really. It's just the link between smoking and SIDS [sudden infant death syndrome] is so strong. What if you do continue to breathe out something for hours after vaping? If in twenty years they turn around and say vaping and co-sleeping causes x, and our baby had x? [Acacia, T7]"

Many of these comparisons were related to nicotine content in e-cigs, with one forum user advising another that it was safe for her husband to vape as he was not the one breastfeeding:

_"The most harmful thing in e cigarettes is the nicotine. Unless your DH [dear husband] plans on doing the breastfeeding, it isn't going to harm your baby. [Daffodil, T7]"

There were also perceived risks associated with the physiological effect of vaping on breastmilk, with discussions on what was likely to transfer to the infant if the mother vaped. There were comments about unknown substances that may be harmful if transferred to an infant; however, the most commonly discussed concerns were about nicotine and the perceived health risks associated with passing nicotine to the baby. The concern was often mixed with judgement, with the emphasis being that a good mother would not smoke or vape:

_"You're basically asking, "AIBU [Am I Being Unreasonable] to feed my baby small amounts of nicotine"? What do you think OP [opening poster]? [Tipzah, T6]"

Mothers were also informed their infant would develop an addiction to nicotine, in that the infant would ‘feel like they want a fag [cigarette]’ and would suffer ‘withdrawal’ from nicotine when breastfeeding ceased.

The concept of risk came with a variety of strategies to manage these perceived risks. Behavioral strategies were one example, and they involved altering behaviors to reduce exposure to vapor for infants. Alterations included only vaping outdoors or in a separate room, choosing low nicotine juice, or timing vaping around the infant’s feeds to allow the maximum time to pass between vaping and the infant receiving inhaled components via breastmilk.

Psychological strategies were also used, which involved justifying any perceived risk in a way that presented a woman’s choice to vape in a more favorable light, such as explaining that without vaping they would be stressed, which would be worse for their baby. They also justified the perceived risks of vaping by comparing it to more accepted health behaviors such as drinking coffee, as illustrated in the following quote:

_"Nicotine is in the same drug classification as caffeine so its only as bad as anyone that drinks coffee and breastfeeds. [Helena, T2]"

As well as specific risks to infants via the breast milk, there were wider concerns for risks from the environmental exposure to vapor. This was mainly founded on the basis of the harm from passive smoking, with women more concerned about the exposure to secondhand vapor based on the known harm from secondhand smoke.

**Social Support**

The third main theme had three subthemes identified within it, including informational, emotional, and instrumental social support.

While discussing risk on the forums, women were also seeking and giving support to one another about vaping, with the social support received varying in nature. In many ways, the forum users offered positive social support to women who were vaping or considering an e-cig. There was also informational support, such as giving advice on which products to use or how best to use an e-cig. Informational support was often guided by the woman’s own experience of vaping and included positive messages to support women, especially those who were trying to quit smoking.

Emotional support came from supportive comments about posters’ own experiences as well as the experiences of others who had quit smoking and the health benefits they experienced, or by reassuring a vapor that they would not be judged for vaping. The following forum user discussed her partner’s experience of vaping and how she viewed it positively:

_"I would much rather see him vape than smoke and he no longer wheezes when lying down, he is much fitter and it's the first time he has gone longer than a week without smoking. I think he is coming onto three years now. [Bryony, T7]"

However, not all posts were positive and supportive. There were instances of harsh judgement of vaping mothers, or indeed a mother’s harsh judgement of herself. There were accusations of not putting their infant’s needs before their own and the insinuation that by vaping they were somehow encouraging their child to learn unhealthy coping techniques:

_"Why would anyone condone it? Very strange. She is teaching her son an unhealthy way of coping with normal life stress. [Tabitha, T6]"

The varying forms of support often led to a polarized divide among forum users, with strong views expressed among both those who were provaping and antivaping.

Instrumental support was also identified, which included directing women to the best places to buy products or other forums to use for more information. This was also evident from those opposed to smoking, as they would direct women to alternative products or behaviors to remain smoke-free, including traditional nicotine replacement therapy (NRT) use, self-help materials or sometimes more comical ways of both parents remaining smoke free:

_"Reward him with...I dunno. Doughnuts or something. I'd suggest BJs [oral sex] but then I remember how pregnant you are. [Xanthe, T7]"

**Evidence**

Finally, five subthemes were identified for the main theme of evidence, which included professional, non-professional, anecdotal, lack of evidence and mistrust or uncertainty of
evidence. This theme showed that women accessed a wide variety of sources of information to inform their arguments and opinions, and then interpreted and communicated their understanding of this evidence on forums (sometimes inaccurately).

Professional evidence came from academic articles or via professional websites such as the National Health Service (NHS) and Public Health England (PHE). This evidence was often misinterpreted, particularly by those who were opposed to vaping. One example was an article available on the NHS website about popcorn lung that was incorrectly cited several times across transcripts as evidence of e-cigs being harmful. A further example of using professional evidence is the following poster, who linked a paper by Farsalinos and Polosa [58]:

If you want decent info on the risks and benefits of vaping this is a good place to start. You can access the whole paper for free if you create an account.

Jael, T4

The most frequently quoted evidence was from nonprofessional sources. This included media articles such as blog posts and newspaper articles, but also links to social media profiles and discussions. There were also examples of websites, like Wikipedia, being cited as sources of evidence against vaping, which was met with ridicule by some pro-vape forum users. The nonprofessional evidence was mostly quoted by those opposed to vaping, whereas professional evidence was equally shared by those both for and against vaping.

Anecdotal evidence was also shared by both sides and appeared to be the most substantial form of evidence accepted by women. The women were often more responsive to the experiences and stories from other forum users than they were to other forms of evidence available, and these forms of evidence often appeared to be more persuasive:

Anecdotally I can tell you that when my ExH [Ex-husband] vaped, our cats fled from the vapour and I hated the idea of him vaping inside near the cats. I’d be even more concerned about a baby.

Grace, T4

I do, I feel so much better too, no coughs or colds. I am positive that e cigs are much much less dangerous than cigarettes and think maybe you’re being a bit over anxious.

Jonguil, T7

As well as sharing, quoting and interpreting evidence, there was also a general discussion on the lack of evidence available about the safety of e-cigs. This was most often attributed to a lack of empirical evidence of the long-term effects of vaping. Women were anxious to read information that related specifically to their situation and talked about lack of evidence on vaping and breastfeeding or vaping around young children.

This lack of evidence specific to new mothers was also displayed in the final subtheme of mistrust and uncertainty. In the following quote a forum user highlights the use of thalidomide in pregnancy, and how this was perceived as safe:

95% safer, Not 100% safe then? Not that long ago the NHS also said Thalidomide was safe. Look how that ended. [Camelia, T7]

This is evidence of women looking for evidence that relates to their specific circumstances by using the comparison of a professional recommendation that resulted in infant harm. It wasn’t just mistrust at the science itself, but also the institutions that make the recommendations:

And PHE [Public Health England] have been criticised for their supportive stance on e-cigs. They are very keen to get tobacco smoking down so I can see why they would be supportive. [Joy, T6]

Discussion

An infodemiological approach was taken for this research, which is the analysis of data on internet forum sites for public health research [30,31]. This research is the first to describe how women are accessing information about e-cig use during the postpartum period and is the first to provide evidence of women proactively using e-cigs to prevent returning to cigarette smoking and to aid smoking cessation, particularly as breastfeeding mothers. Women have concerns regarding the potential risks of using an e-cig and utilize online forums to discuss these risks with other women. This type of forum provides both positive and negative social support.

The themes show that women are accessing both lay and professional information on e-cig safety and their use via multiple sources, but this information is not necessarily being interpreted correctly, or it is being met with a degree of mistrust and uncertainty. There are conflicting opinions on the use of e-cigs while breastfeeding, mainly due to health concerns regarding what may be transferred from e-cig to the breastmilk, and then to the infant, as well as concerns about harm from secondhand vapor exposure.

There are limitations to this form of infodemiological research, with the use of online forum data foregoing the possibility of following up with individual users or seeking clarification on the meaning of their words, which increases the risk of bias during coding. It is also impossible to establish the validity of posts, like being completely confident that a user who identifies as a breastfeeding mother is, in fact, a breastfeeding mother. The transferability of these themes to the general postpartum population is limited due to both the exclusive participation of forum users and also that all the transcripts came from only two parenting forums. There is also no way to completely establish the authenticity of the users on the forum or whether they have connections within the e-cig or tobacco industry. On the other hand, the use of online data has several strengths, like that discussions are free from the response bias that may be present within interviews, and that forum data provides discourse that has been written with the intention of expressing and debating opinion for the purposes of discussion rather than research. The use of forum data provides in-depth qualitative data, and in other research, the use of a discussion analysis tool found that online interactions involving conflicting viewpoints promoted more discussion and critical thinking [59]. Our research is novel in both subject matter and approach, and therefore should be
treated as an exploratory qualitative piece upon which further research can be built. Thus far, this is the only piece of work that considers the motivators, barriers and opinions of breastfeeding mothers using e-cigs postpartum.

This work has improved our understanding of how and why women use e-cigs in the postpartum. For the first time we are able to understand and explore what evidence women are accessing to inform themselves about e-cigs and how this information is then interpreted. It also provides the first evidence of women perceiving their use of e-cigs postpartum to be preventative of a return to smoking. We are also better able to understand the concerns women have around the impact of e-cigs on infant health, in particular that a misattribution of nicotine as the most harmful substance transferred to infants via a smoking mother’s milk is sometimes an obstacle to the use of e-cigs postpartum.

Previous research has highlighted that some women perceive that smoking affects the quality of their breastmilk in a way that is detrimental to their infant’s health [15,60] despite the previous decade of recommendations from professional health bodies encouraging women who do smoke to continue breastfeeding [23]. This current research helps us better understand the fears women have in relation to e-cig use, most notably in relation to the perceived lack of consistent, evidence-based information about e-cig safety and the effects of nicotine transferring through breastmilk. By addressing these concerns, we could improve the acceptability of using a vape alternative for women who are breastfeeding and also smoke, while minimizing harm to the mother and infant and reducing their fears regarding their child’s exposure to vape constituents via breastmilk.

Prior work using forum data considering e-cig use during pregnancy [31] identified three distinct themes explaining the ways in which forum users debated the use of e-cigs while pregnant: (1) quitting (nicotine) abruptly and completely is unsafe; (2) vaping is the lesser of two evils; and (3) vaping is not worth the risk. The authors concluded that women perceived their addiction to cigarettes as more than just a nicotine addiction, and that the behavioral aspects of smoking were also important, hence the potential for e-cigs. In our forum transcripts, women reported using e-cigs either to prevent returning to smoking or to quit smoking after having already relapsed. Returning to smoking, or perceived likelihood of returning to smoking, was often triggered by the demands of motherhood, perceived stress or the feeling of needing some personal time. It is interesting that some women are choosing an e-cig for similar reasons that have previously been identified for why women return to smoking traditional cigarettes, including smoking for relief and nostalgia for their former self [61]. Although evidence is limited, it is suggestive that women who use e-cigs during pregnancy are still likely to return to cigarette smoking, with one qualitative study partly attributing this to a lack of professional consensus within healthcare on the safety of e-cigs [62]. Lack of consistent and transparent information from professional health sources is a significant barrier to e-cig use postpartum, an issue that needs to be addressed given the success some women have reported on using e-cigs to prevent a return to smoking.

In our study, women also displayed mixed views on e-cig safety. The majority of users accepted that e-cigs were probably safer than cigarettes; however, there was a lot of skepticism and mistrust of the evidence for this. Health bodies such as PHE and the NHS were classed as biased due to their targets of reducing cigarette smoking, and comparisons were made regarding previous health recommendations that have since proven to be detrimental. Women were accessing scientific journals to learn more about e-cigs; however, it was often mistranslated. News media stories are often shared among online groups if a headline is particularly provocative, and even when these stories were discredited users felt that these fears must be based on something. Lack of evidence or mistrust of the current evidence appears to be a barrier for the use of e-cigs as a harm reduction tool during the postpartum period, which often gives rise to the thought process that it is better to deal with the familiar than risk the unknown. This skepticism is not confined to e-cigs, as previous research has identified that some women believe NRT patches to be harmful and that smoking is preferable to using them [63].

Uncertainty regarding e-cig safety often led to women discussing the concept of risk either in terms of comparison to smoking or in justifying the perceived risk. This individual assessment of risk is not unique to e-cig use and is attributed to a knowledge deficit between professionals and the lay public [64]. The risk assessment formed by lay people is complex, situationally influenced and reflects their personal values [65], and all of this is particularly relevant when considering the morality of motherhood and the negative attitudes some women hold towards vaping while breastfeeding. For example, the negative attitude towards government-backed advice on risk is assumed to be due to perceived exclusion from science-led and political decision-making [66]. With this in mind, involving women in discussions about e-cig use and safety within usual postnatal visits could help them make an informed choice on e-cig use.

This knowledge deficit could explain the reliance on unverified evidence from social media, news publications or web content found within this study. These sources of information are written to inform a general population but are also written to be read with ease, so this may be why women are engaging more with this type of evidence. There is also a reliance on others for information, with women seeking support and advice from health care professionals but also from other mothers. It is unsurprising that new mothers would seek information that is easy to access and easy to read, but the use of online forums also provides anonymity, which provides some form of protection of self while receiving or giving information [67]. Therefore, despite judgement from other mums, the ability to remain anonymous allows a mother to still have some perceived control over how those around her perceive her morally and ethically.

The concept of risk is a subjective one, and while there was much discussion of it, this risk was not defined apart from discussions on nicotine. There were suggestions of harm drawn much discussion of it, this risk was not defined apart from discussions on nicotine. There were suggestions of harm drawn from media conclusions, but risk itself was often discussed as a general term. Other lifestyle behaviors such as alcohol and caffeine consumption were often used as a comparison to justify this risk concept, with forum users suggesting that if these
behaviors were acceptable for mothers then vaping was also acceptable. However, the risks of nicotine exposure to the baby were one of the defined examples of risk. There were unsubstantiated attributions that nicotine caused SIDS, fears of infants becoming addicted to nicotine and being forced to experience withdrawal once breastfeeding ceased, and concerns that using e-cigs to manage the mother’s mental health needs (such as stress) would lead to children who grew up exposed to unhealthy coping mechanisms. The exposure of infants to nicotine was also the subject of judgement. Some women would argue that a mother asking if it was acceptable to vape was actually asking if it was acceptable to feed her baby nicotine, suggesting that the nicotine became a deliberate exposure rather than a byproduct of the breastmilk. This concern regarding nicotine acted as a barrier to the use of e-cigs postpartum, and although some women acknowledged the known harmful substances in cigarettes, their primary concern seemed to be nicotine. Harmful effects from nicotine are not fully understood but are likely to be minimal compared to the effect of other compounds. Although it is accepted as an extremely addictive substance [68], there are far more worrying compounds within cigarette smoke, which research suggests are either not present in e-cigs or are present at significantly lower levels [69]. There is still limited empirical data on the safety and composition of e-cig vapor; however, there has been some promising toxicity testing that has evaluated the chemical nature of the vapor generated from e-cigarettes [69]. Despite the identification of certain toxicants within e-cig vapor, these levels are <1% of the levels present in cigarette smoke. E-cigs therefore have potential as a harm reduction tool, as confirmed by the PHE report [70]. This research closely relates to the “good mother” social construct [71], as shown with the various justifications of perceived risk, or the moralized stances against the use of any nicotine-containing products by a breastfeeding mother. The role of the mother is one that is subject to historical and cultural experiences, and social networks provide a framework to help make sense of culturally defined experiences and responsibilities [72]. The use of an online forum varies slightly from this by bringing together women from various socioeconomic backgrounds, ages, experiences and cultures to discuss breastfeeding. Therefore, the social constructs of a “good mother” are more explicit, particularly for infant feeding [73], whereby a “good mother” is synonymous with a breastfeeding mother without considering any cultural or environmental context [71]. The justification of risk here is similar to that of mothers who justify smoking by claiming that it is for their baby’s sake [74], that is, it is better for the baby to have a mother who isn’t stressed or is more alert.

In conclusion, this study has shown women hold a mixture of views on the acceptability of vaping as a mother, but some women are using (or are interested in using) e-cigs in the postpartum period. They are seeking, and need, more reliable information to facilitate their use, especially when breastfeeding. Therefore, we need further research that considers how women could have opportunities to ask and receive advice, perhaps by opening a dialogue on e-cigs between mothers and health care providers which could potentially reduce rates of maternal smoking and increase breastfeeding rates.
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- AIBU: am I being unreasonable?
- DH: dear husband
- e-cig: electronic cigarette
- ExH: ex-husband
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Using Twitter to Understand the Human Bowel Disease Community: Exploratory Analysis of Key Topics

Background: Nowadays, the use of social media is part of daily life, with more and more people, including governments and health organizations, using at least one platform regularly. Social media enables users to interact among large groups of people that share the same interests and suffer the same afflictions. Notably, these channels promote the ability to find and share information about health and medical conditions.

Objective: This study aimed to characterize the bowel disease (BD) community on Twitter, in particular how patients understand, discuss, feel, and react to the condition. The main questions were as follows: Which are the main communities and most influential users?; Where are the main content providers from?; What are the key biomedical and scientific topics under discussion? How are topics interrelated in patient communications?; How do external events influence user activity?; What kind of external sources of information are being promoted?

Methods: To answer these questions, a dataset of tweets containing terms related to BD conditions was collected from February to August 2018, accounting for a total of 24,634 tweets from 13,295 different users. Tweet preprocessing entailed the extraction of textual contents, hyperlinks, hashtags, time, location, and user information. Missing and incomplete information about the user profiles was completed using different analysis techniques. Semantic tweet topic analysis was supported by a lexicon-based entity recognizer. Furthermore, sentiment analysis enabled a closer look into the opinions expressed in the tweets, namely, gaining a deeper understanding of patients’ feelings and experiences.

Results: Health organizations received most of the communication, whereas BD patients and experts in bowel conditions and nutrition were among those tweeting the most. In general, the BD community was mainly discussing symptoms, BD-related diseases, and diet-based treatments. Diarrhea and constipation were the most commonly mentioned symptoms, and cancer, anxiety disorder, depression, and chronic inflammations were frequently part of BD-related tweets. Most patient tweets discussed the bad side of BD conditions and other related conditions, namely, depression, diarrhea, and fibromyalgia. In turn, gluten-free diets and probiotic supplements were often mentioned in patient tweets expressing positive emotions. However, for the most part, tweets containing mentions to foods and diets showed a similar distribution of negative and positive sentiments because the effects of certain food components (eg, fiber, iron, and magnesium) were perceived differently, depending on the state of the disease and other personal conditions of the patients. The benefits of medical cannabis for the treatment of different chronic diseases were also highlighted.
Conclusions: This study evidences that Twitter is becoming an influential space for conversation about bowel conditions, namely, patient opinions about associated symptoms and treatments. So, further qualitative and quantitative content analyses hold the potential to support decision making among health-related stakeholders, including the planning of awareness campaigns.

(J Med Internet Res 2019;21(8):e12610) doi:10.2196/12610
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Introduction
Mass access and diffusion of health-related news and information have dramatically changed in recent years. In addition to traditional media, the internet has become a pivotal instrument for sharing knowledge [1]. In this context, the use of social media has increased exponentially over the last years. More and more people and institutions, including governments and health organizations, use social networks, blogs, content-sharing sites, and wikis on a regular basis [2-4]. Therefore, social media have become a major source of information [5]. Social media creates the opportunity for users to interact among large groups of people that share the same interests and suffer the same afflictions. In particular, these channels promote the ability to find and share information about health and medical conditions [6,7]. Notably, many people who suffer from chronic diseases resort to groups or communities in social networks to share experiences and stand by for news about their afflictions [8-10]. One recurrent example is inflammatory bowel disease (IBD), a chronic, relapsing, and remitting autoimmune disorder with 2 main conditions, Crohn disease and ulcerative colitis [11]. The worldwide incidence of these conditions has been increasing over the last few decades [12]. IBD is frequently diagnosed in the second to fourth decades of life, with a high incidence during the peak female reproductive years [13]. Communities all around the world elected May 19 as the World IBD Day, a reference date to raise awareness of this chronic disease and its associated symptoms [14].

Nowadays, there is an increasing interest in analyzing and studying several factors related to health topics in social media, especially on Twitter [15-17]. Namely, text mining (TM) and natural language processing methods and techniques are being applied to systematically identify the topics under discussion as well as study the relationships among individuals and topics. Indeed, over recent years, an increasing number of publications reported health-related studies in social media. For example, how promotional health information about Lynch syndrome impacts laypeople’s discussions [18]; diabetes-related participation on Twitter by describing the frequency and timing of diabetes-related tweets, the geography of tweets, and the types of participants [19]; understanding the use of social media by patients with different types of cancer [17]; and the emergence of health online communities of practice (ie, group of people who share experiences) [16].

Regarding IBD, only a few studies exist, and these are focused on the analysis of particular user communities or particular user details. For example, the study by Guo et al studied the use and quality of social media in patients with IBD [20], and the study by Keller et al discussed how individuals taking IBD medication during reproductive periods made decisions about their medication use [21]. So, the aim of this study was to gain a better understanding of the communities involved in the dissemination of information about bowel disease (BD). A collection of over 24,000 tweets related to BD enabled the identification and geolocation of active users and the analysis of external events that determine tweet content and discussion, as well as the relations between the biomedical and scientific topics being mentioned. The obtained results are useful to understand the most relevant topics and communities and, specifically, how patients discuss, feel, and react to symptoms, changes in habits, and medication. That is, to learn how to enhance the dissemination of information and raise awareness among patients, which are the 2 main objectives of health-related stakeholders.

Methods
Twitter Communication Environment
Currently, the architecture of Twitter supports different user actions in response to a tweet (ie, replies, retweets, and favorites), each of them holding a specific meaning in terms of communication capabilities. Notably, replies represent the specific response to a sent tweet, retweets stand for the reposting of tweets (which is useful to quickly share and promote content), and favorites indicate that the content of a tweet is highly appreciated by the community and can be seen as a user tweet bookmark.

Figure 1 exemplifies the aforementioned communication modes. On the one hand, replies and retweets (ie, user relations) allow identifying users who support or discuss any sent message. For example, users B and C are interested in a tweet published by user A. This allows to identify how the information is spread and which are the most influential users. On the other hand, the number of retweets and favorites (ie, tweet interactions) helps to measure the relevance of the new content to the community. For example, user D likes the original tweet sent by user A and saves it for future reference.

General Workflow
Figure 2 depicts the workflow implemented in this study to retrieve, process, and analyze BD-related tweets, which consisted of 2 fundamental phases: (1) data collection and filtering and (2) corpus processing and analysis.

From February 1, 2018, to August 31, 2018, tweet data were retrieved via the Twitter application programming interface
If the user was not identified as an organization, the following steps were applied to check if the user was an individual: (1) the account had a recognized gender; (2) the account was recognized by Twitter as a contributor or a translator; (3) the description was written using first-person pronouns and their variant forms (ie, possessive and reflexive); (4) the description had emojis or emoticons; and (5) usage of regular expression to check for person abbreviations (eg, Ms or Mr).

Finally, to differentiate BD experts (eg, doctors, medical staff, or researchers) from patients, all accounts identified as individuals were processed with an additional recognition step to check for expert-related keywords (eg, Dr, Prof, MD, or PhD).

Whenever the strategy could not help determine the type, the user was labeled as an unknown type.

**Geolocation**

Twitter does not require users to specify the location. When users introduce such data, it is in the form of free text, which often raises consistency issues in further analysis (eg, a user can enter NYC and others may identify the same location as New York City). Another issue to take into account is the existence of cities in different countries that share the same name (eg, Guadalajara is a city both in Spain and Mexico).

Thus, the applied location identification method took into consideration information about the time zone, the Coordinated Universal Time (UTC) offset, and the location text. These data were used in combination with the GeoNames database [26], which contains over 10 million geographical names and is accessible through a free Web service. The data extracted from Twitter were searched against the GeoNames database. If the data were not accurate enough, that is, matching multiple database entries, the time zone and the UTC offset were used to help resolve the location. In those cases where different cities shared the same name and time zone but were located in different countries, the location was set as unknown.

**Corpus Processing and Analysis: Tweet Characterization**

To analyze the content of the generated corpus, it was essential to be able to properly recognize the relevant (topic related) terms mentioned in the tweets. For this purpose, several text preprocessing techniques were applied and then an in-house–developed named entity recognizer supported the annotation of terms pertaining to the selected BD-related semantic categories.

**Data Cleaning**

As a first step, the following preprocessing tasks were applied to the content of the tweets in the dataset:

- Removal of special characters that did not provide useful information (eg, &, ‘(‘, ‘)’, ®, ±, <, >, @)
- Identification of replies and mentions to other users (represented with @) and extraction of URLs
- Removal of the symbol # in hashtags, and split of hashtags in multiple words (if possible) with the goal of revealing relevant terms to the analysis (eg, InflammatoryBowelDisease to Inflammatory Bowel Disease)
All these operations were carried out using the Twitter text library [27]

- Deletion of repeated letters if there are 3, or more, consecutive and identical characters (eg, haaaa appyy to haappyy)
- Correction of spelling errors using the Hunspell dictionary [28], a collection of specific medical terms [29] obtained from the OpenMedSpel [30], and the MTH-Med-Spel-Check tool [31]. The correction was done automatically by selecting the suggested word with the highest similarity with the original (incorrect) term. The similarity was calculated using the normalized Levenshtein algorithm [32]
- Expansion of abbreviations and shorthand terms, which were not included in the Hunspell dictionary (eg, SBBOS to small bowel bacterial overgrowth syndrome). Although Twitter has increased the maximum length of tweets from 140 to 280 characters, the use of abbreviations is still very common. Therefore, a custom dictionary of abbreviations was constructed in house, comprising terms extracted from multiple locations [33-35].

Then, a new round of text preprocessing tasks prepared the tweets for named entity recognition, namely, tokenization (ie, breaking a stream of text up into words, phrases, or other meaningful elements), stop word removal (ie, removal of too frequent, not content-bearing tokens), part of speech tagging (ie, to assign a lexical category to each token), and lemmatization (ie, to obtain the lexeme form of the token). Beside single word tokens (unigrams), bigrams and trigrams, that is, contiguous of 2 or 3 sequences of tokens, were also considered in entity recognition. All the aforementioned tasks were implemented using the Stanford CoreNLP pipeline [36].

**Named Entity Recognition**

The semantic lexicon applied in named entity recognition was mostly retrieved from the repository of biomedical ontologies BioPortal [37] as follows: the Human Disease Ontology (DOID) [38], which provides descriptions of human disease terms, phenotype characteristics, and related medical vocabulary; the Ontology For Nutritional Studies (FoodOn) [39], which covers human food raw ingredients, food products, and product types and develops semantics to food production, culinary, nutritional, and chemical ingredients and processes; the Symptom Ontology (SYMP) [40], which covers disease symptoms, with symptoms encompassing perceived changes in function, sensations, or appearance reported by a patient indicative of a disease; and the branch Intervention or Procedure of the National Cancer Institute Thesaurus (NCIT) [41], which describes treatments or actions taken to prevent or treat disease or improve health in other ways. The DrugBank ontology supported the recognition of chemical, pharmacological, and pharmaceutical terminology, that is, approved small molecule drugs, approved biotech (protein and peptide) drugs, nutraceuticals, and experimental drugs [42].

As a whole, the lexicon supporting the entity recognition encompassed a total of 217,468 term entries. For the sake of simplicity, the results of the semantic annotations are presented and discussed in terms of the meta categories, that is, Drug encloses all the classes encompassed by DrugBank, Food and Diet refers to the food ingredients and food products classified by FoodOn, Symptom relates to the symptoms as presented by SYMP, Treatment refers to the treatments classified by NCIT, and Disease groups together disease terms, phenotype characteristics, and related medical vocabulary, as described by DOID.

The named entity recognition pipeline was implemented in house and entailed dictionary lookup, as well as pattern- and rule-based recognition. To be able to match the lexicon with tweet contents, the lexicon required some processing, namely, convert all terms to lowercase, remove extra whitespaces, remove small and long terms (ie, less than 2 characters and terms longer than the maximum tweet length), replace special characters by a whitespace, and remove terms associated with more than one category.

An inverted recognition technique was used in actual entity recognition [43]. This technique uses the words in the text as patterns to be matched against the lexicon. This was a valid approximation for this study because the number of words in the tweets were much smaller than the number of terms in the lexicon, that is, a fewer number of patterns to match. Recognition preference was given to the longest possible n-grams. In addition, the recognizer accepted perfect matches as well as lexical variations of the terms (ie, lemmatized entries and abbreviations).

**Sentiment Analysis**

The sentiment of the tweets was analyzed using the Valence Aware Dictionary and sEntiment Reasoner (VADER) API for Python [44]. VADER is a lexicon- and rule-based sentiment analysis tool that is specifically attuned to sentiments expressed in social media. The predicted sentiment (ie, compound score) is computed by summing the valence scores of each word in the lexicon, adjusted according to emotion-related rules, and then normalized to have values between −1 (most extreme negative emotion) and +1 (most extreme positive emotion).

**Network Representation and Analysis**

Graph analysis was performed to measure the relevance of individual terms as well as term-term pairs. Specifically, this analysis was applied to user interactions, via mentions and retweets (ie, directed mentions and retweets), and co-occurrence of semantically meaningful terms (ie, whenever 2 terms were found in the same tweet, these 2 terms were considered to share a link).

Networks were generally described in terms of the number of nodes and edges, as well as metrics of degree, characteristic path length, clustering coefficient, and the average number of neighbors [45]. In more detail, graph connectedness was measured by degree centrality, betweenness centrality, and closeness centrality [46-48]. Briefly, degree centrality measured the total amount of direct links with the other nodes (ie, higher degree implies the node is more central), betweenness centrality measured the *mediation* role of the nodes (ie, if other nodes have to go through the node to ensure communication, then the node is likely important and has a high betweenness centrality), and closeness centrality measured the convenience and ease of
connections between each node and the rest of the nodes (ie, if the average shortest path of the node is small, then the node has a high closeness centrality) [49,50].

The clustering coefficient was used to measure the degree to which nodes tend to cluster together. Evidence suggests that social network nodes tend to create tight groups, which are characterized by a relatively high density of links; this likelihood tends to be greater than the average probability of a link randomly established between 2 nodes [51,52].

Results

Overview

The Results section was structured following the logical order of the proposed questions. Figure 3 illustrates how particular research questions were answered by a certain analysis and identifies the main insights provided by each of these analyses. Most notably, results were structured such that the basic characterization of the BD-related tweets in terms of user activity and topics of interest were presented first and then, the interrelation of topics in the conversations was detailed along with the visibility of external sources of information.

The ability to identify the most active users (ie, users that post more tweets) and topic-specific communities (eg, gluten-centered community) is pivotal to gain a better understanding about how to adapt or finetune the communication (ie, reach a broader audience or focus on a specific community) as well as discover influencers (ie, vessels of information distribution, within or across the communities). The analysis of user activity (different time windows may apply to different communities) is interesting as a means to plan the best time to post a new tweet (ie, when to expect major user attention).

The semantic annotation of tweet contents goes a step forward, providing knowledge about the topics being discussed (ie, individually and in combination). Likewise, the identification of tweets linking to external information sources is relevant to bring forward the visibility these sources are receiving through Twitter.

A health-related stakeholder is a typical example of someone that can benefit from the insights provided by the overall study. Say that the aim is to plan an awareness campaign about BD and food habits. Likely, this stakeholder wants to study the target audience in terms of topics that are attracting more attention and tweeting habits. The campaign may be planned to receive short-term attention (eg, announcing the launch of a novel drug or a new food supplement) or promote awareness throughout a longer period of time (eg, promote healthier food habits).

Bowel Disease Communities

User relations, that is, mentions and retweets, were represented in a network to study communication interplay, namely, to identify target communities and influential users (ie, individuals and/or institutions with high audiences). Figure 4 depicts this network such that the nodes denote the users (ie, account name), the node size is based on the node in-degree (ie, the users that received most communication are represented by bigger nodes), and the edges account for the number of mentions and retweets. The 4 different background areas in the figure denote the communities, mostly characterized by account descriptions: gluten-, nutritional-, BD-, and food-related relations. In this study, only communities with more than 5 connected users were considered.

In this network, the out-degree of the nodes (ie, users initiating communication with other users) is much lower than the in-degree of the nodes (ie, users receiving significant tweets). The user accounts @CrohnsColitisUK, @CrohnsColitisFn, and @HealioGastro, which belong to disease-specific organizations and have primarily informative/educational goals, were among the accounts receiving more communication (ie, higher in-degree). This conveys the rationale that individuals typically prefer to ask for health information to trusted organizations [6,53,54]. Conversely, accounts of BD patients (eg, @colitisandme) and experts in bowel conditions or nutrition (eg, @IBDMD and @charlie_lees) were among those showing highest out-degree.

Public lists of BD-related influencers [55] supported the identification of organization accounts, such as @CrohnsColitisUK, @HealioGastro, and @ACCCatalunya, and personal accounts, such as @colitisandme, @IBDMD, and @EdwardLoftus2, that are typically reached for medical advice.

Figure 5 shows an example of a tweet exchange: the user @Crohnoid, a Crohn disease patient, asks the user @ibddoctor, an expert in BD, about 2 possible diagnostic techniques, that is, magnetic resonance imaging and computed tomography; @ibddoctor explained the advantages and disadvantages of these techniques, and another user @SandraZelinsky also intervened, pointing out limited access.

Demographic Distribution and Hot Zones

Knowledge about how the community is demographically distributed is important to carry out public information campaigns and study the impact of government and institutional actions in different demographic areas. In this analysis, 59.98% of the users (7975/13,295) were geographically distributed all around the world.

Figure 6 shows the geographical distribution of the BD communities. The size of the nodes represents the number of users located in each country (ie, the bigger the circle, the higher is the number of users) and colors identify the continents (ie, blue for America, purple for Europe, brown for Africa, green for Asia, and red for Australia).

In general, most of the users were located in the United States, the United Kingdom, Canada, and Australia, which is consistent with current knowledge about the prevalence of these conditions [56]. The highest reported prevalence is in Europe (with the highest prevalence of ulcerative colitis in Norway and of Crohn disease in Germany) and North America (with the highest prevalence of ulcerative colitis in the United States and Crohn disease in Canada). The prevalence of IBD exceeded 0.3% in North America, Oceania, and many countries in Europe.

The number of users from India, Bangladesh, and the Philippines was also noticeable and may be explained by the rising incidence of the disease in these regions.
of BD conditions in newly industrialized countries in Africa, Asia, and South America.

**Biomedical and Scientific Topics**

Understanding what the user community is talking about was important to identify the topics that received more attention and to be able to better align new information/communication strategies with the interests of the community. Table 1 presents the top 25 most mentioned terms along with their corresponding semantic category (ie, Food and Diet, Disease, Treatment, Symptom, and Drug) and sorted by the number of including tweets. Explicit mentions to IBS and IBD (eg, Inflammatory Bowel Disease or Ulcerative Colitis) and noncontent–bearing, generalist terms (eg, Disease or Food), were at the top of term mentions but were not listed in the table.

The #Tweets column indicates the number of tweets in which a term is mentioned, the #Favorites column indicates the number of times that a tweet containing a term was selected as a favorite, the #Retweets column indicates the number of times that a tweet containing a term was retweeted, and the #Hashtags column indicates the number of times that a term was used in hashtags, including term variations (eg, anxiety disorder like #anxiety).

The volume of retweets is useful to understand how the information flows among users, whereas the number of favorites can be understood as a metric to measure the usefulness of the tweets containing the term [57,58]. In addition, the number of times a term appears in hashtags is interesting to understand how the user wishes the tweet to be indexed (to be easily found by others with similar interests as well as to bring attention to certain topics). This can be understood as a metric to measure the impact of the term in the community [59].

As illustrated in Table 1 (and in the topological analysis of the co-occurrence network of terms in Multimedia Appendix 1), the most mentioned terms related to Disease (35.64%, 11,688/32,794) and Food and diet (25.43%, 8342/32,794) categories, followed by terms from Symptom (17.71%, 5811/32,794), Treatment (14.83%, 4864/32,794), and Drug (6.37%, 2089/32,794) categories, respectively.

Diarrhea (10.33%, 1208/11,688 of the mentions to disease terms) and constipation (8.94%, 1046/11,688 of the mentions to disease terms) were the most mentioned disease-related terms. This was somewhat expected considering that many IBD and IBS patients have diarrhea as a side effect of the disease and many others claim to have problems of constipation [60]. Interestingly, constipation is one of the terms most often included in hashtags, which indicates that the topic is meaningful and timely to the community. Other diseases typically associated with BD conditions were also discussed, notably cancer (3.37%, 395/11,688 of the mentions to disease terms), anxiety disorder (3.04%, 356/11,688 of the mentions to disease terms), depression (2.49%, 292/11,688 of the mentions to disease terms), arthritis (1.71%, 200/11,688 of the mentions to disease terms), and asthma (1.46%, 171/11,688 of the mentions to disease terms). Chronic inflammation is known to be a major risk factor for the development of gastrointestinal malignancies and is often associated with inflammatory arthritis. Notably, as the population of patients with IBD grows older, with longer periods of chronic inflammation and longer exposure to immunosuppression, there is an increased risk of developing cancer [61] and arthritis [62]. Moreover, studies show that the rates of anxiety and depression tend to be higher among patients with Crohn disease or ulcerative colitis compared with those with other diseases as well as the general population [63,64].

Finally, interest in discussing asthma is justified by the association between this disease and early- and late-onset ulcerative colitis, particularly because of shared environmental risk factors [65]. Posts discussing BD and other diseases often show high retweet rates, and it is noticeable that depression is currently at the center of attention (ie, those tweets have the greatest number of favorites).

Symptoms typically associated with the different stages of the disease such as bloating (4.40%, 256/5811 of the mentions to symptom terms), flatulence (3.20%, 186/5811 of the mentions to symptom terms), and abdominal pain (2.97%, 173/5811 of the mentions to symptom terms) were also discussed with considerable frequency and the containing tweets were among the most retweeted, that is, people within this community find it relevant to broadcast information related with the symptomatology of BD conditions (eg, symptom-disease evidence and symptom relief therapies) [60].

The BD community is also sharing information about diet-based treatments and shows particular interest in gluten-free dietary interventions [66] and probiotics [67] (both with a 7.32%, 611/8342 and 544/8342 of the mentions to food and diet terms). Although the characteristics of gluten sensitivity in IBD remain unclear, gluten is known to generate peptides that can alter intestinal permeability and affect the immune system [68]. Recent studies investigated the effects of a wheat gluten–containing diet on the evolution of sodium dextran sulfate–induced colitis [69] and evaluated the usefulness of a low fermentable oligosaccharides, disaccharides, monosaccharides, and polyols diet on patients with IBS, nonactive IBD, and celiac disease compared with a gluten-free diet [70]. Likewise, some prebiotics, such as germinated barley foodstuff, psyllium, or oligofructose-enriched inulin, might provide some benefit in patients with active ulcerative colitis or ulcerative colitis in remission [71]. Other studies suggest that the VSL#3 probiotic may be effective in inducing remission in active ulcerative colitis [72]. The high number of favorites, retweets, and hashtags reflect the interest of the BD community in knowing more about these dietary interventions and discuss the pros and cons of different diets and foods.
### Table 1. Top 25 mentioned terms sorted by the number of tweets.

<table>
<thead>
<tr>
<th>Term</th>
<th>Category</th>
<th>Number of tweets</th>
<th>Number of favorites</th>
<th>Number of retweets</th>
<th>Number of hashtags</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diarrhea</td>
<td>Disease</td>
<td>1009</td>
<td>487</td>
<td>271</td>
<td>45</td>
</tr>
<tr>
<td>Constipation</td>
<td>Disease</td>
<td>971</td>
<td>359</td>
<td>213</td>
<td>152</td>
</tr>
<tr>
<td>Pain</td>
<td>Symptom</td>
<td>701</td>
<td>682</td>
<td>267</td>
<td>112</td>
</tr>
<tr>
<td>Medical cannabis</td>
<td>Drug</td>
<td>630</td>
<td>1134</td>
<td>614</td>
<td>100</td>
</tr>
<tr>
<td>Gluten</td>
<td>Food and Diet</td>
<td>519</td>
<td>1952</td>
<td>191</td>
<td>62</td>
</tr>
<tr>
<td>Probiotic</td>
<td>Food and Diet</td>
<td>498</td>
<td>936</td>
<td>344</td>
<td>142</td>
</tr>
<tr>
<td>Celiac disease</td>
<td>Disease</td>
<td>376</td>
<td>542</td>
<td>221</td>
<td>16</td>
</tr>
<tr>
<td>Cancer</td>
<td>Disease</td>
<td>367</td>
<td>691</td>
<td>424</td>
<td>50</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>Disease</td>
<td>338</td>
<td>724</td>
<td>269</td>
<td>52</td>
</tr>
<tr>
<td>Depression</td>
<td>Disease</td>
<td>283</td>
<td>1107</td>
<td>501</td>
<td>51</td>
</tr>
<tr>
<td>Bloating</td>
<td>Symptom</td>
<td>264</td>
<td>158</td>
<td>80</td>
<td>52</td>
</tr>
<tr>
<td>Fibromyalgia</td>
<td>Disease</td>
<td>213</td>
<td>362</td>
<td>161</td>
<td>74</td>
</tr>
<tr>
<td>Dietary supplement</td>
<td>Food and Diet</td>
<td>196</td>
<td>602</td>
<td>146</td>
<td>9</td>
</tr>
<tr>
<td>Arthritis</td>
<td>Disease</td>
<td>190</td>
<td>872</td>
<td>375</td>
<td>32</td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>Disease</td>
<td>188</td>
<td>122</td>
<td>77</td>
<td>17</td>
</tr>
<tr>
<td>Allergic hypersensitivity disease</td>
<td>Disease</td>
<td>179</td>
<td>471</td>
<td>241</td>
<td>22</td>
</tr>
<tr>
<td>Flatulence</td>
<td>Symptom</td>
<td>175</td>
<td>482</td>
<td>35</td>
<td>6</td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>Symptom</td>
<td>172</td>
<td>801</td>
<td>129</td>
<td>6</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>Disease</td>
<td>172</td>
<td>480</td>
<td>243</td>
<td>15</td>
</tr>
<tr>
<td>Asthma</td>
<td>Disease</td>
<td>170</td>
<td>486</td>
<td>259</td>
<td>12</td>
</tr>
<tr>
<td>Obesity</td>
<td>Disease</td>
<td>152</td>
<td>370</td>
<td>186</td>
<td>24</td>
</tr>
<tr>
<td>Vitamin D</td>
<td>Food and Diet</td>
<td>148</td>
<td>96</td>
<td>49</td>
<td>26</td>
</tr>
<tr>
<td>Heart disease</td>
<td>Disease</td>
<td>148</td>
<td>289</td>
<td>142</td>
<td>33</td>
</tr>
<tr>
<td>Autistic disorder</td>
<td>Disease</td>
<td>144</td>
<td>435</td>
<td>210</td>
<td>29</td>
</tr>
<tr>
<td>Hypnotherapy</td>
<td>Treatment</td>
<td>131</td>
<td>210</td>
<td>131</td>
<td>29</td>
</tr>
</tbody>
</table>

In general, drugs and nondiet-based treatments are less mentioned than the other categories. However, *medical cannabis* (36.38%, 760/2089 of the mentions to drug terms) and *hypnotherapy* (3.57%, 174/4864 of the mentions to treatment terms) raise some attention as an alternative, unconventional treatments. Although these results are still inconclusive, recent studies show improvements in some BD-related symptoms. Medical cannabis is being tested for the treatment of gastrointestinal disorders such as abdominal pain and diarrhea. Experimental tests show that single ingredients from cannabis, such as tetrahydrocannabinol and cannabidiol, are responsible for these effects [73,74]. Conversely, the use of hypnotherapy is being validated in the treatment of gastrointestinal symptoms such as reducing fasting distal colonic motility or reducing systemic and rectal mucosal inflammatory responses [75]. Although, the results of using these alternative therapies remain unclear. As it stands, users show greater interest for cannabis-related posts, as denoted by the high number of tweet favorites and retweets as well as the inclusion of hashtags. In addition, users find these tweets interesting as they choose to disseminate them among their followers and make the topic indexation easier.

### Topics of Patient Communications

A closer look into the tweets posted by BD patients was relevant to better understand how patients feel about and deal with BD symptoms, associated diseases, changes in habits, and medication. This analysis considered only the tweets posted by user accounts identified as patients (58.63%, 7795/13,295 of the total of user accounts). Moreover, it was possible to identify 2800 females (35.92%, 2800/7795 of the user accounts identified as patients) and 3860 males (49.51%, 3860/7795 of the user accounts identified as patients). Typically, the 11,098 tweets (45.05%, 11,098/24,634 of the total of tweets) posted by patients expressed a negative sentiment (51.99%, 5770/11,098), but there were also positive tweets (31.99%, 3551/11,098) and some tweets with a neutral sentiment (13.99%, 1553/11,098).

The high amount of negative opinions is explained by the fact that patients are known to use social platforms to vent out their emotions, namely, their frustrations when it comes to diseases that do not have a cure, such as in the case of IBD [76,77]. Table 2 describes the tweets of patients in terms of the recognized semantics terms and the tweet sentiment.
An important part of the tweets expressing positive emotions was related to gluten-free diets and probiotic supplements. In this line, there were more positive tweets posted by females than males (57.98%, 2274/3922 of the female tweets against 51.99%, 2390/4597 of the male tweets). However, in general, the tweets containing mentions to foods and diets (Figure 7) showed a similar distribution in terms of negative and positive sentiments. The main reason was that the effects of certain food components (eg, fiber, iron, and magnesium) were perceived differently, depending on the state of the disease and other personal conditions of the patient.

Disease and symptom (Figure 7) were the semantic categories with the highest number of mentions in negative tweets. These tweets discussed the bad side of BD conditions, that is, symptoms such as pain, fatigue, and migraines along with the co-occurrence of other conditions, namely, depression, diarrhea, and fibromyalgia [64,78]. In contrast, several tweets containing mentions of drugs (Figure 7) showed positive emotions, namely, the tweets highlighting the benefits of medical cannabis for the treatment of different chronic diseases.

As a means to look into these tweets from another perspective, Figure 8 depicts a subgraph of the semantic co-occurrence network reconstructed from the patient tweets (see details on the topological analysis of the complete network in Multimedia Appendix 2). This subgraph shows the relations between diseases and drugs. The size of the nodes is based on the node degree (ie, bigger nodes represent the terms mentioned in more tweets), whereas the edge size expresses the strength of co-occurrence (ie, thicker edges represent a higher number of term-term occurrences). Red nodes represent drugs and yellow nodes represent diseases, whereas the edge color stands for the tweet sentiment (ie, red indicates a majority of negative tweets, green indicates a majority of negative tweets, and black indicates neutral sentiment).

Although medical cannabis (and its components such as cannabidiol) was the most discussed drug, it was also possible to track down patient discussions about commercial drugs such as l-glutamine, lactulose, loperamide, and Plantago seed. For example, patients reported the positive effect of l-glutamine on diarrhea and muscular atrophy, but they also expressed their concern with glutamate leading to the occurrence of anxiety disorders. Glutamine is used to protect the mucous membrane of the esophagus and intestines and can boost immune cell activity in the gut [79,80]. Conversely, glutamine helps to create gamma-aminobutyric acid, a neurotransmitter that can stabilize the mind but can also produce glutamate, an excitatory neurotransmitter that can overstimulate the brain [81].

Patients discussed the use of laxatives in treating constipation, but not all of the mentioned laxatives were recommended. Notably, lactulose is a sugar that cannot be digested in the gut and thus, tends to cause or aggravate IBS symptoms, such as gas, bloating, discomfort, and cramping [82]. In turn, loperamide was suggested as an effective astringent to treat diarrhea and constipation. Indeed, a previous study reported a significant improvement in stool frequency and consistency [83].

Finally, patients were interested in the beneficial healing properties of medicinal plants such as Plantago (in various forms, such as roasted seeds, decoction, or syrup), namely, anti-inflammatory, laxative, and astringent properties [84].

**Temporal Analysis of User Activity**

Table 3 describes the number of tweets and the volume of tweet interactions (ie, retweets and favorites) from February 1, 2018, to August 31, 2018. It was interesting to identify the periods of time when users are more likely to tweet and, in particular, how specific events, such as the IBD day, a scientific conference, or an informational campaign, could affect such activity.

In particular, the celebration of the World IBD Day (on May 19, 2018), which is a worldwide event to raise awareness about BD conditions and to urge governments and health care professionals to take action and show support to the sufferers, motivated an increase in tweet interactions, that is, retweets and favorites (ie, 15,820 and 18,158 tweet interactions in May and June 2018, respectively). The average number of retweets during these months increased by 174% (3314/1902) compared with the average number of retweets during the rest of the year. Regarding tweet favorites, the increment was still noticeable (329%, 13,585/4130) compared with the average number of favorites during the rest of the year.
Table 3. Monthly activity of posting and interaction during the analyzed period.

<table>
<thead>
<tr>
<th>Month</th>
<th>Number of tweets, n</th>
<th>Number of tweet interactions, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>February</td>
<td>2930</td>
<td>4285</td>
</tr>
<tr>
<td>March</td>
<td>4239</td>
<td>5822</td>
</tr>
<tr>
<td>April</td>
<td>3992</td>
<td>6693</td>
</tr>
<tr>
<td>May</td>
<td>4202</td>
<td>16,506</td>
</tr>
<tr>
<td>June</td>
<td>3422</td>
<td>18,298</td>
</tr>
<tr>
<td>July</td>
<td>2366</td>
<td>7955</td>
</tr>
<tr>
<td>August</td>
<td>3952</td>
<td>4468</td>
</tr>
</tbody>
</table>

External Sources of Information

The hyperlinks shared via tweet provided useful information about current health research and development initiatives (public and private), health promotion actions, and other events that are promoted via Twitter as means to reach out to and engage more people. Tables 4 and 5 summarize the results obtained by grouping the URLs into 4 categories: (1) informative or awareness campaigns about BD; (2) scientific sites, articles, and conferences, usually covering new treatments; (3) health Web pages related to a specific disease; and (4) commercial sites. The #Tweets column indicates the number of tweets in which the URL is mentioned, the #Retweets column indicates the number of times that a tweet containing the URL was retweeted, and the #Favorites column indicates the number of times that a tweet containing the URL was selected as a favorite. Only a small number of external links included in tweets posted by organizations got highly retweeted and labeled as favorite. Notably, the Guts4life Web page (a portal about IBD) got the highest number of retweets and favorites. This sort of analysis can be of aid in identifying the external sources that the community finds most useful/interesting, especially considering that most of them are related to pages describing BD symptomatology and potential treatments.

Regarding the external links included in the tweets shared by patients, their information flow was in the BD community at the same level compared with that of links posted by organizations (an average of 49 retweets against an average of 49 retweets, respectively). In turn, the links shared by patients had a lower average number of favorites compared with those shared by organizations (ie, an average of 44 favorites against an average of 92 favorites, respectively).

Looking into the linked contents, most of the resources were related to posted articles that belonged to highly prestigious journals, namely, *Nature* and *British Medical Journal*, and reported recent research in BD topics (with no particular focus). The presence of commercial links to pages selling stoner- and other drug-related products that do not require a medical prescription was also noteworthy.

Table 4. Top 10 external sources of information mentioned in the bowel disease tweets posted by organizations. The URLs are sorted by the corresponding sum of the number of tweets, retweets, and favorites.

<table>
<thead>
<tr>
<th>Source of information</th>
<th>Category</th>
<th>Number of tweets, n</th>
<th>Number of retweets, n</th>
<th>Number of favorites, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guts4life [85]</td>
<td>Health Web page</td>
<td>7</td>
<td>164</td>
<td>1918</td>
</tr>
<tr>
<td>Are Your Digestion Troubles Irritable Bowel Syndrome? [86]</td>
<td>Informative or campaign</td>
<td>5</td>
<td>128</td>
<td>231</td>
</tr>
<tr>
<td>About Crohn’s Disease [87]</td>
<td>Informative or campaign</td>
<td>1</td>
<td>69</td>
<td>63</td>
</tr>
<tr>
<td>Can You Treat Irritable Bowel Syndrome with Cannabis? [88]</td>
<td>Informative or campaign</td>
<td>4</td>
<td>34</td>
<td>84</td>
</tr>
<tr>
<td>How to Manage Irritable Bowel Syndrome with Your Brain [89]</td>
<td>Informative or campaign</td>
<td>3</td>
<td>30</td>
<td>77</td>
</tr>
<tr>
<td>Inflammatory Bowel Disease (IBD) [90]</td>
<td>Health Web page</td>
<td>10</td>
<td>45</td>
<td>51</td>
</tr>
<tr>
<td>Why I Get Excited When You Say You Know Someone With IBD [91]</td>
<td>Informative or campaign</td>
<td>3</td>
<td>27</td>
<td>65</td>
</tr>
<tr>
<td>New Treatment Options for Inflammatory Bowel Diseases [92]</td>
<td>Scientific</td>
<td>1</td>
<td>30</td>
<td>57</td>
</tr>
<tr>
<td>Chronic Inflammation [94]</td>
<td>Informative or campaign</td>
<td>5</td>
<td>48</td>
<td>26</td>
</tr>
</tbody>
</table>
Regarding more commercial drugs, patients expressed positive (and its components) in mitigating common BD symptoms. Patients actively discussed the beneficial effects of cannabis in the tweets that raised the highest number of favorites, and males. Medical cannabis was the most commented drug, notably higher positive emotions about these dietary interventions than number of favorites and retweets). In this line, females showed the most discussed dietary interventions (including a high foods, and diets. Specifically, diarrhea, constipation, and pain were the symptoms that raised more concern (in general as well as among patients), whereas gluten and probiotics were among the most discussed dietary interventions (including a high number of favorites and retweets). In this line, females showed higher positive emotions about these dietary interventions than males. Medical cannabis was the most commented drug, notably in the tweets that raised the highest number of favorites, and patients actively discussed the beneficial effects of cannabis (and its components) in mitigating common BD symptoms. Regarding more commercial drugs, patients expressed positive emotions with the usage of l-glutamine on diarrhea and muscular atrophy but also reported negative sentiments because of the production of glutamate and its influence on anxiety disorders. Another notable group of drugs in the discussion were the laxatives, for example, the usage of lactulose was associated with negative emotions because it tends to cause or aggravate IBS symptoms, whereas loperamide was noted to be an effective astringent to treat diarrhea and constipation.

Users were more active during and after the World IBD Day, which shows that these types of initiatives are raising public awareness about these diseases as well as indicates that social networks are part of the routine communication of the BD community. The external resources being shared in tweets by organizations aim to draw people’s attention to awareness/informational sites, whereas those shared by patients typically point to more scientific contents (eg, scientific articles on BD) and alternative treatments (such as cannabis).

### Limitations

The most immediate limitation arises from the fact that the capture of raw data was carried out using the free Twitter API, that is, the identification of users that select one tweet as a favorite as well as the number of available tweets is restricted, with no assurance of a random or representative sample. For this reason, it was not possible to perform a more exhaustive analysis of the social BD communities. Thus, a full data retrieval through automated dashboard vendors, or using a paid service of the Twitter API, may provide further insights.

It should also be noted that this study was based on the assumption that the data entered by Twitter users are true. It is not possible to detect if certain data (eg, the user profile picture or the user location) are reliable. This limitation impacts mainly the analysis of the demographic distribution and the conclusions inferred for a particular gender. That being said, the obtained limitations are important to consider when interpreting the results of this study.

### Discussion

#### Principal Findings

The objective of this paper was to characterize and study the BD community on Twitter. To do so, a dataset of tweets related to BD was collected, processed, and analyzed. The dataset covered a consecutive period of 8 months, from February 1, 2018, to August 31, 2018. As a whole, this analysis provided new insights into 6 main questions: Which are the main communities and most influential users?; Where are the main content providers from?; What are the key biomedical and scientific topics under discussion? How are topics interrelated in patient communications?; How do external events influence user activity?; What kind of external sources of information are being promoted?

Health organizations and BD experts (eg, @CrohnsColitisUK and @IBDMD) were the users that received more tweets, typically looking for trusted information about the conditions. Patients shared experiences among themselves or asked for medical advice. Moreover, the most active users were located in the United States and the United Kingdom, which are among the demographic regions with highest BD prevalence.

Most of the tweets talked about BD symptoms, related diseases, foods, and diets. Specifically, diarrhea, constipation, and pain were the symptoms that raised more concern (in general as well as among patients), whereas gluten and probiotics were among the most discussed dietary interventions (including a high number of favorites and retweets). In this line, females showed higher positive emotions about these dietary interventions than males. Medical cannabis was the most commented drug, notably in the tweets that raised the highest number of favorites, and patients actively discussed the beneficial effects of cannabis (and its components) in mitigating common BD symptoms. Regarding more commercial drugs, patients expressed positive emotions with the usage of l-glutamine on diarrhea and muscular atrophy but also reported negative sentiments because of the production of glutamate and its influence on anxiety disorders. Another notable group of drugs in the discussion were the laxatives, for example, the usage of lactulose was associated with negative emotions because it tends to cause or aggravate IBS symptoms, whereas loperamide was noted to be an effective astringent to treat diarrhea and constipation.

Users were more active during and after the World IBD Day, which shows that these types of initiatives are raising public awareness about these diseases as well as indicates that social networks are part of the routine communication of the BD community. The external resources being shared in tweets by organizations aim to draw people’s attention to awareness/informational sites, whereas those shared by patients typically point to more scientific contents (eg, scientific articles on BD) and alternative treatments (such as cannabis).
results were in accordance with the common knowledge of these communities.

Language is another aspect of analysis to take into consideration. This study was only focused on tweets written in English. If the applied techniques are extended to support a greater variety of languages, such as Chinese or Spanish, it may provide complementary findings.

Finally, this study was focused on Twitter. However, the set of social networks might be expanded to analyze a richer dataset from a wide variety of sources. Considering other studies in the literature [21,106,107], Facebook and Instagram would be also sources of interest, although public data access is greatly limited.

Conclusions and Further Research

In this study, tweets related to BD were analyzed to characterize the user community and the exchanged contents. According to the obtained results, it was possible to detect communities and to describe the most discussed topics among these communities. The large and increasing volume of tweets demonstrates that Twitter is becoming a space for online conversation about BD, namely, associated symptoms and alternative treatments. In addition, the location of users indicates that conversations are happening at a global scale and, motivated by this, health-related stakeholders are using the platform to reach out to a larger audience on a daily basis.

In terms of future research, it would be interesting to perform user classification, that is, being able to identify experts, researchers, and companies, as well as patients. Thus, it would be possible to apply different sentiment analysis and TM approaches to the tweets to explore user-specific motivations, questions, and concerns. For example, it would be interesting to discover the opinion of patients about different treatments and specific symptoms.

Acknowledgments

SING group thanks CITI (Centro de Investigación, Transferencia e Innovación) from the University of Vigo for hosting its information and technology infrastructure. This study was partially supported by the Consellería de Educación, Universidades e Formación Profesional (Xunta de Galicia) under the scope of the strategic funding of ED431C2018/55-GRC Competitive Reference Group, the Portuguese Foundation for Science and Technology (FCT) under the scope of the strategic funding of UID/BIO/04469/2013 unit and COMPETE 2020 (POCI-01-0145-FEDER-006684). The authors also acknowledge the PhD grants of MPP and GP-R, funded by the Xunta de Galicia.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Topological analysis of the co-occurrence network of terms for all types of users. [PDF File (Adobe PDF File), 369KB - jmir_v21i8e12610_app1.pdf]

Multimedia Appendix 2

Topological analysis of the co-occurrence network of terms for patient users. [PDF File (Adobe PDF File), 263KB - jmir_v21i8e12610_app2.pdf]

References


55. Gut Microbiota for Health. 2015. Gut Microbiota and Inflammatory Bowel Disease URL: https://tinyurl.com/y5czzbtz


57. Meier F, Elsweiler D, Wilson ML. School of Computer Science - The University of Nottingham. 2017. More than Liking


Abbreviations

- API: application programming interface
- BD: bowel disease
Edited by G Eysenbach; submitted 30.10.18; peer-reviewed by J Groshek, Z He; comments to author 13.12.18; revised version received 23.01.19; accepted 26.04.19; published 15.08.19.

Please cite as:
Pérez-Pérez M, Pérez-Rodríguez G, Fdez-Riverola F, Lourenço A
Using Twitter to Understand the Human Bowel Disease Community: Exploratory Analysis of Key Topics
J Med Internet Res 2019;21(8):e12610
URL: http://www.jmir.org/2019/8/e12610/
doi:10.2196/12610
PMID:31411142

©Martín Pérez-Pérez, Gael Pérez-Rodríguez, Florentino Fdez-Riverola, Anália Lourenço. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 15.08.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

Stroke Survivors on Twitter: Sentiment and Topic Analysis From a Gender Perspective

Alejandro Garcia-Rudolph¹,²,³, PhD; Sara Laxe¹,²,³, PhD; Joan Saun¹,²,³, PhD; Montserrat Bernabeu Guitart¹,²,³, MD

¹Institut Guttmann Hospital de Neurorehabilitacio, Badalona, Spain
²Universitat Autònoma de Barcelona, Bellaterra (Cerdanyola del Vallès), Spain
³Fundació Institut d’Investigació en Ciències de la Salut Germans Trias i Pujol, Badalona, Spain

Corresponding Author:
Alejandro Garcia-Rudolph, PhD
Institut Guttmann Hospital de Neurorehabilitacio
Camí de Can Ruti, s / n
Badalona, 08916
Spain
Phone: 34 934977700
Email: alejandropablogarcia@gmail.com

Abstract

Background: Stroke is the worldwide leading cause of long-term disabilities. Women experience more activity limitations, worse health-related quality of life, and more poststroke depression than men. Twitter is increasingly used by individuals to broadcast their day-to-day happenings, providing unobtrusive access to samples of spontaneously expressed opinions on all types of topics and emotions.

Objective: This study aimed to consider the raw frequencies of words in the collection of tweets posted by a sample of stroke survivors and to compare the posts by gender of the survivor for 8 basic emotions (anger, fear, anticipation, surprise, joy, sadness, trust, and disgust); determine the proportion of each emotion in the collection of tweets and statistically compare each of them by gender of the survivor; extract the main topics (represented as sets of words) that occur in the collection of tweets, relative to each gender; and assign happiness scores to tweets and topics (using a well-established tool) and compare them by gender of the survivor.

Methods: We performed sentiment analysis based on a state-of-the-art lexicon (National Research Council) with syuzhet R package. The emotion scores for men and women were first subjected to an F-test and then to a Wilcoxon rank sum test. We extended the emotional analysis, assigning happiness scores with the hedonometer (a tool specifically designed considering Twitter inputs). We calculated daily happiness average scores for all tweets. We created a term map for an exploratory clustering analysis using VosViewer software. We performed structural topic modelling with stm R package, allowing us to identify main topics by gender. We assigned happiness scores to all the words defining the main identified topics and compared them by gender.

Results: We analyzed 800,424 tweets posted from August 1, 2007 to December 1, 2018, by 479 stroke survivors: Women (n=244) posted 396,898 tweets, and men (n=235) posted 403,526 tweets. The stroke survivor condition and gender as well as membership in at least 3 stroke-specific Twitter lists of active users were manually verified for all 479 participants. Their total number of tweets since 2007 was 5,257,433; therefore, we analyzed the most recent 15.2% of all their tweets. Positive emotions (anticipation, trust, and joy) were significantly higher (P<.001) in women, while negative emotions (disgust, fear, and sadness) were significantly higher (P<.001) in men in the analysis of raw frequencies and proportion of emotions. Happiness mean scores throughout the considered period show higher levels of happiness in women. We calculated the top 20 topics (with percentages and CIs) more likely addressed by gender and found that women’s topics show higher levels of happiness scores.

Conclusions: We applied two different approaches—the Plutchik model and hedonometer tool—to a sample of stroke survivors’ tweets. We conclude that women express positive emotions and happiness much more than men.

(J Med Internet Res 2019;21(8):e14077) doi:10.2196/14077
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Introduction

General Background
Tweets can contain information about the mood of their authors. Even when users are not specifically posting about their personal emotive status, the message can reflect their mood. As such, tweets are regarded as microscopic instantiations of emotions. Twitter has been extensively analyzed for health-related conditions. Nevertheless, to the best of our knowledge, no study has been conducted in chronic stroke, with a focus on the emotional aspects and topics addressed by stroke survivors.

Stroke in Young Adults
Stroke is the third leading cause of long-term disability and one of the leading causes of depression worldwide [1]. Evidence suggests that stroke incidence in young adults is increasing in high-income countries [2]. It has been recently reported that ischemic stroke is no longer a disease affecting just elderly people, and an estimated 3.6 million young people (age<55 years) are affected each year [3]. The burden of stroke in young people may be increasing further, since multiple recent studies have reported increasing incidence of ischemic strokes, particularly at younger ages, while the incidence at older ages has been declining during the same period [4].

Globally, almost half of the entire stroke burden is on young individuals, as they have a greater likelihood to survive strokes, with long life spans ahead, and because strokes occur at younger ages in low- and middle-income countries [5]. Moreover, the overall population burden of cerebrovascular disease in young people may be underestimated, since clinically silent infarcts and white-matter changes are prevalent even in young stroke patients [6].

About one-fourth of ischemic strokes occur in working-aged individuals in high-income countries, with the incidence increasing worldwide in this age group from the 1980s to present [3].

Gender Differences in Stroke Outcomes
After experiencing a stroke, women experience more activity limitations, worse health-related quality of life (HRQoL), and more poststroke depression than men, as recently reported in an updated systematic review of sex differences [7].

Recent research published in January 2019 in the European Journal of Neurology reported that women are twice as likely to suffer from severe depression following a stroke than men. Ayis and colleagues [8] followed the progression of symptoms over 5 years after stroke onset in 2313 people (1275 men and 1038 women) from the South London Stroke Register and found that 20% of women suffered from severe depression compared to 10% of men [8].

The higher prevalence of depression among women may reflect a higher prevalence in the general population, where depression was identified as the leading cause of disease burden in women worldwide [9].

#Stroke
The expansion of social media has changed the way in which patients, physicians, and other health care stakeholders interact [10]. Twitter has led to the development of disease-specific communities that can categorize and aggregate their interactions using “hashtags.” These Twitter communities serve as readily accessible, no-cost platforms that provide significant educational and professional benefits.

Within stroke medicine, social media, specifically, Twitter has been recently highlighted for its potential to benefit patients, stroke organizations, and medical education [11].

The stroke-related Twitter network has been recently studied [12], through 621,653 tweets containing the #Stroke hashtag from March 20, 2012, to January 31, 2018, in relation to tweet content, activity metrics, engagement, and user characteristics. The most commonly discussed topics were prevention, diabetes, atrial fibrillation, aphasia, dementia, thrombectomy devices, thrombolysis, and tobacco. Specifically, the content of discussions included recognition of the signs of a stroke, associated risk factors (e.g., atrial fibrillation, heart disease, and diabetes), and findings of peer-reviewed journals regarding stroke treatment. Tweets were mainly composed by advocacy/support organizations (21.5%), physicians (8.4%), individuals not known to be directly working in the health care industry (14.0%), other health care professionals (5.5%), organizations related to research/academia (2.3%), and academics (2.2%), while stroke patients contributed to 6.7% of tweets (n=41,822). There was a similar proportion of total tweets with the #Stroke hashtag generated by physicians (8.4%) and patients (6.7%) during the study period and apparent minimal network communication between physicians and patients, as reported in the study conclusions [12].

Emotional Distress in the Adjustment Process for Stroke Survivors
Brennan emphasizes the importance of assumptions in adapting to the world around us. According to Brennan’s model, we each have a cognitive map or representation of the world, resulting from our social and cultural context and the accumulation of our life experience. This highly complex “assumptive world” is biologically adaptive in that it allows us to anticipate and plan for the future [13].

In the case of a typical stroke patient, their assumptive world will almost always be challenged or disconfirmed by the experience of stroke and its immediate repercussions [14]. As Brennan states, “adjusting core assumptions involves huge amounts of cognitive processing and emotional distress, this often leads to acute emotional difficulties, such as feelings of confusion, loss, sadness and anger.”

Moreover, the experience of stroke and disability may also confirm previously held negative beliefs for some individuals (e.g., “I am worthless” or “Others see me as weak”) and may lead to emotional distress in this manner [14].
Spontaneous, Emotional Language, and Everyday Topic Discussions on Twitter

Over the last few years, Twitter has become a notable data source in sociolinguistics, as it captures opinions and sentiments on a wide range of topics. Although Twitter users are a self-selected group, it has been argued that analyses of Twitter data produce results congruent with those obtained using standard research methods and data sources [15].

Considering the frequent use of emotional language in tweets that relate to everyday experiences [16], for a large proportion of the population, Twitter provides unobtrusive access to time-sensitive and ecologically valid samples of spontaneously expressed emotions [17].

Sentiment analysis in the health care setting is not a new phenomenon, for example, in previous research, greater positive sentiment within discharge summaries was associated with a significantly decreased risk of readmission [18].

This Study

In the following subsections, we describe the specific characteristics and objectives of our study.

Twitter Lists

Previous studies have shown that topical experts are often the primary drivers of interesting discussions on Twitter [19]. In contrast to random sampling for gathering Twitter data, alternative sampling methods have been put forward; one of them proposed to retrieve content only from topical experts, that is, Twitter users whose followers consider them to be knowledgeable on some topic, to reduce the number of unwanted tweets in the sampled data while still gathering useful tweets related to a specific topic. The key challenge, however, lies in identifying a good set of experts [20].

Twitter users can organize the accounts that they follow into Twitter user lists. These lists are used in a variety of ways. In some cases, they may correspond to personal lists of a given user’s friends and families, but frequently, lists are employed to group together Twitter accounts based on a common topic or theme. In this way, every Twitter user can effectively become a community curator. Therefore, previous research has proposed that we consider a Twitter user a “topical expert” if the user belongs to several lists on a particular topic [20].

In our study, we propose to take advantage of user lists in the field of stroke. To the best of our knowledge, lists have not been used in studies related to chronic health conditions.

Plutchik’s Human Emotions

Currently, there is no single accepted psychological theory of basic human emotions; nevertheless, there is an agreement that a simple positive-negative dichotomy is not enough to capture the full range of emotions [21].

In this work, we use the Plutchik [22] approach, which postulates the following eight basic human emotions: joy, sadness, anger, fear, trust, disgust, anticipation, and surprise. There have been extensive applications of this approach, for example, the National Research Council (NRC) Word-Emotion Association Lexicon, which contains 10,170 lexical items that are coded for Plutchik’s basic human emotions [23], and has been applied in several sentiment analysis studies [24].

Plutchik’s categories also have the advantage of providing a balanced list of positive (trust, joy, anger, and anticipation) and negative (disgust, sadness, fear, and surprise) emotions, which, to the best of our knowledge, have not been applied in chronic conditions, in general, or stroke, in particular.

Hedonometer

After performing emotional analysis based on Putchik’s model, we propose another point of view, by assigning happiness scores to tweets with the hedonometer tool. The hedonometer [25] was developed from Twitter, Google Books, music lyrics, and the New York Times for measuring expressed happiness—positive and negative sentiment—in large-scale text corpora. Since its development, the hedonometer has been applied to studies on predictive markers of depression on Instagram [26] or the climate change sentiment on Twitter [27]. The hedonometer calculates a happiness score based on the happiness of the individual words used in the text. A total of 10,222 of the most frequently used English words in four disparate corpora were given happiness ratings using Amazon’s Mechanical Turk online marketplace.

Adding Covariate Information With Structural Topic Models

Although Latent Dirichlet Allocation (LDA) is, perhaps, the most common form of topic modeling, a number of associated techniques now exist, including dynamic topic models, correlated topic models, and hierarchical topic models. One of the most increasingly popular techniques to emerge in recent years, however, is structural topic modeling (STM). STM provides a flexible way to incorporate “metadata” associated with the text, such as when the text was written, where (eg, which country) it was written, who wrote it, and characteristics of the author, into the analysis using document-level covariates. In turn, it allows analysis of relationships between metadata and topics in the text corpus.

Study Objectives

As Brennan states [13], the adjusting process involves huge amounts of emotional distress. This often leads to acute emotional difficulties such as feelings of confusion, loss, sadness, and anger. Considering that women experience more activity limitations, worse health-related quality of life, and more poststroke depression, in this study, we propose to take advantage of unobtrusive access to samples of spontaneously expressed emotions and opinions provided by Twitter and to analyze them from a gender perspective using two different, well-established approaches (Plutchik model and the hedonometer tool), with the following specific aims:

- To compare tweets by gender of stroke survivor for the 8 basic emotions (anger, fear, anticipation, surprise, joy, sadness, trust, and disgust) while considering the raw frequencies of words in the collection of tweets posted by a stroke survivors’ sample.
- To determine the proportion of each emotion in the collection of tweets and statistically compare each of them.
by gender. This measurement thus allows us to track the proportion of each emotion for each individual tweet and is less affected by single outliers.

- To extract the main topics (represented as sets of words) that occur in the collection of tweets, related to each gender.
- To assign happiness scores to tweets and topics (using the hedonometer) and compare them by gender.

**Methods**

**Data Collection**

We considered the network analysis from previous research [12] (see #Stroke in the Introduction) as the starting point. Node size is related to user influence, which is directly correlated to the amount a user is mentioned. The top identified nodes and their corresponding number of followers are as follows: @TheStrokeAssoc (102 million), @signagnststroke (68 million), @StrokeHope (93.8 million), @PeterCoghan1 (7.2 million), @strokefdn (11.5 million), @StrokeAssocNW (5.5 million), @StrokeAHA_ASA (10.6 million), and @HeartandStroke (45.3 million), @HeartandStroke (45.3 million).

Twitter data collection was performed using the rtweet R package [28] via Twitter's REST (representational state transfer) and stream application program interfaces (APIs). We initially applied the lists_users function to obtain all lists that the top nodes subscribe to, including their own. Subsequently, we used the lists_members function to obtain Twitter list members (users on a given list). To retain a list member, we imposed the condition that it should appear in at least 3 different lists.

For each identified user, we retrieved tweets with the get_timelines() function (it retrieves the most recent 3200 tweets for each Twitter user, without any time restriction). We collected 1,300,845 tweets from a thousand users and further classified them in tweets from particulars (woman or man) and from organizations (institutions and associations); the last step was to collect only tweets from particulars where the gender could be clearly determined, as explained in the next section.

**Participant Selection Process**

We modeled our data collection methods on prior studies that have used the Twitter platform for generating a convenience sample of users with publicly available accounts, who self-identify as stroke survivors in their profile or tweets.

We then confirmed the self-reported stroke diagnosis by having one researcher generate this initial list of Twitter users and a second researcher check the details for each Twitter user on the list to ensure correct identification of stroke survivors users.

We then employed a stepwise process for coding each Twitter user’s gender as male, female, or unknown/insufficient data. Two researchers independently used these codes, beginning with each Twitter user’s username, followed by profile name, profile description, profile photo, and tweets. Both researchers then reviewed their final gender codes for each Twitter user to ensure consistency and resolve disagreements.

**Data Cleaning**

The final sample was prepared for analysis by using the quanteda R package. This included the process of basic normalization (eg, remove punctuation and lowercase all text), stop word removal (eg, the words “a” and “the”), normalization of Twitter user mentions (eg, “@janedoe” is converted to “@user”), lemmatization (eg, “dog,” “dogs,” and “dog’s” are all converted to “dog”), and nonprintable character removal (eg, emojis). All analyses relied on public, anonymized data; adhered to the terms and conditions, terms of use, and privacy policies of Twitter; and were performed under Institutional Review Board approval from the authors’ institution.

We do not report any specific tweets that could be used to identify the original Twitter user who posted the content online, as this is an important concern that has been discussed extensively in recent literature on the ethics of using Twitter data for research [29].

**Sentiment Analysis**

We calculated the overall frequencies of emotion words for each Plutchik category for each user (and therefore gender) by using the syuzhet R package [30]. The NRC Word-Emotion Association Lexicon is available via open access and has been implemented in the get_nrc_sentiment() function of the syuzhet R package. Finally, the data were subjected to statistical analyses: For each tweet, given an emotion X, an emotion proportion score was calculated as:

\[ \text{proportion}_X = \frac{\text{frequency of words with emotion } X \text{ in a tweet}}{\text{frequency of negative words in a tweet} + \text{frequency of positive words in a tweet}} \] (equation 1)

The emotion proportion scores for men and women were then subjected to a Wilcoxon rank sum test in R, since the F-test had revealed that the two distributions did not meet the criterion of variance homogeneity [31].

**Structural Topic Models**

Considering the final sample of tweets from the data cleaning phase presented above as the starting point, we proceeded as follows:

1. Convert cleaned tweets to tm corpus and create a term document matrix (TDM) using the tm R Package [32].
2. Calculate the term frequency inverse document frequency (TF-IDF) for all the words in TDM.
3. Exclude all the words with TF-IDF ≤ 0.1 to remove all the words that are less frequent.
4. Calculate the optimal number of topics (K) in the corpus using the log-likelihood method for the calculated TDM using Gibbs sampling and exploring different metrics: “Griffiths2004,” “CaoJuan2009,” “Arun2010,” and “Deveaud2014” using the FindNumberOfTopics function from the ldatuning R package [33].
5. Apply the spectral method using the stm package to discover topics.
6. Topic validation (semantic coherence and exclusivity).
7. Visualization and interpretation of results from the calculated model.
A unique feature of STM, implemented by the **stm** R package [34], is that it can model how the document level covariates affect the topical prevalence parameter $\mu$ with a generalized linear model. As mentioned in the Sentiment Analysis section above, our covariate is the gender factor with two levels (“Woman” and “Man”).

Besides the inclusion of the gender covariate, the **stm** R package supports the explicit estimation of correlations among topics. This feature provides further information on the corpus structure. Correlations are estimated by replacing the Dirichlet distribution in the standard LDA framework with a logistic normal distribution as in the Correlated Topic Model [35].

This allows us to identify when two topics are likely to cooccur within tweets (here, we focus on both positive and negative correlations, which are also useful to identify gender differences).

### Hedonometer

We applied the hedonometer tool to all tweets and to the main identified topics as follows: For each word in each tweet, we obtained a happiness score, calculated the mean happiness score for each day, and plotted it by date grouping by gender; STM allows us to identify the main topics and label the topics as “More likely Women” and “More likely Men.” As each topic is defined by a set of words, we obtained the happiness score of each word using the hedonometer, and therefore, we are able to compare topics according to their happiness score. This also allows us to select, for example, the top 25 words with the highest levels of happiness and identify if such words belong to female or male topics.

### Results

#### Sample Description

After the selection process, a final sample of 479 Twitter users who posted 800,424 tweets between August 1, 2007, and December 1, 2018, were selected. Women (n=244) posted a total of 3,788,069 tweets; from them, we collected 396,898 tweets (the most recent ones, up to December 2018), and the mean number of tweets posted by our selected sample was 1620. In addition, 54% of the selected sample posted more than 1000 tweets and 71% posted more than 500 tweets. The total number of followers of the selected sample was 182,807.

Men (n=235) posted a total of 1,469,364 tweets, from which we collected 403,526 tweets (the most recent ones, up to December 2018), and the mean number of tweets posted by our selected sample was 1717. In addition, 59% of the selected sample posted more than 1000 tweets and 73% posted more than 500 tweets. The total number of followers of the selected sample was 255,053.

**Figure 1** shows the date of the first and last posted tweets for each selected participant included in our sample (women in red, men in blue; same code colors throughout the analysis). Each vertical line in the plot represents a participant whose first tweet was posted at the top of the vertical line and last tweet was posted at the bottom of it. We ordered participants in the plot from left to right, where the earliest date of the first tweet is shown leftmost for each participant. For example, the leftmost participant is a man whose first tweet was posted in 2007 and last tweet was posted in 2014.

**Figure 1.** Topics and gender covariate obtained with spectral structural topic modeling.
In Multimedia Appendix 1, we present the number of tweets posted by year; a larger number of tweets was posted in 2018 (about 300,000) and the other 500,000 posts were distributed with growing tendency since 2007, as presented in previous research (described in the #Stroke section).

For each of the 479 participants, we reviewed their profiles to verify their geographic locations, obtained by means of the rtweet library. We were able to identify the geographic locations of 378 of the 479 users (78.91%).

In Multimedia Appendix 1, we present the total number of users (N=378) by country, showing that most of the users are from four countries: 95% are from Australia, Canada, the United Kingdom, or the United States.

United States had the most users (206/378; 55%). The United Kingdom had 113 users (29.89%). As such, both countries together accounted for more than 85% of the participants.

In Multimedia Appendix 1, we present wordclouds of the top 500 words in all participants’ profile description. Most words are repeated in both wordclouds, but some distinctive characteristics can be observed (women clearly refer to Music, Live, and Time, while men do not).

**Sentiment Analysis**

The NRC Word-Emotion Association Lexicon, which contains 10,170 lexical items that are coded for Plutchik’s basic human emotions [23] and implemented in the syuzhet R package, associates an emotion (or more than one emotion) to each of the 10,170 lexical items. Given a word and emotion X, the NRC Word-Emotion Association Lexicon associates a score (range: 0 to 1) with it. A score of 1 indicates that the word conveys the highest amount of emotion X. A score of 0 indicates that the word conveys the lowest amount of emotion X.

We then identified (via the get_nrc_sentiment() function) the number of words that, according to the NRC, express positive or negative sentiment as well as one (or more than one) of Plutchik’s eight basic emotions.

Table 1 summarizes the raw number of words (and their percentages) obtained with the get_nrc_sentiment() function of the syuzhet R package.

Among both men and women, the most frequent emotions were trust, anticipation, and joy (top 3), as shown in Figure 2.

Women used considerably more words from all positive categories (except anger), and men used more words in all negative categories (except surprise), as shown in Table 1.

When considering negative or positive words, women used 12% of negative words, while men used 13.6% of negative words. In contrast, women used 21.8% of positive words, while men used 20.5% of positive words. Positive and negative labels for words are also obtained from the NRC lexicon using the get_nrc_sentiment() function of the syuzhet R package.

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Men, n (%)</th>
<th>Women, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>76,650 (5.7)</td>
<td>74,858 (5.4)</td>
</tr>
<tr>
<td>Anticipation</td>
<td>155,608 (11.6)</td>
<td>166,150 (12.0)</td>
</tr>
<tr>
<td>Disgust</td>
<td>55,512 (4.1)</td>
<td>54,785 (4.0)</td>
</tr>
<tr>
<td>Fear</td>
<td>117,221 (8.7)</td>
<td>104,826 (7.6)</td>
</tr>
<tr>
<td>Joy</td>
<td>131,243 (9.8)</td>
<td>161,933 (11.7)</td>
</tr>
<tr>
<td>Sadness</td>
<td>101,475 (7.6)</td>
<td>89,868 (6.5)</td>
</tr>
<tr>
<td>Surprise</td>
<td>77,109 (5.7)</td>
<td>83,663 (6.1)</td>
</tr>
<tr>
<td>Trust</td>
<td>170,017 (12.7)</td>
<td>178,718 (12.9)</td>
</tr>
<tr>
<td>Negative</td>
<td>182,288 (13.6)</td>
<td>166,000 (12.0)</td>
</tr>
<tr>
<td>Positive</td>
<td>276,124 (20.5)</td>
<td>300,751 (21.8)</td>
</tr>
</tbody>
</table>

---

*Not applicable because .

*N/A: not applicable.

**Figure 2.** Ranking of emotions (in percentage of the total words. Men: left; women: right). Each bar represents the percentage of total words presented in Table 1.
We then calculated the emotion proportion score for each emotion $X$, as shown in equation 1 in the Methods section.

**Table 2** reports statistical comparisons; for example, for the global positive emotion, women (median=100%, mean=65.57%) used considerably more positive words than men (median=66.67%, mean=60.73%). Since the $F$-test indicated that the two distributions have a significantly different variance ($F_{237040,242190}=1.0468$, $P<.001$), they were subjected to a Wilcoxon rank sum test. This test showed that the difference between men and women is highly statistically significant ($W=2.6817e+10$, $P<.001$). Similar results are shown in **Table 2** for global negative emotion: Men used considerably more negative words than women; in addition, each individual positive emotion (joy, anticipation, and trust, except surprise) was favorable to women and each individual negative emotion (fear, sadness, and disgust) was preferred by men.

Global negative-positive proportion comparisons are presented in **Figure 3**. Women used considerably fewer negative words and more positive words than men (shown at the top and bottom of **Figure 3**, respectively).

Plutchik’s eight emotions are subdivided into four complementary pairs, namely, joy–sadness, anticipation–surprise, trust–disgust, and anger–fear [23].

**Table 2.** Statistical comparison of words identified for each emotion.

<table>
<thead>
<tr>
<th>Emotion, participants</th>
<th>Median</th>
<th>Mean</th>
<th>$F$ (df)</th>
<th>$P$ value</th>
<th>$W$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Joy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0</td>
<td>0.2972</td>
<td>0.9030 (237040,242190)</td>
<td>&lt;.001</td>
<td>2.63e+10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women</td>
<td>0</td>
<td>0.3611</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Negative</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0.3333</td>
<td>0.3927</td>
<td>1.0468 (237040,242190)</td>
<td>&lt;.001</td>
<td>3.05e+10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women</td>
<td>0</td>
<td>0.3443</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Fear</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0</td>
<td>0.2481</td>
<td>1.1183 (237040,242190)</td>
<td>&lt;.001</td>
<td>3.01e+10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women</td>
<td>0</td>
<td>0.2121</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Positive</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0.6667</td>
<td>0.6073</td>
<td>1.0468 (237040,242190)</td>
<td>&lt;.001</td>
<td>2.68e+10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women</td>
<td>1.0000</td>
<td>0.6557</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Sadness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0</td>
<td>0.2204</td>
<td>1.0261 (237040,242190)</td>
<td>&lt;.001</td>
<td>2.45e+10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women</td>
<td>0</td>
<td>0.1868</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Anger</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0</td>
<td>0.1573</td>
<td>1.0399 (237040,242190)</td>
<td>&lt;.001</td>
<td>2.90e+10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women</td>
<td>0</td>
<td>0.1495</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Anticipation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0</td>
<td>0.3299</td>
<td>0.9837 (237040,242190)</td>
<td>&lt;.001</td>
<td>2.79e+10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women</td>
<td>0</td>
<td>0.3488</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Surprise</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0</td>
<td>0.1672</td>
<td>1 (237040,242190)</td>
<td>&gt;.99</td>
<td>N/A$^{b}$</td>
<td>N/A</td>
</tr>
<tr>
<td>Women</td>
<td>0</td>
<td>0.1779</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Trust</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0.1667</td>
<td>0.3628</td>
<td>1.0134 (237040,242190)</td>
<td>&lt;.001</td>
<td>2.81e+10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women</td>
<td>0.2500</td>
<td>0.3755</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Disgust</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0</td>
<td>0.1153</td>
<td>1.0559 (237040,242190)</td>
<td>&lt;.001</td>
<td>2.88e+10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women</td>
<td>0</td>
<td>0.1109</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
**Figure 3.** Topics and gender covariate obtained with spectral structural topic modeling.

Figure 4 plots such scores for each emotion summarized monthly along all the time periods in the study of emotion words for each pair of emotions, obtained with `syuzhet` R package and plotted with the `ggplot2` R package. It clearly shows higher scores for women in positive emotions along time and lower scores for men in almost every emotions throughout the considered period.

As shown in Figure 4, joy and global positive words clearly present higher values for women throughout the considered period.
Assigning Happiness Scores With the Hedonometer

We then calculated the happiness score using the hedonometer for each word in each tweet, summarized the mean happiness score for each day during the whole period under study, and plotted it by date, grouping by gender.

As shown in Figure 5, happiness ratings obtained by hedonometer summarized on a daily basis for each user are also higher for women than for men, almost throughout the considered time period, with remarkable differences in favor of women, for example, in the 2013-2014 period, 2016, and 2018.
Structured Topic Modelling

Before the application of STM, we performed an exploratory cluster analysis using VosViewer [36]. As defined by VosViewer, a term map is a two-dimensional representation, in which strongly related terms are located close to each other and less strongly related terms are located further away from each other. Each point in a term map has a color that depends on the density of items at that point. It is argued that the VOS mapping technique yields more satisfactory term maps than popular multidimensional scaling–based approaches to bibliometric mapping. Maps constructed using these multidimensional scaling–based approaches are shown to suffer from certain artifacts. Maps constructed using the VOS mapping technique do not have this problem, as reported by Waltman et al [36]. Details are presented in Multimedia Appendix 1 (VosViewer Cluster Analysis).

We tested different parameter configurations to increase intercluster distances and reduce intracluster distances. VosViewer allowed us to identify seven clusters for men and five clusters for women (Multimedia Appendix 1). In the obtained clusters for the most relevant 250 words for men and women, we highlighted words that are common to clusters obtained by men and women. Unfortunately, this is the case for most of the words; therefore, it did not allow us to visually identify gender differences.

Nevertheless, in Multimedia Appendix 1, we present the clusters for the words that are not common to both men and women, and we applied the hedonometer to each of them; the happiness scores are shown in brackets for each word.

We summarized the happiness scores and obtained mean happiness scores of 5.31 (SD 1.31) for all the words present only in men clusters and 6.25 (SD 1.07) for those present only in women clusters. We then considered each of the largest clusters separately and obtained the following for men: mean happiness score in cluster 1=5.52 (SD 0.99) and mean happiness score in cluster 2=5.06 (SD 1.25). For women, the mean happiness score was 6.30 (SD 1.12) in cluster 1, 5.70 (SD 1.13) in cluster 2, and 6.68 (SD 0.81) in cluster 3. Again, happiness scores of women were higher than those of men when considering the scores at the cluster level.

Before STM, we also performed LDA analysis for seven topics; the number of topics was determined as shown in Multimedia Appendix 1 by using different metrics and the FindTopicsNumber function from the ldatuning R package.

The obtained topics are presented in Multimedia Appendix 1, but as with cluster analysis, we could not identify topics clearly related to men or women.

Therefore, we applied STM to associate covariates (Gender) to the identified topics and plot results as presented in Figure 6. As with most topic models, the objective function maximized by STM is multimodal. Therefore, the way we choose the starting values for the variational EM algorithm can affect our final solution.
We applied LDA initialization (the default option), which uses several passes of collapsed Gibbs sampling to initialize the algorithm.

Table 3 shows the top three topics selected for men and women, with 3 different types of word profiles: highest probability, frequency-exclusivity (FREX), and score values. Detailed descriptions of all identified topics are presented in Multimedia Appendix 1.

FREX measures exclusivity of the words to the topic in a way that balances it with word frequency. The score metric divides the log frequency of the word in the topic by the log frequency of the word in other topics, and highest probability considers words within each topic with the highest probability, inferred directly from topic-word distribution.

In Multimedia Appendix 1, we present the evaluation of the obtained topics. Semantic coherence is a criterion developed by Mimno and colleagues [37]; it is maximized when the most probable words in a given topic frequently cooccur together, and it has been shown that the semantic coherence metric correlates well with human judgment of topic quality [37].

Topics 19, 17, and 10 show all semantic coherence values to the right side of the plot, with topic 19 to the rightmost possible position and close to topic 10. Topics 1, 6, and 3 are in the central positions, while upper right side positions are six optimal selected topics showing acceptable values.

We then assigned happiness scores to topics with the hedonometer tool (we proceeded as was done with VosViewer clusters described in Multimedia Appendix 1). As shown in Figure 6, STM allows us to label the topics as “More likely Women” and “More likely Men.”

As presented in Table 3, each topic is defined as a list of 20 words. To assign happiness scores, we selected the words with the highest probability (first row of each topic in Table 3). Therefore, we applied the hedonometer tool to assign a happiness score to each word with the highest probability of each topic.

In the Multimedia Appendix 1, we present the complete list of all words defining each topic. For each word, we present the happiness score and its corresponding topic (and therefore the associated gender to the topic). We selected a subset of these words (Tables 4 and 5). We show the 25 words with the highest happiness scores and those with the lowest happiness scores along with the corresponding gender.

Table 4 shows that 19 of the 25 words with the highest happiness scores correspond to women’s topics and only 6 correspond to men’s topics. Table 5 shows the 25 words with the lowest happiness scores, and only 7 corresponded to women, while 18 corresponded to men.
Table 3. Top three identified topics and percentages for women (topics 1, 3, 6) and men (topics 10, 17, 19).

<table>
<thead>
<tr>
<th>Topic (%)</th>
<th>Highest probability</th>
<th>FEX&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (5.23)</td>
<td>year, happy, tomorrow, open, birthday, take, come, busy, christmas, baby, sleep, friday, sunday, monday, list, bed, smile, market, treat, guess</td>
<td>merri, birthday, appl, ang, eve, awk, con, clay, decemb, angel, happi, est, syracus, ako, relax, closet, lang, store, carousel</td>
<td>happi, year, birthday, tomorrow, open, christma, sleep, friday, come, busi, babi, sunday, take, bed, store, monday, holiday, list, date, market</td>
</tr>
<tr>
<td>3 (7.21)</td>
<td>good, great, video, hope, night, morn, lol, tonight, long, done, head, weekend, fun, readi, celebrate, citi, movie, luck, earli, forget</td>
<td>playlist, chicken, grill, peter, egg, chees, movi, delici, potato, cooki, bbq, soup, recip, video, kitti, cup, chili, luck, pan, belli</td>
<td>good, video, hope, night, morn, great, lol, weekend, playlist, movi, tonight, don, luck, fun, long, sweet, forget, gonna, saturday, dinner</td>
</tr>
<tr>
<td>6 (5.73)</td>
<td>time, life, thing, world, god, famili, twitter, hear, power, hate, pass, speak, human, step, posit, bless, super, continu, messag, creat</td>
<td>god, lord, pray, faith, amen, bless, prayer, psalm, soul, negat, hol, heal, thank, charl, nhousingbuild, merci, evil, accomplish, yea, compass</td>
<td>time, god, thing, life, famili, twitter, world, lord, bless, hear, power, step, super, hate, pray, prayer, congrat, pop, faith, posit</td>
</tr>
<tr>
<td>10 (3.82)</td>
<td>end, heart, walk, news, stop, run, hand, pay, mile, rate, worth, success, dead, offer, singl, reach, staff, fail, snow, hero</td>
<td>mile, rate, bpm, attitud, anthem, bioness, hawk, failur, shoulder, flaw, casual, complic, tattoo, zombi, hero, pinteres, hand, virus, vancouv</td>
<td>heart, walk, end, news, mile, stop, run, rate, bpm, hand, pay, dead, success, attitud, hero, snow, worth, bbe, offer, reach</td>
</tr>
<tr>
<td>17 (5.25)</td>
<td>back, play, game, team, job, place, boy, man, point, won, lost, black, park, perfect, act, lose, john, football, film, player</td>
<td>yard, hole, playoff, player, joe, nfl, eagl, cowboy, bronx, kiss, dalla, theater, doodl, lewi, cunt, throw, golden, barn, korea, brave</td>
<td>game, team, play, back, boy, job, football, player, park, perfect, black, act, place, north, beat, test, film, lose, tour, kick</td>
</tr>
<tr>
<td>19 (6.25)</td>
<td>stroke, support, find, survivor, learn, lot, brain, care, health, patient, help, aware, money, raise, children, research, import, risk, experience, hospital</td>
<td>aware, raise, foundat, risk, research, patient, region, medic, lot, recoveri, donat, increas, factor, studi, resource, rehab, treatment, cancer, rehabilit, learn</td>
<td>stroke, survivor, learn, lot, find, support, brain, patient, awar, care, rais, health, research, risk, foundat, injuri, studi, region, recoveri, disease</td>
</tr>
</tbody>
</table>

<sup>a</sup>FEX: frequency-exclusivity.
Table 4. Top 25 words with highest happiness scores, topics, and gender of participants.

<table>
<thead>
<tr>
<th>Word</th>
<th>Participant</th>
<th>Score</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Love</td>
<td>Women</td>
<td>8.42</td>
<td>T16</td>
</tr>
<tr>
<td>Happy</td>
<td>Women</td>
<td>8.3</td>
<td>T1</td>
</tr>
<tr>
<td>Win</td>
<td>Women</td>
<td>8.12</td>
<td>T15</td>
</tr>
<tr>
<td>Smile</td>
<td>Women</td>
<td>8.1</td>
<td>T1</td>
</tr>
<tr>
<td>Won</td>
<td>Men</td>
<td>8.1</td>
<td>T17</td>
</tr>
<tr>
<td>Music</td>
<td>Women</td>
<td>8.02</td>
<td>T2</td>
</tr>
<tr>
<td>Weekend</td>
<td>Women</td>
<td>8.0</td>
<td>T3</td>
</tr>
<tr>
<td>Celebrate</td>
<td>Women</td>
<td>7.98</td>
<td>T3</td>
</tr>
<tr>
<td>Christmas</td>
<td>Women</td>
<td>7.96</td>
<td>T1</td>
</tr>
<tr>
<td>Fun</td>
<td>Women</td>
<td>7.96</td>
<td>T3</td>
</tr>
<tr>
<td>Free</td>
<td>Men</td>
<td>7.96</td>
<td>T11</td>
</tr>
<tr>
<td>Great</td>
<td>Women</td>
<td>7.88</td>
<td>T3</td>
</tr>
<tr>
<td>Success</td>
<td>Men</td>
<td>7.86</td>
<td>T10</td>
</tr>
<tr>
<td>Award</td>
<td>Women</td>
<td>7.86</td>
<td>T15</td>
</tr>
<tr>
<td>Positive</td>
<td>Women</td>
<td>7.8</td>
<td>T6</td>
</tr>
<tr>
<td>Hero</td>
<td>Men</td>
<td>7.8</td>
<td>T10</td>
</tr>
<tr>
<td>Sun</td>
<td>Men</td>
<td>7.8</td>
<td>T11</td>
</tr>
<tr>
<td>Birthday</td>
<td>Women</td>
<td>7.78</td>
<td>T1</td>
</tr>
<tr>
<td>Winner</td>
<td>Women</td>
<td>7.78</td>
<td>T15</td>
</tr>
<tr>
<td>Beauty</td>
<td>Men</td>
<td>7.76</td>
<td>T5</td>
</tr>
<tr>
<td>Family</td>
<td>Women</td>
<td>7.72</td>
<td>T6</td>
</tr>
<tr>
<td>Gift</td>
<td>Women</td>
<td>7.72</td>
<td>T15</td>
</tr>
<tr>
<td>Brilliant</td>
<td>Women</td>
<td>7.68</td>
<td>T2</td>
</tr>
<tr>
<td>Super</td>
<td>Women</td>
<td>7.68</td>
<td>T6</td>
</tr>
<tr>
<td>Amazing</td>
<td>Women</td>
<td>7.66</td>
<td>T16</td>
</tr>
</tbody>
</table>
Table 5. Top 25 words with the lowest happiness scores, topics, and gender of participants.

<table>
<thead>
<tr>
<th>Word</th>
<th>Participant</th>
<th>Score</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Death</td>
<td>Men</td>
<td>1.54</td>
<td>T18</td>
</tr>
<tr>
<td>Kill</td>
<td>Women</td>
<td>1.56</td>
<td>T12</td>
</tr>
<tr>
<td>Die</td>
<td>Men</td>
<td>1.74</td>
<td>T18</td>
</tr>
<tr>
<td>Fail</td>
<td>Men</td>
<td>1.96</td>
<td>T10</td>
</tr>
<tr>
<td>Dead</td>
<td>Men</td>
<td>2.0</td>
<td>T10</td>
</tr>
<tr>
<td>Pain</td>
<td>Men</td>
<td>2.1</td>
<td>T4</td>
</tr>
<tr>
<td>Hell</td>
<td>Men</td>
<td>2.22</td>
<td>T9</td>
</tr>
<tr>
<td>Poor</td>
<td>Men</td>
<td>2.32</td>
<td>T9</td>
</tr>
<tr>
<td>Hate</td>
<td>Women</td>
<td>2.34</td>
<td>T6</td>
</tr>
<tr>
<td>Sad</td>
<td>Women</td>
<td>2.38</td>
<td>T12</td>
</tr>
<tr>
<td>Attack</td>
<td>Men</td>
<td>2.42</td>
<td>T8</td>
</tr>
<tr>
<td>Shot</td>
<td>Women</td>
<td>2.5</td>
<td>T2</td>
</tr>
<tr>
<td>Shit</td>
<td>Men</td>
<td>2.5</td>
<td>T18</td>
</tr>
<tr>
<td>Aphasia</td>
<td>Men</td>
<td>2.58</td>
<td>T11</td>
</tr>
<tr>
<td>Stroke</td>
<td>Men</td>
<td>2.58</td>
<td>T19</td>
</tr>
<tr>
<td>Lie</td>
<td>Men</td>
<td>2.6</td>
<td>T13</td>
</tr>
<tr>
<td>Bad</td>
<td>Women</td>
<td>2.64</td>
<td>T16</td>
</tr>
<tr>
<td>Fight</td>
<td>Women</td>
<td>2.7</td>
<td>T16</td>
</tr>
<tr>
<td>Lost</td>
<td>Men</td>
<td>2.76</td>
<td>T17</td>
</tr>
<tr>
<td>Lose</td>
<td>Men</td>
<td>2.76</td>
<td>T17</td>
</tr>
<tr>
<td>Disabled</td>
<td>Men</td>
<td>2.82</td>
<td>T18</td>
</tr>
<tr>
<td>Problem</td>
<td>Men</td>
<td>2.98</td>
<td>T4</td>
</tr>
<tr>
<td>Wrong</td>
<td>Men</td>
<td>3.14</td>
<td>T18</td>
</tr>
<tr>
<td>Forget</td>
<td>Women</td>
<td>3.22</td>
<td>T3</td>
</tr>
<tr>
<td>Cut</td>
<td>Men</td>
<td>3.42</td>
<td>T9</td>
</tr>
</tbody>
</table>

We then calculated the boxplots of the happiness scores for each topic (Figure 7), ordered from “More Likely Men” to “More Likely Women”; the means and regression line are shown in red circles and a red line, respectively ($P<.001$).

Figure 7 shows higher happiness scores from Topic 4 to the right (ie, women’s topics) with the exception of Topic 16, which contains several words with low happiness scores (eg, “bad” or “lone”; Multimedia Appendix 1). The regression line shows a positive slope in the direction of women’s topics ($P<.001$).

We then compared happiness scores by pairs from the leftmost and rightmost topics in Figure 6 to the center (Topic 19-Topic 1, Topic 17-Topic 6, Topic 10-Topic 3, etc). We found significant differences in favor of women in 4 of the 10 pairs of topics (and none in favor of men) when comparing the happiness scores by pairs of topics (Figure 8; men blue, women red). The complete list of comparisons is presented in Multimedia Appendix 1.

STM also permits correlations between topics. Positive correlations indicate that both topics are likely to be discussed in a tweet. In Figure 9, we plot both positive and negative correlations for all identified topics.

Topic 1 shows the highest positive correlation with Topic 3. This can be further confirmed in Table 3, as both topics address actual positive everyday life situations like celebrations (birthday, Christmas, holiday, merry), and Topic 1 was strongly negatively correlated with Topic 19, which refers to research, studies, risks, factors, hospital, disease, stroke, and care.

Topic 3, therefore, is also strongly negatively correlated with Topic 19 and Topic 10.

Topic 10 refers to running, beats per minute, heart rate, attitude, stop, walk, and reach, while Topic 3 refers to fun, celebrate, movie, Saturday, dinner, barbeque, chicken, grill, egg, cheese, delicious, potato, and cooking. Topic 6 addresses religion—god, lord, pray, faith, amen, bless, prayer, psalm, soul—while Topic 17 addresses sports—playoff, nfl, game, yard, football, player—showing clear differences in topics of interest addressed by men and women.
Figure 7. Topics and gender covariate obtained with spectral structural topic modeling.
Figure 8. Topics and gender covariate obtained with spectral structural topic modeling.

Figure 9. Topics and gender covariate obtained with spectral structural topic modeling.
Discussion

Principal Findings

In this work, we proposed the application of Twitter lists to a chronic health condition in a GNU framework (R-3.5.1). We applied a set of publicly available R libraries for collecting and organizing Twitter data via Twitter’s REST and stream API (rtweet), sentiment analysis (syuzhet), text mining (tm, quanteda), and structural topic model (stm). We also applied the hedonometer tool to assign happiness scores to topics by gender.

According to our findings, men use significantly more words while expressing negative emotions in their tweets than women, while women use significantly more words when expressing positive emotions.

The results also show that the top three most frequent emotions evoked by both men and women are trust, anticipation, and joy. Besides, the statistical analysis of the basic emotions detects significant preferences for each gender: While words from the emotional fields of trust, anticipation, and joy appear significantly more often in women’s tweets, men’s tweets significantly exhibit a preference for evoking disgust, anger, fear, and sadness.

We also applied another tool that was specifically designed for considering Twitter inputs—the hedonometer. Happiness ratings obtained by the hedonometer, summarized on a daily basis for each user, are also higher for women than for men almost all along the considered time period.

Finally, we applied structural topic modelling (to the best of our knowledge, for the first time to a chronic health condition) to identify main topics addressed by gender and determined positive and negative correlations between topics by gender.

Topics in this context are defined as sets of words; therefore, we assigned happiness scores to the words with highest probabilities in the identified topics and found that the topics women talk about show higher happiness scores than the topics addressed by men.

A common stereotype in both Western and Eastern cultures suggests that women are more emotional than men, particularly when responding to negative emotions [38]. As remarked in the Introduction section, after stroke, women experience more activity limitations, worse health-related quality of life, and more poststroke depression than men [7] and are twice as likely to suffer from severe depression following a stroke than men. We identify several explanations for our findings, listed below.

First, according to Ayis et al [8], women draw larger components of their sense of self and self-worth from interpersonal relationships and networks, and they are more sensitive to adversities of these. Therefore, female stroke survivors may experience (to a larger extent in comparison to men) the interpersonal and intrapersonal benefits of sharing positive events and emotions on social network sites (SNSs).

The intrapersonal benefits of sharing positive events and emotions on SNSs consist of re-experiencing and prolonging these positive events; the interpersonal benefits comprise positive social interaction and positive feedback from other SNS users (according to the results of an ethnographic diary study on Facebook use from Sas et al [39]).

Second, prior research indicates that the positivity of self-presentation on SNSs has an influence on both the quantity and quality of reactions from other SNS contacts. For example, Utz [40] found that SNS users were least likely to receive reactions from their online friends when they expressed sadness in their postings. Similarly, Forest and Wood [41] demonstrated that more positive status updates on Facebook received more positive and favorable feedback from friends than negative status updates.

A third explanation to our findings can be related to the existence of “the positivity bias in SNS communication,” which states that “while the SNS environment generally enables authentic self-presentation, it favors positive forms of authenticity over the presentation of negative aspects of the true self” [42].

Therefore, according to Reinecke et al, due to the positivity bias in SNS communication, individuals with higher levels of psychological well-being have a higher chance of experiencing authenticity through the use of SNSs than SNS users with low psychological well-being.

The fourth explanation is related to a recent Facebook analysis involving 15,000 users [43]. The authors concluded that “language used more by self-identified females was interpersonally warmer, more compassionate, polite, and—contrary to previous findings—slightly more assertive in their language use, whereas language used more by self-identified males was colder, more hostile, and impersonal.” In fact, the following text from their publication, can also be applied to our own findings:

*The most strongly female-linked topics included words describing positive emotions (e.g., “excited”, “happy”, “<3”, “love”), social relationships (e.g., “friends”, “family”, “sister”), and intensive adverbs (e.g., “sooo”, “sooooo”, “ridiculously”). Strongly male-linked topics included words related to politics (e.g., “government”, “tax”, “political”), sports and competition (e.g., “football”, “season”, “win”, “battle”), and specific interests or activities, such as shooting guns, playing musical instruments, or playing video games.*

Therefore, according to this fourth explanation, our findings in another SNS such as Twitter are similar to those involving users not necessarily identified as stroke survivors on Facebook.

Limitations

The collected sample was not intended to be representative or a comprehensive set of all tweets posted by stroke survivors during the period under study. Although the collected data also included tweets directed at other users (ie, conversational tweets), the results cannot be considered to reflect all topics of conversation appearing in Twitter for stroke survivors.

Data collection relied on Twitter’s streaming API, which prevents collection of tweets from private Twitter accounts. As
a result, findings may not represent individuals with private accounts.

Furthermore, recent analysis [44] shows that 62% of all Twitter users are less than 49 years old; our participants are skewed toward such an age range, and most of them来自 the United States.

Nevertheless, as discussed in the Introduction section, multiple recent studies have reported a sustained increasing incidence of stroke at younger ages and the included participants were randomly selected after checking their membership to several Twitter stroke–related lists and manually double checked in relation to gender and stroke survivor condition.

We analyzed women (n=244) who posted a total of 3,788,069 tweets. From them, we included 396,898 tweets in our analysis (the most recent ones, up to December 2018); therefore, we analyzed 10.5% of all posted tweets by women participating in this study.

We analyzed men (n=235) who posted a total of 1,469,364 tweets. From them, we included 403,526 tweets in our analysis (the most recent ones, up to December 2018). Therefore, we analyzed 27.4% of all posted tweets by men participating in this study.

The total number of tweets posted by women from whom we extracted our sample is clearly larger than tweets posted by men. This seems to be coincidental with general Twitter use statistics: Women are usually more active, and each month, 40 million more women than men visit Twitter [45].

Other relevant factors to be mentioned as limitations to our study are related to geographic location, spatial trajectory, or the time of the day a tweet has been posted. As remarked by Padilla et al [46] and Gore et al [47], such factors may affect tweets’ sentiments. We observed that 85% of our participants profiles are from the United Kingdom and United States, but spatiotemporal aspects are not controlled in our study.

Finally, the individual psychological differences that stroke survivors may experience must also be mentioned. Certain individuals might have personality traits that make them more predisposed to positive or negative sentiments. The degree to which sentiment reflects variance in psychological traits versus the situational context in which those traits were expressed is unclear. Possible users affected by severe depression may not be active on Twitter; this could be a source for another significant bias in the data sample.

**Comparison with Prior Work**

One of the scarce previous research about tweet topics or sentiment analysis on chronic health conditions was recently conducted by Brunner and colleagues [48]. Tweets tagged with traumatic brain injury (TBI)-related hashtags were harvested over a one-month period in 2016 and analyzed qualitatively and quantitatively. A total of 29,199 tweets included tweets sent by 893 users, 219 of whom had a brain injury. Twitter was used to discuss health issues, raise awareness of TBI, talk about life after TBI, talk about sport and concussion, and communicate inspirational messages.

In relation to depression, Lachmar and colleagues [49] captured 3225 original tweets for the hashtag #MyDepressionLooksLike that circulated in May 2016. Cleaning resulted in a total of 1978 tweets. Using qualitative content analysis revealed seven themes: dysfunctional thoughts, lifestyle challenges, social struggles, hiding behind a mask, apathy and sadness, suicidal thoughts and behaviors, and seeking relief. Contrary to Lachmar and colleagues’ [49] analysis or the #Stroke analysis (the one presented in the Introduction section), our analysis is not linked to a specific hashtag.

It is important to remark the need for further research from a gender perspective, as promoted by initiatives such as the Women’s Brain Project [50].

**Conclusions**

This study explored emotional expressivity for eight specific types of emotion and identified 20 main topics of interest through Twitter posts in stroke survivors from a gender perspective. Numerous studies have shown that, compared with men, women usually experience more frequent and stronger negative emotions. Nevertheless, our results show that men present more frequent and stronger negative emotions in their tweets, when considering both globally positive-negative or individual tweets and analyzing them using two different well-established approaches: the Plutchik model and the hedonometer tool.
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Abstract

Background: Over 6 million Americans have heart failure, and 1 in 8 deaths included heart failure as a contributing cause in 2016. Lifestyle changes and adherence to diet and exercise regimens are important in limiting disease progression. Health coaching and public commitment are two interactive communication strategies that may improve self-management of heart failure.

Objective: This study aimed to conduct patient focus groups to gain insight into how best to implement health coaching and public commitment strategies within the heart failure population.

Methods: Focus groups were conducted in two locations. We studied 2 patients in Oakland, California, and 5 patients in Los Angeles, California. Patients were referred by local cardiologists and had to have a diagnosis of chronic heart failure. We used a semistructured interview tool to explore several patient-centered themes including medication adherence, exercise habits, dietary habits, goals, accountability, and rewards. We coded focus group data using the a priori coding criteria for these domains.

Results: Medication adherence barriers included regimen complexity, forgetfulness, and difficulty coping with side effects. Participants reported that they receive little instruction from care providers on appropriate exercise and dietary habits. They also reported personal and social obstacles to achieving these objectives. Participants were in favor of structured goal setting, use of online social networks, and financial rewards as a means of promoting health lifestyles. Peers were viewed as better motivating agents than family members.

Conclusions: An active communication framework involving dissemination of diet- and exercise-related health information, structured goal setting, peer accountability, and financial rewards appears promising in the management of heart failure.

(J Med Internet Res 2019;21(8):e12483) doi:10.2196/12483
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Introduction

Background
Cardiovascular disease is the leading cause of death in the United States and a source of rapidly increasing annual health expenditures [1]. Over 6 million Americans have heart failure, and 1 in 8 deaths included heart failure as a contributing cause in 2016 [2,3]. In addition, heart failure costs the nation an estimated US $32 billion each year and is projected to increase substantially over the next 20 years [1]. The Affordable Care Act targeted the economic burden of cardiovascular mortality by imposing financial penalties for cardiovascular-related hospital readmissions and offering financial incentives for numerous cardiovascular quality measures [4]. Given the significant burden of this disease and unmet need for improvement, a stronger focus on encouraging healthy behaviors among persons with and at risk for heart failure may be one of the best ways to improve patient outcomes.

Symptom burden and mortality risk are associated with behavioral factors among persons with or at risk for heart failure. Past studies have shown that moderate to high levels of physical activity are associated with a reduced risk of heart failure [5-7], whereas poor exercise capacity is associated with increased mortality risk in this population [8]. In addition, the American College of Cardiology and American Heart Association recommend low-sodium diets as a primary prevention for cardiovascular disease [9]. Some estimates suggest that as many as 1 in 20 heart failure admissions are precipitated by failure to follow dietary guidelines [10]. As physical activity and dietary habits are modifiable health-related behaviors that are directly associated with the risk of heart failure, the Patient Commitment to Health (PACT-Health) in the heart failure population study has high potential to improve health outcomes among persons with or at risk for heart failure by encouraging healthy behaviors through health coaching and public commitments.

Although evidence around managing heart failure has been established, guidelines are complex and often require behavioral change outside of the clinician visit. An important gap in evidence remains as to whether better communication of patients’ preferences and goals can improve adherence to plans developed with clinicians. Healthy lifestyle changes may improve clinical outcomes but require patients to engage in multiple health behaviors. Patient education as part of disease management programs delivered by multidisciplinary health care teams has been the primary communication and dissemination medium used to address disease self-management in this population. However, recent systematic reviews do not provide clear evidence for the effectiveness of this approach [11,12]. In general, the data indicate that self-care interventions can improve symptoms or prognosis [5] but often fail because of lack of persistence in their application [13].

With the premise that care planning requires thoughtful identification and communication of patient goals and mechanisms to motivate adherence to goals, we study the receptivity of patients to two research areas in behavior change: health coaching and public commitments. Health coaching is focused on evidenced-based approaches to setting goals and overcoming barriers that might prevent the achievement of goals, as well as in motivating lifestyle changes [14-16]. Health coaching is based on motivational interviewing, a procedure developed in clinical psychology to help people work through ambivalence about making changes in their life [17]. The simple idea is that patients do not enter into a dialogue ready to tackle changing their behavior. Giving direct advice often leads to defensiveness, resistance, and may exacerbate the behavior of concern. Health coaching asks the patients to articulate their own reasons for concern about their behavior and asks them for their own arguments for making a change. Strategy is matched to the patient’s readiness to change in brief educational modules. Information generation through health coaching is a patient-centered activity that requires the patient to generate all reasons for changes and concern over their behavior patterns and actions. By clearly developing these intentions, patients are able to more effectively represent their own interests and concerns when given the opportunity to discuss plans with clinicians.

Commitments follow readiness to change in health coaching. Since 2010, our group and others have been conducting studies showing that uptake of health-related behaviors is improved with the use of principles of psychology and economics to nudge persons toward making healthy choices [18-20]. We focus here on public commitment nudges—statements of dedication to a course of action that are visible to others [21-23]. People are more likely to follow through with their expressed intentions when that intention was framed as a commitment [24-26]. Public commitments have been shown to increase recycling [27-29], heighten participation in hotel towel reuse programs [30], boost monetary contributions to organizations serving the disabled [31], enhance the likelihood of voting in an upcoming election [32], reduce the prescription of inappropriate antibiotics [19], and lead dieters to lose more weight [33]. Public commitment is more effective than education as a tool to prompt greater personal motivation to perform a behavior [24,32,34]. Notably, public commitments are not forced by health providers nor formally negotiated agreements with another party but rather voluntary statements that strengthen dedication to an action and which later are identified with one’s values [35]. Commitment interventions are highly pragmatic. They minimize disruption of usual routines because they can be elicited in many different ways and take less than a minute to complete. Following through with a commitment makes a person’s actions consistent with their stated goals. Commitments then establish contingencies that enhance motivation to engage in self-management.

Objective
This study aimed to conduct focus groups to gain insight into how best to implement health coaching and public commitment strategies within the heart failure population.

Methods
Before commencement of focus group activities, we submitted a request to the Western Institutional Review Board for an exemption determination; the request was approved.
Recruitment

Patients with chronic heart failure were recruited from a convenience sample through two cardiologists and two leaders of patient advocacy groups in Oakland, California, and Los Angeles, California. Participants were sourced during patient visits, through email and telephonic outreach, and via various social media posts. The primary obstacle to securing patient participation was physical difficulty (ie, health) or logistical difficulty (ie, can no longer drive or do not own a car) in leaving the home for an extended period of time. Participants were told that the discussion would last approximately 2 hours and would be recorded for transcription and follow-up analysis. Patients were given a US $100 cash incentive for participation in addition to a US $75 cash reimbursement for any travel expenses incurred.

Interview Format

We used a semistructured interview tool (Multimedia Appendix 1) to explore several patient-centered themes: medication adherence, exercise habits, dietary habits, goals, accountability, and rewards. Following the interview portion, mockups of the Web-based user experience were presented to participants for their feedback. The mockups included both sample commitments (Multimedia Appendix 2) and sample rewards (Multimedia Appendix 3).

Coding

A total of 2 reviewers coded the focus group data using codes developed a priori and evaluated responses from 2 reviews of each transcript. The Oakland transcript was 38 pages in length; the Los Angeles transcript was 44 pages in length. There were a total of 32 codes used (see Multimedia Appendix 4 for codebook). Published guidelines were followed to plan and report the study (Multimedia Appendix 5) [36].

The interviewers used several strategies to mitigate potential investigator bias. First, to address reflexivity, the interviewers discussed with other researchers on the team their assumptions, potential biases, and concerns before conducting the focus groups [37]. Second, the interviewers debriefed findings utilizing the transcripts with 2 peer researchers who did not attend the focus groups. Finally, quotes and findings were reviewed with 1 focus group participant to assess the accuracy of researchers’ interpretations of the findings.

Results

Sample Characteristics

We conducted two in-person focus groups. Table 1 displays the sample characteristics for participants from both groups.

The first focus group was held in Oakland, California, on March 16, 2015. There were 2 participants, both men with heart failure, ages 51 and 64 years. One of the men was Hispanic and both have lived for more than 5 years with heart failure. The intimate setting enabled us to essentially conduct two one-on-one interviews simultaneously, with both participants answering each question posed by the moderator. The second focus group was held in Los Angeles, California, on March 17, 2015. There were 5 participants of mixed sex, age, and race. The larger, open dynamic fostered more dialogue among participants, yielding more of a conversational tone than interview.

Qualitative Findings

Participants readily shared their perspectives on living with heart failure. We began with a discussion of family history of heart disease and the moment of discovery of heart failure for each patient. A total of 1 participant was born with a heart condition and had corrective surgery at the age of 4 years and largely lived a normal childhood before experiencing heart failure episodes again at the ages of 26 and 34 years. Several reported having a pacemaker or a defibrillator. Several also shared a provocative event that began their lives living with heart failure. A total of 2 participants stated in no uncertain terms that their spouses left them as a result of the difficulties and stress of becoming a caregiver. Both participants have since found new significant others:

Nine years ago on my way to work before I even got to my car, I suffered a – sweating real bad, and couldn’t understand that. And by the time I got to my car, I passed out. When I woke up, I was in Kaiser Hospital. And that’s when Kaiser Hospital found out that I had CHF. I was angry. I was really angry.

I couldn’t get up the jet way [to the plane], and ended up in the local hospital. And, you know, one thing led to another, and the next thing you know, they slice me open when I got back to Austin, which has, by the way, fantastic doctors, and they put a device in me.

I was driving one day and I just got all sweaty and my heart was beating really fast and I went into a V-tach and went to the doctors and they hit me with the paddles and all that. Was there for three days and

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Sex</th>
<th>Years with heart failure</th>
<th>Race, ethnicity</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>Male</td>
<td>9</td>
<td>White, Hispanic</td>
<td>Oakland, California</td>
</tr>
<tr>
<td>64</td>
<td>Male</td>
<td>&gt;5</td>
<td>White, non-Hispanic</td>
<td>Oakland, California</td>
</tr>
<tr>
<td>59</td>
<td>Female</td>
<td>&lt;1</td>
<td>Other</td>
<td>Los Angeles, California</td>
</tr>
<tr>
<td>78</td>
<td>Female</td>
<td>4</td>
<td>White, Hispanic</td>
<td>Los Angeles, California</td>
</tr>
<tr>
<td>66</td>
<td>Female</td>
<td>17.5</td>
<td>White, non-Hispanic</td>
<td>Los Angeles, California</td>
</tr>
<tr>
<td>36</td>
<td>Male</td>
<td>1</td>
<td>White, non-Hispanic</td>
<td>Los Angeles, California</td>
</tr>
<tr>
<td>45</td>
<td>Female</td>
<td>9</td>
<td>White, non-Hispanic</td>
<td>Los Angeles, California</td>
</tr>
</tbody>
</table>
Medication Adherence

The conversation continued with a discussion of medication compliance. Most felt that compliance was not a serious concern—participants understand the severity of their condition and the necessity for adherence. However, participants cited complexity of the regimen, forgetfulness, or difficulty adjusting to side effects as a reason for noncompliance at times:

Well, I’ve kind of gotten a schedule and I don’t necessarily have approval from my doctors because it is complicated and some of them say to take it at night, some say to take it with food, some say to take it without food.

It’s almost like the devil...which one do you want? You take it, you get so sick, and you don’t take it, you get sick because it’s in your system.

Current Exercise Habits

There was a spectrum of physical capacity to exercise, although most felt significant limitations in their abilities as a result of their condition. Exercise appeared largely limited to walking, biking, yoga, and short, light jogging. Los Angeles participants received very limited advice from their physicians on exercise regimens to follow. A total of 1 participant watched video tutorials for different exercise routines provided by her physician. The Oakland participants, on the contrary, both stated that they received clear advice from their physicians on exercise routines.

However, many felt uneasy about exercise because of fears and safety concerns that were neither endorsed nor discredited by their physicians. Many experienced tightness in their chest, rising heart rates, shortness of breath, and other forms of discomfort. A firm grasp of boundaries did not appear well understood. Outdoor temperatures (high heat) was cited as a big concern and an obstacle to exercise. In fact, one participant relocated from Texas to Northern California primarily for this reason.

Several participants mentioned that they make a habit of telling a loved one of their intentions to exercise before beginning, to make sure someone is aware in case there is a medical emergency that requires immediate attention as a result of exercising. Others indicated that even basic activities such as understanding or supportive as they would like them to be and the necessity for adherence. However, participants cited complexity of the regimen, forgetfulness, or difficulty adjusting to side effects as a reason for noncompliance at times:

Well, I’ve kind of gotten a schedule and I don’t necessarily have approval from my doctors because it is complicated and some of them say to take it at night, some say to take it with food, some say to take it without food.

It’s almost like the devil...which one do you want? You take it, you get so sick, and you don’t take it, you get sick because it’s in your system.

Current Dietary Habits

Similar to exercise habits, many participants received little guidance on diet from their physicians. One mentioned the Mediterranean diet as a specific recommendation from her doctor, but other participants received little specifics other than managing liquid intake and reducing sodium. Many participants claimed to still feel well informed on what to eat and what not to eat. Almost universally, participants cited reduction and strict limits on sodium intake to be a keystone practice in managing their health.

Difficulty sticking to a diet regimen was noted by several as a concern. Reasons cited included convenience of fast food, limited healthy options when dining out with friends and family, flavorful temptations of less healthy foods, and proximity to children’s or grandchildren’s unhealthy food. One participant mentioned boredom with the monotony of healthier foods. Many reiterated the importance of greater attention to healthy eating and a need to eat more fruits and vegetables specifically.

Another distraction to sticking with a diet plan is family. Participants cited family meals and gatherings as opportunities to eat unhealthy food; many found that family members are not as understanding or supportive as they would like them to be about their dietary needs:

I’ve been following the Mediterranean diet, a lot of grains, fruits, vegetables, and fish, and in general, just everything in moderation, so not a lot of one thing... But my diet’s not perfect. I drink too much coffee, and I eat chocolate sometimes, and I have young kids, too, and they want macaroni, and I sometimes eat their macaroni.

For me, I find that I’m not hungry, so I have to force myself to eat. I do eat vegetables. I’m not a meat eater.
I drink a lot of water. Your 64 ounces, that’s by 7:00 in the morning for me. I drink a lot of water.
well, bread is just so easy because you can put almond butter on it or when I cook fish, I cook extra so I can make a fish salad 'cause you can’t do tuna, canned tuna is too high in salt. But bread just makes portable meals and quick, easy, don’t have to fuss meals.

I eat a lot more salad now than I ever have. I also watch what I eat. Even when we go to the store and look at the box to decide – I was always wondering why my father was doing it, now I see why because you have to know how much salt you can take in. We’re the type of patients that we can’t have no salt. The doctor tells you, “No salt.”

Basically I eat a lot of fish, a lot of chicken and turkey. I very seldom have a piece of meat.

You wouldn’t believe how many times my nurse practitioner has been frustrated with me because the way I ate or the way I took my medications. Now, we understand each other.

I get contradictory recommendations because I also have type II diabetes. There are times when the heart doctor tells me this, and the diabetes doctor tells me that, and they don’t coincide.

Goals

Several participants noted the importance of goal setting in achieving new exercise, weight, or dietary milestones, but few have taken concrete actions to set goals. Most rely on resolve and willpower. One participant remarked that she is a “big list maker,” whereas two others noted the use of mobile apps to monitor and track fitness activity, eating habits, and glucose level.

A third participant mentioned that she has purchased a Fitbit, which she intends to use, but has not yet taken the time to set it up and begin using it. The remaining participants seemed largely unfamiliar with connected, wearable devices, but all expressed enthusiasm at the notion of what they can provide once it was explained to them. One participant expressed reluctance to use devices because it would serve as a reminder that he has a handicap and perhaps set off a depressive episode.

One participant noted his desire to get from “70 percent” to “80 or 90 percent,” while recognizing that 100 percent would be unlikely. He did not elaborate upon what it means to be 70 percent versus 90 percent. Another participant stated his intentions of doing more biking by increasing his mileage, not his pace, and has set concrete goals (in his mind) on how many miles he would like to do on a regular basis.

Several participants discussed goals more broadly. They shared their desire to spend active days with family and specifically grandchildren. Many also repeatedly stated their desire to be able to travel more regularly, or at all, and without the same degree of daily burden that their current condition imposes. One participant would like to get his band back together to play more regularly once he is able to confidently travel for longer periods of time:

I’m at 233 [pounds], and I want to go as far as making it to 180-200 [pounds]. That’s my goal right now.

I nudge – if I go four blocks, I try to get at least five in before I come in. So I move myself a little bit more and more to my goal.

I talk to myself a lot. I don’t seem to be very successful. Maybe I need to be talking to somebody else.

I write a lot of things down, but today I forgot my notebook, so I’m kind of bummed. That’s what I do. I usually just write everything down.

Motivation and Accountability

When discussing motivation and accountability, there was a vibrant conversation that covered many domains. A few common themes bore out. Participants appeared motivated to manage their health to be around for family, specifically children and grandchildren. Participants also noted on several occasions that at the end of the day, “it was on them” and that they should do it for themselves:

So here’s my family, I need to be there for them. I need to keep myself strong enough for them.

My grandkids...mean the world to me. I mean they know I can’t run around chasing them or anything like that, but I see them, and I see me. I only have one daughter, and she wonders if I took my medicines, or have I done this or done that. So she, in so many words, concerned also. So is my family...my mom, my dad, you know, my immediate family. It keeps me motivated.

My granddaughter turns ten next month and I really would like to see her at least graduate from high school but I’d like to see her graduate from college. She’s a pretty awesome little girl. But I don’t think I’m setting a lot of goals other than I want a quality of life.

The most commonly cited obstacle to feeling motivated to manage their health were bouts of depression. There was not a common theme with respect to triggers. Many participants had difficulty identifying triggers or consistency in their types of triggers. A total of 1 participant noted that at times if he noticed someone treating him too well, likely as a result of his condition, it would trigger a depressive episode. On the opposite end of the spectrum, the same participant noted that if someone is not treating him very well at all, it could trigger the same effect. Others said being reminded of their limitations in various forms can act as a trigger.

A total of 2 participants noted the ability that technology can play in motivation:

I just dig the numbers, the numbers that show up on the things that I’m logging, you know. That’s tangible enough for me to keep me going.
When the conversation progressed from motivation to accountability, there was a distinct shift in attitudes toward friends and family. Although many noted the importance they play in their desire to be healthy, many found family members to be a hindrance. Often family members are a source of temptation:

Because there are times when my family would love to force me to barbecue, or any number of other things that can do me harm just because it’s a familiar pattern.

Although some noted that family members can be a basis for temptation, an underlying sentiment among many participants was simply that family members cannot be relied upon to hold them accountable in managing their daily habits. This did not appear to be a significant source of consternation. Rather, family members simply do not understand what sufferers are going through because it is a personal journey. Those who do not live with their conditions on a daily basis by definition cannot have an appreciation for it:

You know, like my brothers, they couldn’t understand.

Similar attitudes toward friends were pervasive but not to the same degree as family. Many participants shared the fact that they discuss and find comfort from confiding in contemporaries and would like to do so more. Spending time with friends and family can sometimes be seen as an escape.

At the moment, however, there is a similar issue of a lack of understanding with the condition. In addition, a couple of participants expressed their desire to not burden friends and family with their condition, or make the time they spend together depressing:

Yeah, and as much as my church friends, they try to be supportive, “Oh, you look so good and aren’t you glad that you’re all better now?” Sometimes I would say, “No. This is chronic and progressive.”

Though many participants felt friends did not understand their situation, they also noted that their friends often suffer from other ailments (more so than family members, particularly younger family members); as a result, there is some common ground for discussion and support:

Fortunately, I have many friends I’ve known for many, many years. We talk about anything, not just about the heart. They have their issues and we just support each other in that way.

With respect to tangible support and accountability, several participants discussed at length the importance and influence that their peer support groups provided. Specifically, a few participants were active members in online support groups on Facebook and other forums, and others were active in support groups that were local and had regular, in-person meetings. These participants were particularly vocal in their advocacy of the value of these networks and openly encouraged other participants who were not in such groups to join:

We’re not going to be normal, you know, 100 percent, but we need to hear from people who understand us.

The Facebook group... there is a lot of people that join right after they get sliced open and have a device put in... they’re all over the world. There are a lot of Canadians and English people.

Family loves you... But the group helps you.

Definitely the support group, ‘cause they’re the peers who really get the struggle and they’re living it and they can relate. ‘Cause friends who haven’t had congestive heart failure don’t understand.

One participant successfully formed a personal bond with her cardiac nurse practitioner and found her to be a powerful form of accountability and support. Another participant found that goals set by his doctor for his next visit was a strong form of accountability:

Well, I would have to say Peggy, who’s my cardiac nurse practitioner... she’s my biggest supporter when I have any kind of a health issue, or something I’m afraid of.

Another participant, who lives a somewhat remote life on a farm, eschewed the notion of sharing progress with anyone but herself. This is the same participant who uses My Fitness Pal, which she said keeps her focused and accountable:

No, I don’t have a caregiver and it’s not up to anybody else to hold me accountable. No, this is me and my life and I get to make the decisions.

The youngest participant, a male aged 36 years who was born with a heart condition, seemed content with not sharing his feelings with anyone, in part because of his gender and in part because of his age. He mentioned feeling isolated because of his understanding is that few others his age have this condition. Two other participants sought to debunk the myth:

I guess, I live with my girlfriend, so I guess maybe her. I don’t really talk. I go to the doctor’s, I do my thing. I might come home and then I’ll talk about anything, and I don’t want to talk about my feelings, and I don’t talk to my friends about it, but I’ve also been like that for 36 years about anything in life that is troubling. I’m also a guy. We tend to do that all the time... It’s not a young person’s game, I guess, and so I don’t have a lot in common with people that are older. I guess that’s why I just kind of keep it to myself.

Rewards and Incentives

The conversation concluded with a discussion of what types of tangible rewards and incentives would motivate behavior change. There was a lively discussion in both groups, and there were many common ideas. When discussing rewards of significant value, travel as a reward was the most widely cited idea—from discounted airfare and other transportation, hotels, to activities at the destination.

An important insight is that the appeal of the reward was not merely the reward itself (ie, a fun trip) but the fact that traveling signifies a freedom and a loosening of restrictions that heart failure places on their lives. Rewards that speak to this would be quite powerful:
I would like to be able to go to places that I used to go. 
I’ve been talking to the guys in the band about expanding our range, and buying a bus. 
I would go to Vegas. I haven’t been to Vegas. 
I’d go to Arizona and visit some friends.

When discussing lower cost rewards, an outing with friends or family to a restaurant was a popular theme:

I think I would go to a restaurant with my significant other, and enjoy the beach, and a nice meal – just a getaway, something simple. 
Go out and eat and have a margarita. 
Have a hamburger and a glass of wine. 
I’d definitely have a beer.

Yeah, I think that would be the first thing is to go out to a nice dinner, not necessarily McDonald’s or In-N-Out, but to a nice place.

One male and one female participant suggested clothes shopping. This played into a similar notion that it was not just the reward itself (ie, new clothes) that would be motivating but the significance of what purchasing new clothes might represent (ie, weight loss and a renewed sense of self and freedom):

I enjoy doing that, and I don’t mind the shopping either because I can go out or buy a new outfit in a minute. But the thing is, I’m not ready. I’m not ready. And when I’m ready, that means the weight loss; I can be able to do that.

Two male participants suggested tickets to a sports game, specifically the Oakland Raiders in the Oakland focus group and the L.A. Dodgers in the Los Angeles focus group. Other participants suggested Japanese fountain pens that run approximately US $20.00, T-shirts, books, house plants, or simply anything fun that was not a simple cash reward:

I would spend it on something fun. My mom, she always gave us money for birthdays and Christmas and it was always, “You’re not to pay bills with this. You are to spend it on you.” And that always felt good.

Several participants asserted to their desire to spend the incentive on loved ones, in particular, on grandchildren:

I’d like to get my kid – her birthday is coming up, you know, so I thought I’d get her something nice for a change, maybe a nice purse or something. And then my grandkids, another toy, you know, they’re crazy about toys. So that’s basically it. Just to see smiles on their faces.

At this point in the focus group discussion, the mockups of the user experience were presented to the participants. Afterward, additional suggestions for goals and rewards were sought above and beyond what were shown on screen. Additional rewards suggestions included specific examples of activities for grandchildren, including museum tickets, movie tickets, aquarium passes (Long Beach and Monterey), Disneyland tickets, or an ice cream outing.

Other specific recommendations for rewards included Amazon gift cards, dinner cruises for 2, flowers, credits for cardiac rehab, and a high-end walker. One participant offered a conceptual suggestion of access to exclusive events, products, or services, one that money could not ordinarily purchase. Examples of this may include an invitation to a private dinner party, a local film screening, or literary reading:

I think the only thing that I would think of is it’s always nice to have access to something that you wouldn’t normally have access to, so something that you can get on your own? I don’t know what that would be, but some sort of exclusive behind-the-scenes kind of program or something.

Commitments

After the mockups were shown to the participants, many thought the list of commitments was fairly comprehensive and additional suggestions were tangential to the standard health and wellness goals offered on the platform mockups.

The participants suggested additional goals not shown included commitments to complete household tasks or hobbies such as laundry or putting together photograph albums. A few participants noted the ability to build a network of support through the site and how helpful that may prove to be:

Yeah, I would want it to be a network so that I can connect with others who have my same goal. The more you connect with others who have similar experiences, the more helpful it can be.

What I like about it is I find that I function better with accountability ‘cause if I say something or do something, it’s important for me to complete it ‘cause I feel better about it...if I’m accountable to someone and telling the truth, ‘cause you can’t lie about your weight.

Survey

At the conclusion of the focus group, participants were asked to complete a survey rating their interest in various rewards that would serve as an incentive to behavior change. Rewards fell into one of the following categories: health and fitness, luxury services, sports and leisure, home and family, or other items. Responses were recorded on a scale of 1 to 5, with a 1 denoting I don’t want this at all, a 3 denoting indifference, and a 5 denoting I really want this. All participants completed the survey.

Table 2 displays the medians and interquartile ranges for each reward, which are listed in order of most preferred to least preferred. Items with a median score of 5 include blood pressure or heart rate monitor, theater or symphony or opera tickets, and Fitbit, pedometer, or other activity tracker. Those with a median score of 2 or less included tension ropes and a round of golf at a local course.
### Table 2. Preference for incentives.

<table>
<thead>
<tr>
<th>Possible reward</th>
<th>Participant response (scale 1-5)$^a$</th>
<th>Response, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P1</td>
<td>P2</td>
</tr>
<tr>
<td><strong>Health and fitness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood pressure or heart rate monitor</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Fitbit, pedometer, or other activity tracker</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Digital scale with body fat calculator</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Healthy dinner vouchers (4)</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Yoga mat</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Nike Plus (workout or run tracking device)</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Personal training session at gym</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Mountain or racing bike</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>1-year subscription to <em>EatingWell</em> magazine</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>1-month gym membership</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Track suit</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Flex ball</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Tension ropes</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td><strong>Home and family</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>House-cleaning service for 4 weeks</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Personal chef for dinner party for your family and friends</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Fruit or gift basket sent to your home</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td><strong>Luxury services</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theater or symphony or opera tickets (2)</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Wine tasting tour (2)</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>1-hour massage</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Dinner cruise (2)</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td><strong>Other items</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPod Touch (16g)</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Gift card (eg, Target, Best Buy, Whole Foods, Nordstrom, and Sports Authority)</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Kindle or other electronic reader</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Recognition of your success in a spotlight section</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Compact digital camera</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td><strong>Sports and leisure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Movie tickets (2)</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Tickets to local sports event (eg, Angels, Giants, Lakers, Clippers, Kings) (2)</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Weekend spa passes (2)</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Disneyland park entries (4)</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Weekend organized bike trip (2)</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Round of golf at local course (2)</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

$^a$Responses were recorded on a scale of 1 to 5, with a 1 denoting *I don’t want this at all*, a 3 denoting indifference, and a 5 denoting *I really want this*. 
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Discussion

Principal Findings

The focus groups yielded many insights relevant to the development of a patient-centered intervention for the management of heart failure. A few stood out as having particular importance. With regard to medication adherence, regimen complexity and logistics posed a problem for patients as did forgetfulness. These issues may present barriers to individuals’ readiness to consider behavior change, a prerequisite to making an actual commitment to change. For instance, a systematic review of past studies concluded that health coaching is one type of intervention that has produced positive effects on patients’ physiological, behavioral, and psychological conditions related to chronic illness in general [38] and heart failure specifically [39]. Commitment contracts are congruent with the health coaching process and can help reinforce action once an individual is ready to change. Commitments reinforce mindfulness through report reminders and creating layers of accountability, which will help with forgetfulness. The act of writing down a commitment (on paper or digitally), and the requisite details, will compel patients to put together a plan of action for compliance, which should help manage the complexity and logistical difficulty. Many participants cited the need to push through the first few months of a new regimen to either reduce or get acquainted with the side effects. Commitments that focus specifically on managing the side effects associated with the first few months of a new drug regimen can help improve adherence.

With regard to exercise, participants felt that heart failure imposes significant limitations on their ability to exercise. They also indicated that they receive little specific instruction from care providers. They were unsure of their own boundaries for safe exercise. Likewise, depression is often an obstacle to working out.

Commitment contracts, which address specific types of exercises most heart failure patients can perform, may be useful. Educating physicians on the need to improve communication about exercise is important. Developing a campaign that targets commitments around behaviors that address stress, anxiety, and depression management is also important.

As with exercise, participants reported receiving little instruction from providers with respect to diet. However, participants still felt well informed about what to eat and what not to eat. Limits on sodium intake and handling liquid intake are critical in managing their condition. Dining out with friends and family and temptations of unhealthy food nearby are primary drivers for noncompliance with a diet plan. Family members were not perceived as always understanding of the dietary restrictions that patients need to follow. Having users make a commitment to create a diet plan and share it with close friends and family so that they can better hold them accountable and not be a source of temptation may be an important strategy to improve diet among persons with heart failure.

Interestingly, few participants regularly practiced goal setting. Furthermore, there was little consistency in the goal setting process among the few that said they do practice goal setting. The use of technology, such as wearable devices, was of significant interest to the focus group participants. The development of commitments around device goals may be helpful. For instance, if a user has a commitment to walk 50,000 steps per week, a wearable device can validate this.

Family was considered a poor resource for structuring accountable commitments by the group. Patients often found that friends and family do not understand their conditions sufficiently to hold them accountable. Peer networks (both online and offline), particularly people who suffer from the same ailments, are very powerful centers of influence and accountability. They are seen as partners in their journey toward managing their disease. Use of a peer referee may facilitate greater and more intimate interaction with both online and real-world networks. As a lack of understanding and responsiveness from loved ones is apparent in the responses, creating a framework for better educating loved ones about heart failure in an effort to boost their ability to hold their loved ones accountable may also be needed. Similarly, no participant mentioned favoring personal accountability, which may suggest that a patient’s motivation to manage their health is at odds with the helplessness they feel in managing their condition. Encouraging autonomy and personal accountability may facilitate better health management.

Finally, participants were very amenable to leveraging incentives for motivation. Expectations that rewards will encourage better health are fair and justified. Careful development of incentive choice sets seems important. Particularly, there will be a need to develop material rewards that speak to the diverse tastes of individuals with heart failure.

Study Limitations

There are several limitations to this study. Focus group research is qualitative in nature, often providing insufficient insight into the general pattern of behavior to develop of a strong set of intuition, which can be used to refine concepts or assist in the development of new research ideas. As in the case of any qualitative research, the findings presented herein may have been influenced by the context of the focus group. Finally, our findings are limited given the small sample size. We were unable to recruit a greater number of participants because many of the referred patients were too ill or did not have the physical ability to travel to the focus group locations owing to their condition. We hope future work in the chronic heart failure population can address this limitation.

Conclusions

In summary, we evaluated patients’ overall outlook concerning their heart condition. We asked about the steps that participants have taken (eg, medication adherence, exercise, and diet) and the specific goals they have set to manage their condition. We studied what and who motivates their behavior. Overall, we found that medication regimens were complex and involved adverse side effects. We also found that providers did not provide exercise and diet recommendations. There was an interest in goal setting but a lack of practice in doing so. Participants favored peer accountability for goals rather than...
family member accountability. Finally, financial incentives were viewed favorably as a means to motivate behavior change.
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Abstract

Background: Current health care systems are rarely designed to meet the needs of people living with chronic conditions. However, some patients and informal caregivers are not waiting for the health care system to redesign itself. These individuals are sometimes referred to as e-patients. The first generation of e-patients used the internet for finding information and for communicating with peers. Compared with the first generation, the second generation of e-patients collects their own health data and appears to be more innovative.

Objective: The aim of this study was to describe the second generation of e-patients through exploration of their active engagement in their self-care and health care.

Methods: Semistructured interviews were conducted with 10 patients with chronic conditions and 5 informal caregivers. They were all recruited through a Web-based advertisement. Data were analyzed according to the framework analysis approach, using the 3 concepts of the self-determination theory—autonomy, relatedness, and competence—at the outset.

Results: Study participants were actively engaged in influencing their self-care and the health care system to improve their own health, as well as the health of others. This occurred at different levels, such as using their own experience when giving presentations and lectures to health care professionals and medical students, working as professional peers in clinical settings, performing self-tracking, contributing with innovations, and being active on social media. When interaction with health care providers was perceived as being insufficient, the participants sought support through their peers, which showed strong relatedness. Competence increased through the use of technology and learning experiences with peers. Their autonomy was important but was sometimes described as involuntary and to give up was not an option for them.

Conclusions: Like the first generation of e-patients, the participants frequently searched for Web-based information. However, the second generation of e-patients also produce their own health data, which they learn from and share. They also engage in the innovation of digital tools to meet health-related needs. Utilizing technological developments comes naturally to the second generation of e-patients, even if the health care system is not prepared to support them under these new circumstances.

(J Med Internet Res 2019;21(8):e13022) doi:10.2196/13022
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**Introduction**

**Background**

Many patients, especially those with chronic or long-term conditions, and their informal caregivers experience a need to be actively involved in care provision to co-ordinate contacts with health care professionals and navigate the health care system [1]. Unfortunately, health care systems today are rarely designed to meet the current needs. However, some patients and informal caregivers are not waiting for the health care system to redesign itself. They take matters into their own hands and create innovative approaches and solutions to manage their care and interactions with health care providers, often with the use of electronic health (eHealth) solutions [2]. These individuals are sometimes referred to as e-patients, and in this study conducted in Sweden, we explored how their activities have evolved.

**First Generation of E-Patients—Information Seekers**

The first generation of e-patients was described by Ferguson and Frydman [3] as citizens who use the internet for searching for health information or use electronic communication tools to solve a personal health-related need. The concept of e-patients includes both patients and informal caregivers who receive better health information and services, and different (but not always better) relationships with their doctors [3]. The term informal caregiver is used in this study to represent a family member or other person, for example, a close friend, who supports and cares for a patient without being formally employed or reimbursed to do so. The e in e-patients primarily stands for electronic; however other, more descriptive attributes are mentioned, describing these digitally literate patients and informal caregivers as equipped, empowered, enabled, and engaged in their self-care and in health care [4]. We will use this concept of e-patients in this study, which includes both patients and informal caregivers who have these descriptive attributes. E-patients are still an underutilized resource. However, embracing e-patients’ ideas and engagement to a higher degree could potentially improve collaboration with health care providers [3,5] as well as quality of care.

**Moving From the First to the Second Generation of E-Patients**

Different concepts, sometimes with overlapping definitions, are used in the literature when trying to better understand why patients and informal caregivers actively engage in their self-care and in health care, and how eHealth plays a part. The highly informed patient—such as the first generation of e-patients—is described as using the internet to search for information regarding a specific problem and to seek support from peers in online communities [6]. Expert patients are described in the early 21st century as patients with chronic conditions who are confident, informed, and knowledgeable and have the skills to take a central role in their self-care and management of care [7]. With a substantial understanding about their condition and context, expert patients have skills in self-care and in working as partners to health care professionals [7,8]. The digitally engaged patient is a concept describing that patient engagement encourages the use of digital media technologies for self-care [9]. The concept of a lead patient has its roots in the term lead users used in design sciences to describe users who face a need before the general market and create their own solutions for this need [10]. The term lead patients is hence used to describe patients or informal caregivers who benefit considerably from finding solutions to their health- or health care–related needs. Lead patients have also been described to contribute to development and important innovations in their self-care and within the health care system [8]. Both digitally engaged and lead patients are examples of the second generation of e-patients. Patients and informal caregivers are also increasingly engaging in the improvement of health care systems. In Sweden today, there are examples of patients employed by health care providers [11]. Their lived experiences and expert knowledge regarding health and care are thereby captured and used to provide a more patient-centered, integrated model of care. Employments of this kind mostly occur within mental health care, for example, the peer support workers concept in the United Kingdom [12]. However, our research focuses on a Swedish context. With almost 50% of the Swedish population having chronic conditions [13] and 94% of the population using the internet (with a large variation regarding frequency) [14], there is a great potential for the digitalization of self-care and health care.

**Second Generation of E-Patients—Innovators**

Eysenbach and Diepgen described a potential for citizens to manage their own self-care and collaboration with health care with the use of different eHealth solutions [15]. These solutions are suggested to contribute to increased information and control, resulting in more empowered patients. Research suggests that when designing new technological solutions, it is important to have an understanding of the needs of the end user [16,17]. These needs are often connected to the users’ context and personal capabilities and behaviors [18]. Patients’ care experiences may depend on their needs and can be highly individual [19]. Research has also demonstrated that patients are often capable of long-term self-care [20,21] as well as being important contributors to health care development and care delivery [20,22-24]. We see a growing movement of patients and informal caregivers using or creating technological innovations adapted to their specific needs, such as the diabetes patient Dana Lewis who created an artificial pancreas with an open-source approach [25]. They could be described as lead patients or e-patients who have taken their engagement to a new level. However, there is a lack of knowledge about how this second generation of e-patients goes beyond searching for and sharing health information on the Web. We therefore aimed to describe the second generation of e-patients through exploration of their active engagement in self-care and health care.

**Methods**

A qualitative approach with semistructured interviews was used to get a deeper understanding of the second generation of e-patients to describe them.
Recruitment and Sampling

We purposely recruited participants who could be considered as being part of the second generation of e-patients. The recruitment was performed through convenience and snowball sampling [26]. A Web-based advertisement was published (a website reaching 9054 unique visitors), and through a newsletter (reaching 1500 subscribers). Patients and informal caregivers in Sweden were targeted. Active patients or informal caregivers could either volunteer or be suggested by someone else. A short description of the characteristics of an e-patient was provided (Multimedia Appendix 1). We received 67 suggestions in total, whereof 12 were suggestions from someone else (other patients). A purposeful selection was performed to cover different chronic conditions, different ways of being actively engaged, different locations in Sweden, being a patient or informal caregiver, gender, and age. Overall, 7 out of 15 selected participants were suggested by someone else.

Data Collection

An interview guide was developed by 3 of the authors (TSD, SR, and MH) based on the literature regarding e-patients. The interview guide consisted of 4 themes: Background, Your health journey, Health behavior, and Your role in self-care and health care. The questions were open ended, with the aim of letting the participants talk about what matters most to them. This enabled the researchers to capture narratives that were not foreseen [27]. The interview guide was pilot tested with 5 patients and informal caregivers. The purpose of this pilot testing was to improve the interview guide, and the questions in the guide were slightly altered based on feedback from the pilot interviews. The data from the pilot interviews were not included in the analysis or in the results of the study. Data from the 15 interviews were collected from October to December 2017 through interviews conducted face-to-face (n=6) or over telephone (n=9), depending on the participants’ preferences. The first author and 4 coworkers from a project called “Lead patients”, all with experience of qualitative research interviewing, conducted the interviews. The semistructured interviews took an average of 40 min each. All the interviews were recorded, and the recorded files were transcribed verbatim.

Data Analysis

The collected data were analyzed according to the framework analysis (FA) approach, with a focus on identifying the occurrence of different concepts regarding e-patients’ active engagement in health and care [28,29]. The analysis process began by producing an initial framework from what was already known to the authors: the second generation of e-patients is highly motivated to be actively engaged in their self-care and in health care. Therefore, we used the self-determination theory (SDT) as a motivational theory and initial framework for our study.

Initial Framework

The 3 basic psychological needs from SDT—autonomy, relatedness, and competence—provided a start to describe e-patients’ motivation [30,31] (Figure 1). Using SDT as an initial framework enabled us to explore how participants engage to meet these psychological needs [32]. Autonomy can be described as the capacity and independence to make decisions. Relatedness implies feeling a meaningful connection with others. Competence comprises feeling efficient and able to master difficult situations. The theory argues that these basic needs provide the energy and direction for individuals to act to satisfy their psychological needs, a long-lasting motivation that facilitates persons to value the activity itself and not only an outcome of the activity [30-33].
**Organizing Data**

We followed the 5 steps according to the framework analysis model (familiarization, identifying a thematic framework, coding and indexing, charting, and mapping and interpretation) [28,29] using SDT as an initial framework. As a first step, we familiarized ourselves with the transcribed data, and each interview was given a label. To categorize the content from the interviews, the data were organized into themes, categories, and subcategories (Multimedia Appendix 2). It was an iterative process as we did not want to force the data to fit into the initial framework. The themes were updated multiple times during the analysis process. The meaning, relevance, and importance of the themes were considered and compared with the aim of the study. Sections of data were identified and indexed to match the different themes. All data were indexed, while keeping the links to the specific interview by labels. To ensure that all data were included, color coding was applied to the raw data in the transcribed material. By mapping and interpreting the coding, it was possible to define concepts and find relationships. The beliefs of the participants regarding their reasons for being e-patients and what support they gained from different eHealth solutions were recited [28,29]. To ensure trustworthiness in the analyzed data, at least 2 of the authors were involved at each stage of the analysis. Translation into English was done after analyzing the data, and the translation was verified by all the authors.

**Ethical Considerations**

The participating e-patients were provided with written information concerning the purpose of the study and how the researchers would manage their data before signing the informed consent. It was emphasized that participation was voluntary and that it was possible to withdraw at any time without explanations. The requirement of confidentiality was fulfilled. On the basis of a decision from the ethical board in Stockholm, legislation regarding ethical review was not applicable to this study (decision 2015/1572-31/4).

**Results**

**Demography and Description of Themes**

Semistructured interviews (n=15) were conducted with patients with chronic conditions (n=10) and informal caregivers (n=5). The participants had different diagnoses (Table 1), gender (10 females, 5 males), and age (range 34-77 years; average age per category was as follows: female patients, 50 years; male patients, 61 years; female informal caregivers, 52 years; and male informal caregivers, 64 years).

Subcategories and categories were formed from the data, as described in the Methods section, and 2 overall themes emerged (Figure 1; Multimedia Appendix 2). The theme **nondigital factors influencing active engagement** has 3 categories describing the second generation of e-patients. Their active engagement was influenced by the interaction with health care providers, the strength of peers, and the focus on their own well-being through self-care. The theme **digital solutions to support active engagement** represents the participants’ relationship to eHealth solutions. This theme includes innovations by the second generation of e-patients and how support and learning aspects can be achieved from online communities as well as when finding information on the internet.
Within the themes, we found the 3 basic psychological needs from the SDT: autonomy, relatedness, and competence. Going from the initial framework with motivated second generation of e-patients, we found more components to why, and how, they actively engage in their own or others’ health and care.

Table 1. Demography of participants. Participant identification consists of M: male; F: female; P: patient; and I: informal caregiver.

<table>
<thead>
<tr>
<th>Participant identification</th>
<th>Type of informal caregiver</th>
<th>Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>FP1</td>
<td></td>
<td>Connective tissue disease</td>
</tr>
<tr>
<td>FP2</td>
<td></td>
<td>Fatigue syndrome + fibromyalgia</td>
</tr>
<tr>
<td>FP3</td>
<td></td>
<td>Systemic sclerosis</td>
</tr>
<tr>
<td>FP4</td>
<td></td>
<td>Mental illness</td>
</tr>
<tr>
<td>FP5</td>
<td></td>
<td>Irritable bowel syndrome + motility disorder</td>
</tr>
<tr>
<td>FP6</td>
<td></td>
<td>Parkinson disease</td>
</tr>
<tr>
<td>FP7</td>
<td></td>
<td>Rheumatic disease</td>
</tr>
<tr>
<td>MP1</td>
<td></td>
<td>Myocardial infarction</td>
</tr>
<tr>
<td>MP2</td>
<td></td>
<td>Kidney failure + kidney cancer</td>
</tr>
<tr>
<td>MP3</td>
<td></td>
<td>Multiple sclerosis</td>
</tr>
<tr>
<td>FI1</td>
<td>Mother</td>
<td>Hypersensitivity</td>
</tr>
<tr>
<td>FI2</td>
<td>Wife</td>
<td>Thymus neoplasms</td>
</tr>
<tr>
<td>FI3</td>
<td>Mother</td>
<td>Down syndrome + heart failure</td>
</tr>
<tr>
<td>MI1</td>
<td>Husband</td>
<td>Mental illness</td>
</tr>
<tr>
<td>MI2</td>
<td>Husband</td>
<td>Pulmonary fibroses + liver cancer</td>
</tr>
</tbody>
</table>

*Missing data, as they are not informal caregivers.

Nondigital Factors Influencing Active Engagement

Looking into how the participants actively engaged in their self-care and in health care, we found that they strive for an adaptable health care system, wished to collaborate with health care providers (regardless of whether it was primary or specialized care), and wanted to receive feedback regarding their self-care. These 3 aspects were often described as problems needed to be solved. Other important aspects in the patients’ and informal caregivers’ lives were also mentioned: to take a greater responsibility regarding health, to be engaged with peers, to tell their story, and to increase their knowledge. These aspects were often considered as solutions for the problems they experienced. Some participants also described how they strived to be diagnosed correctly and to be believed and taken seriously when in contact with primary health care and the society. All 3 basic psychological needs of SDT (autonomy, relatedness, and competence) were brought up as motivational factors for their active engagement. However, the most consistent factor was to care for others—relatedness. The participants expressed how they wanted to share their experiences with both their peers and the health care professionals. In addition to the 3 SDT needs, all informal caregivers and some patients described how they felt that their motivation to be active was not even a choice.

Interaction With Health Care

The participants experienced that practice and knowledge regarding different diseases and conditions was rather low at different health care providers, especially within primary care. The participants expressed that they understood how difficult it may be for health care professionals, regardless of primary or specialized care, to have specific knowledge regarding all diseases. However, these patients meant that they were often confronted with disbelief regarding their specific situation and wished to be approached with more respect regarding their symptoms. Hence, the patients expressed how they needed a more adaptive system that could meet their different requests in a better way. Some of the participants had observed unsafe situations when incorrectly diagnosed and treated both in primary and specialized care, resulting in long-winding situations with misunderstandings. In addition, they sometimes described the health care system as not being able to meet different expectations of engagement from the patients’ side:

*The interaction with healthcare is a lot about calling someone on the phone. However, many of the people I’ve met in psychiatry have affective and social difficulties, and for them that is very difficult.* [MI1]

Most of the participants, during some limited period, experienced lack of support and sustainability in their relationship with primary or specialized health care:

*I got a lot of help [from healthcare], but it wasn’t the kind of help that I needed.* [FP4]

This together with previous experiences of incorrect diagnosis and treatment, motivated a few of the participants to regularly read their medical records online, to ensure correct diagnosis and treatment.

*I always log into my health record and check the content. I have also started to record all my conversations in healthcare, to confirm what we actually discussed...* [FP5]
Being actively engaged was described as a means for the patients to solve health-related problems or misunderstandings at different health care providers. However, it seemed important not to dwell on their own situation or resort to self-pity and apathy. Several participants mentioned how they searched for research regarding their conditions, to increase their knowledge as well as to provide their physician with more information. Participants wanted to share information with their health care professionals as they considered them not having the time to search for new or existing research:

I have read a lot of research, and when I had a physician that was interested in research, we could use that new research to decide on my medication together. [FP3]

Some of the participants stressed the importance of making their own judgements and not only listening to the health care professionals. These participants wished that health care professionals could be more constructive by encouraging patients to propose their own ideas and solutions and to give support in this process. To influence the direction of future research, some patients wanted to contribute to new ways of generating research ideas. Therefore, they had chosen to be research partners. However, their agenda was often not met:

The idea was really that I would give input on how the result can be communicated in a way so that patients understand... My own agenda was to see how much influence I can have. Where is the line for how critical I can be as a patient and layman, albeit knowledgeable? [MP1]

One mentioned aspect was also to learn from each other, both from health care professionals and from peers, as well as to learn from different situations. Several participants experienced that when their gained knowledge was acknowledged and valued and they felt listened to, they increased their relatedness and continued to be active. Most of the participants expressed that they gained a lot of their knowledge from going through problematic and demanding situations. They would find meaning from these difficulties and challenges as they provided opportunities for learning:

My strategy is to learn from what happens... and as long as I learn from these difficult situations I go through, I just can’t lose. [F3]

Some of the participants described how they are frequently lecturing or teaching in different contexts, with the goal of improving the health care system. With a perspective that comes from a different side of the health care system, they expressed how they gave inspiration and were highlighting new perspectives of existing problems:

My role is to be a catalyst for inspiration and change... I call it an “Accident Investigation Authority.” [M2]

Some patients described that they were working as professional patient peers in specialized clinical contexts. They explained how they assisted other patients in clinical settings, as it could be easier to tell professional peer patients about their needs. One of the patients explained that her role as a patient peer was to encourage others to use different digital solutions for their self-care and to be prepared for their clinical encounter:

When new patients arrive to the clinic, I can help them with their questions, since I have different knowledge and perception than healthcare professionals... That means a lot for the patients. [FP7]

Some participants also mentioned the importance of being a patient representative and collaborating with health care providers in quality improvement work:

...it’s a part of how I lead my life, we have to help each other out. That is what keeps me going. [FP3]

Strength of Peers
Several participants explained how they found inspiration and strength in the relationship with peers through different online communities. This included support on how to navigate the health care system and coordinate their care within different health care contexts or to get suggestions and support for their self-care. The participants were sometimes looking for this support when they experienced insufficient collaboration or interaction with health care professionals or providers.

One patient reasoned about the importance of peer support before an encounter with health care professionals. If several peers had experienced the same problem, it was easier to discuss it with health care professionals, knowing they were not alone regarding their problems legitimized the issue:

...all these patients I talk to in social media... their experiences, reflections and stories are really important. They make me feel less lonely. [FP6]

Just as important as finding strength in peers, the participants also found strength in helping others. Several participants found meaning in telling their story to the rest of the world, and by doing so, they indirectly helped other peers. By being peers themselves, the participants stated that they can make a difference with their story.

Improved Health Through Self-Care
Several patients expressed that self-care was often part of a life-changing process. They believed that self-care would help and even be necessary in reaching their goals of increasing or maintaining their health:

Healthcare professionals had given up on me before I even entered the room... After that I met a very competent doctor and I asked: What can I do myself? That is the message I have communicated for the last 15 years... [MP2]

Both patients and informal caregivers often had concerns for their families, and sometimes being active was described as a result of guilt:

It was a defining moment... I realised that there is actually something I could do to improve my chances of a good life. And I felt that I owe my kids that, at least to give it a try. [MP3]
Through extensive experience in self-care, several participants had learned how to recognize signs that needed attention. These signs could be the key for a correct diagnosis or dose of medication or for assessing when acute help is needed. Some participants also described how they learned about their condition by solving a puzzle for their specific situation:

They [health care providers] had answers for each separate issue, but I could see that all these separate issues are somehow connected to each other. [FP3]

The informal caregivers described taking on heavy responsibility to ensure good quality of care and self-care for their next of kin. They expressed how they felt that they did not have a choice and that they needed to be in control, otherwise they believed everything would collapse:

I don’t believe they would make it without me... It is always me taking care of health care and school, while my husband is doing things I don’t have time for at home. I’m the one with the whole responsibility. [FI1]

To track health, well-being, and medications, some patients described how they used self-tracking to accomplish self-care. Furthermore, some participants indicated that self-care focused on keeping track of their limits and adjusting their daily activities to their current ability. These activities included work, taking care of family, food, physical activity, and other aspects of daily living. If it exceeded their limits, there could be setbacks or relapses. The participants also increased their expert knowledge through research within the field and acted accordingly in relation to lifestyle, for example, diet and physical activity. Several participants had the impression that it is important to be in control of their lives, both in relation to their disease and to life in general:

It’s more about recovering and learning how to deal with your life so that it doesn’t consume you. [FP4]

All e-patients explained how they chose not to give up and to use their coping strategies to the best of their ability. To do so, some of them separated their chronic condition from their personality and others went into a role facing the most difficult situations:

For me those are two different things: how I am as a person, my personality, and how my body works and the limitations my disease brings. They are not one and the same. [FP2]

However, there were also descriptions of different periods in the participants’ lives when they chose not to be in control of their disease.

Digital Solutions to Support Active Engagement

Several participants expressed that they need to be able to use different kinds of technical solutions as these solutions played an important role in their self-care, in communication with health care professionals, and when reaching their peers. The participants all used different eHealth solutions or had ideas for new solutions to achieve all of the above.

In the Lead of Technical Innovations

All e-patients explained how they saw the potential for future innovations—technical or nontechnical—that would help them and others. Among them, 4 participants expressed ideas of new improvements or had already developed new technical innovations. Several e-patients reported that they were digitally helping peers with their self-care and care coordination or that they were supporting health care providers in their improvement work. In addition, 2 participants had developed their own digital solutions:

I have digitalized a questionnaire for primary care to be able to decide where to send a referral for rare diseases to specialized care, in order for the patients to get the correct diagnosis faster. [FP1]

I programmed a web page that I run for my peers... I do it to facilitate for people to share experiences to help each other. I actually have such a close relationship with my doctor that he answers questions from the community on the web page. [MP3]

Two informal caregivers had ideas for innovations that could better satisfy their needs. These were models for improved engagement and information exchange between patients, informal caregivers, and health care professionals that displayed and took into account the patients’ daily experience over time:

...I have a great need for an easy method to keep track of side effects. If I had the strength and the energy to do it, I would have created an app for it... [FI2]

There are many things to remember since the last encounter, and that is completely hopeless for many people. It’s impossible... I have an idea of using activity trackers for people with mental health issues, to register important aspects of the disease automatically, as an objective measurement... [MI1]

Community and Support Through Technology

The participants often mentioned social media as a means to find more or less formal communities of peers. In these communities, some participants wrote to inspire or drive for improvements or communicated knowledge gained during their time as patients and informal caregivers. The participants described their use of social media, writing blogs, producing debate articles, writing newspapers and books, and creating a webpage for their peers as support for their activity. Often, their narratives were related to a health care system or societal concern or a problem regarding their health. It could also be aimed at educating peers in self-care:

I have educated many peers through the Internet, so they can answer the most common questions regarding our condition. However, communities still want me to answer more complicated issues... I have become a source of information. [FI1]

Other participants explained how they used their knowledge and perceptions to educate others through presentations at different meetings and conferences. However, this is described as physically challenging for some, and they explained how
they used video conferences instead to communicate their knowledge:

*I’m bedridden six to nine months a year, so technology is crucial for me in order to be active... I use video calls a lot.* [FP1]

Different types of solutions were used to facilitate self-care, such as devices that track health-related changes, for instance, blood pressure, oxygen uptake, heart rate variability; use of technical support for disabilities; and accessing their electronic health records on the Web.

**Searching Web-Based Information**

Most patients and informal caregivers searched for information on the internet. They were pursuing and finding relevant information all over the world thanks to the internet, which required the participants to learn different languages and understand different contexts. The information could be research or life experiences from peers in different communities or social media. However, the participants explained how they avoided blindly following any information they found, instead they searched for patterns regarding specific health issues. This selective approach was reported by some to be a result of previous negative experiences of being misdiagnosed:

*I went home from the health care visit and started googling Fibromyalgia. However, I felt that I didn’t belong there—it was not my diagnosis.* [FP3]

The participants explained how they found information on the Web that increased their understanding of how the body works. Despite all the support from Web-based communities and information they found when searching the internet, the e-patients reported that they also needed feedback and collaboration with health care professionals regarding this information:

*The answer can never be not to google. It has to be: let’s talk about this—how can we relate to this?* [FI2]

**Discussion**

**Principal Findings**

This qualitative study contributes to a better understanding of the second generation of e-patients and what they do in their active engagement. The participants engage with others in mutual concerns—family members, peers, and sometimes health care providers. These e-patients describe how they move from problems to finding solutions for their interaction with health care providers and self-care. When interaction with health care providers is perceived as being insufficient, they seek support from their peers. This shows that their relatedness seems to be strong, thanks to the strength of peers, as their collaboration with health care professionals is rather weak. Competence increases through the use of technology and from learning experiences with peers. Their autonomy is important; however, it is sometimes described as involuntary and that it is not really an option to give up. This is because of social contexts and what is expected of them within these contexts, which can be seen as powerful interventions for becoming motivated [32], as the participants sometimes experience that they do not have a choice. There are always different aspects of the social context—the health care system, eHealth solutions, and peers—that will enhance or undermine the individuals’ possibilities to be engaged and active. The relationship between contextual factors and the individuals’ psychological needs will thus affect their well-being and development. One of the factors influencing the participants’ active engagement is striving for an adaptable health care system to support them in their self-care and to be listened to. The use of different eHealth solutions are described as seeking information on the Web, use of apps for managing disabilities or to be involved with health care providers, self-tracking, writing blogs, Web-based access to medical records, social media, or programming their own solutions.

The second generation of e-patients is actively engaged in influencing both their own self-care and the health care system to improve the health of themselves and others. This is done at different levels, such as using their own knowledge and experience and lecturing for health care providers, working as professional peers in clinical settings, and performing self-tracking to give their health care providers a possibility to understand their situation by interpreting the patients’ own data. The first generation of e-patients searched for health information, or resources, on the internet or used online communication with peers [3]. Shaw et al described the use of eHealth such as *health in our hands, interacting for health*, and *data enabling health* [21], which lead us to the second generation of e-patients. They still search for health information and communicate health information in different contexts. However, the second generation also generates information themselves, such as described in *health in our hands* [21]. They are enabled to use different digital devices for performing self-tracking, share their knowledge on the Web, have ideas about innovations for solving their needs, and some of the patients have used their programming skills to develop innovations both for their peers and for health care providers. Even though health care is a complex system, and not always suitable for individual solutions, the second generation of e-patients has the knowledge of the system through their lived experience—generally being part of the system for a long period of time. The second generation of e-patients is not only looking for solutions through the internet, this generation is also equipped with providing solutions by sharing information from their own data and creating new interventions for their direct needs. We can compare the evolution of e-patients with that of the World Wide Web, where the Web 2.0 represents the move from static Web pages to dynamic pages with user-generated content and a participatory culture [34]. Similarly, the early e-patient movement has evolved from searching for content and support online to generating knowledge and solutions that are shared. They are engaged, equipped, enabled, and empowered early adopters and innovators that meet their own needs as well as the needs of others. We can see how the participants make purposive choices and act upon these choices in the sense of how the World Bank describes empowerment [35].

The use of digital solutions is one aspect of the social context that might enhance or undermine the possibility to act to satisfy the psychological needs. The results of this study do not provide
us with information of whether the use of digital solutions encourages intrinsic motivation or if already perceived motivation lead to an increased use of digital solutions. There are examples from the literature where digital solutions do not increase motivation. Choi et al explored how well a smoking cessation app met the psychological needs and found that it did not encourage autonomous motivation [36]. Still, we argue that the use of digital solutions for self-care should be supported and encouraged by health care providers [37,38] to give a stronger sense of autonomy. This could include guiding patients and informal caregivers within the fragmented health information on the Web [39]. However, building a care relationship can be more or less difficult as actively engaged patients can be challenging for health care professionals [40]. We found that the motivation for the participants varied over time and often depended on context and could therefore not be considered a persistent state. Differences in biology, personality, and individual differences also influence consistency [30]. Threats or opposition could challenge any kind of motivation [41]. Therefore, it is important to have encouragement from both health care professionals and peers [37,38].

Strengths
The findings of this study provide a broader view of the second generation of e-patients and their active engagement. Most of the 15 participants could be seen as representatives for other digital pioneers within the population of the second generation of e-patients. The concept of e-patients includes informal caregivers as participants. By including informal caregivers, we also obtained views from a group of people often not included in research, and it gave us a broader view by identifying the needs of the severely ill patients that the informal caregivers care for. To learn about the second generation of e-patients and their active engagement enabled us to see how they are slowly transforming the health care system through innovations and being early adopters. Here, we found an interesting interplay between 3 types of actors: the health care system, peers, and the e-patient him or herself.

Limitations
The result could be affected by the participants’ different chronic conditions as different diseases may give different incentives to actively engage. However, we consider the variety of health issues represented in the study as a strength, and we were able to capture similarities across diagnoses. Regardless of diagnoses, several participants had experienced difficulties in being correctly diagnosed. This could be seen as a need specific for patients with rare diseases; however, our data indicate that it also happened to patients with more common diseases. This was a reason for engaging regardless of condition, such as for patients with mental illness, fibromyalgia, rheumatic disease, cancer, or rare diseases. We did not divide the result between patients and informal caregivers and compared them, even though their needs ought to be different [32]. This is because of the individual differences within the group of informal caregivers as they all had different prerequisites: being a mother to an adult or to a child or being a husband to someone still alive or not. This could however be relevant with another study design, to see the differences within the group of e-patients. There was a rather small group of informal caregivers volunteering (n=5); however, they were all included in the study. Participants were mostly represented by female patients (n=7), which was the dominant group in the recruitment process (n=56). An obvious limitation with a study population of 15 participants is that it is rather challenging to generalize the result to a larger population, even though saturation was reached [19]. Further research is therefore necessary to provide more knowledge about the second generation of e-patients, to further explore individual differences within the concept, and to look into different aspects of possible impact on health care settings. It is also important to see how the health care system, the society, eHealth developers, and research can meet the needs of the second generation of e-patients. This will lead to better solutions, both organizational and digital or technical, for all different kinds of patients and their informal caregivers.

Conclusions
This study contributes to a better understanding of the second generation of e-patients and how they actively engage in their self-care and in health care. This enabled us to see how they are seeking collaboration with health care professionals and peers and how they interact through innovations. The participants are actively engaged in influencing health care to improve the health care system and their own and others’ health. This indicates that their relatedness seems to be strong. Their competence increases through the use of technology and self-care and from learning experiences with peers and sometimes with health care providers. Their autonomy is sometimes described as involuntary and not possible to give up. It is described as important to have a sufficient collaboration with health care professionals and peers and to have support for their active engagement to continue being motivated and to be an e-patient. Similar to the first generation of e-patients, the participants frequently search for Web-based information. However, the second generation of e-patients also produces their own health data, which they learn from and share, as well as comes up with ideas for digital innovations to meet health-related needs. Taking advantage of the technological development comes naturally for the second generation of e-patients, even if the health care system is not prepared to meet them on these new terms.
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Abstract

Background: The provision of acute medical care in rural and remote areas presents unique challenges for practitioners. Therefore, a tailored approach to training providers would prove beneficial. Although simulation-based medical education (SBME) has been shown to be effective, access to such training can be difficult and costly in rural and remote areas.

Objective: The aim of this study was to evaluate the educational efficacy of simulation-based training of an acute care procedure delivered remotely, using a portable, self-contained unit outfitted with off-the-shelf and low-cost telecommunications equipment (mobile telesimulation unit, MTU), versus the traditional face-to-face approach. A conceptual framework based on a combination of Kirkpatrick’s Learning Evaluation Model and Miller’s Clinical Assessment Framework was used.

Methods: A written procedural skills test was used to assess Miller’s learning level—knows—at 3 points in time: preinstruction, immediately postinstruction, and 1 week later. To assess procedural performance (shows how), participants were video recorded performing chest tube insertion before and after hands-on supervised training. A modified Objective Structured Assessment of Technical Skills (OSATS) checklist and a Global Rating Scale (GRS) of operative performance were used by a blinded rater to assess participants’ performance. Kirkpatrick’s reaction was measured through subject completion of a survey on satisfaction with the learning experiences and an evaluation of training.

Results: A total of 69 medical students participated in the study. Students were randomly assigned to 1 of the following 3 groups: comparison (25/69, 36%), intervention (23/69, 33%), or control (21/69, 31%). For knows, as expected, no significant differences were found between the groups on written knowledge (posttest, P=.13). For shows how, no significant differences were found between the comparison and intervention groups on the procedural skills learning outcomes immediately after the training (OSATS checklist and GRS, P=1.00). However, significant differences were found for the control versus comparison groups (OSATS checklist, P=.001; GRS, P=.02) and the control versus intervention groups (OSATS checklist, P<.001; GRS, P=.01) on the pre- and postprocedural performance. For reaction, there were no statistically significant differences between the intervention and comparison groups on the satisfaction with learning items (P=.65 and P=.79) or the evaluation of the training (P=.79, P=.45, and P=.31).

Conclusions: Our results demonstrate that simulation-based training delivered remotely, applying our MTU concept, can be an effective way to teach procedural skills. Participants trained remotely in the MTU had comparable learning outcomes (shows how) to those trained face-to-face. Both groups received statistically significant higher procedural performance scores than those in the control group. Participants in both instruction groups were equally satisfied with their learning and training (reaction).
believe that mobile telesimulation could be an effective way of providing expert mentorship and overcoming a number of barriers to delivering SBME in rural and remote locations.
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**Introduction**

**Challenges Accessing Simulation-Based Medical Education**

The provision of acute care in rural and remote areas presents unique challenges. Skills related to high-acuity low-occurrence procedures and clinical encounters are particularly susceptible to degradation over time and are inadequately served through on-the-job experience alone [1]. Therefore, a systematic approach to training personnel for these procedures is required. In recent years, an increasing proportion of this training has made use of simulation-based modalities. Simulation-based medical education (SBME) has been shown to be an effective training approach because it can provide opportunities to practice infrequently encountered procedures [2-5] without compromising patient safety [6]. However, SBME often takes place in urban centers, and it can be difficult for rural and remote acute care practitioners to access these centers because of geographic, cost, and time constraints [7,8].

SBME delivered through technologies such as telesimulation and mobile simulation has been shown to be an effective means of training medical practitioners and has helped to address some of the above constraints [4,7-17]. However, use of these technologies is accompanied by their own challenges. Telesimulation involves delivering SBME over the internet, but effective delivery of telesimulation training can be limited if the trainees are unable to access simulation equipment or an efficient training setup. Mobile simulation can address constraints by delivering an immersive simulation environment in a purposefully designed unit. However, mobile simulation often involves bringing an expert to rural and remote sites to facilitate the session. This can often prove to be quite expensive and prohibitive because of time constraints.

Through an iterative design process, our multidisciplinary group has developed an MTU that explores many of the challenges to the delivery of SBME to rural and remote acute care practitioners. The intention is the deployment of the MTU at a rural or remote location that could house the skills training session through communication with an off-site, skilled mentor. Such a deployment would provide trainees with the appropriate simulation equipment, a standardized training environment, and access to an experienced mentor to guide the training. To our knowledge, this is one of the few such units, which combines telecommunication and mobile simulation to deliver such training.

A rigorous, theory-based, iterative approach was followed to develop the MTU and evaluate the acceptability and feasibility of delivering training remotely using the unit. Details on the development of the MTU and training materials have been published elsewhere [18-23].

The objective of this study was to compare the educational efficacy of face-to-face versus remote delivery of educational content with respect to learner’s perceptions and objective assessment of procedural performance.

**Framework for Learning Assessment**

This study uses a conceptual framework based on a combination of Kirkpatrick’s Learning Evaluation Model [24] and Miller’s Clinical Assessment Framework [25] to guide the assessment of the MTU. This model (Figure 1; adapted from Dubrowski et al [26]) is based on the work of Moore et al [27] who developed a framework “of an ideal approach to planning and assessing continuing medical education that is focused on achieving desired outcomes” (pg 3). The new model incorporates Kirkpatrick’s 4 levels, which represent a sequence of ways to evaluate a program, with Miller’s assessment tools for each level of competence.
The base of Kirkpatrick’s model relates to subject reaction, measuring how participants react to or perceive program content. There is no direct correlation of this feature to a level on Miller’s framework. The second level of the Kirkpatrick model, learning, corresponds to the bottom 3 levels of Miller’s framework (knows, knows how, and shows how), whereas the third level of Kirkpatrick’s framework, behavior, is closely related to the top of Miller’s framework, does. Finally, the top level of Kirkpatrick’s model, results, does not relate to Miller’s framework. This study examines Kirkpatrick’s reaction and learning, consisting of knows and shows how. We do not examine knows how because of anticipated challenges of subject retention and expected loss to follow-up during the study. Rather, we decided to measure the higher level shows how because we could evaluate the participants’ performance of the procedure during the study. We do not examine Kirkpatrick’s behavior and, consequently, do not examine Miller’s does. We also do not examine Miller’s results, as these are assessments of practice in a clinical setting, and this study is limited to an experimental setting. This paper discusses the findings in relation to Kirkpatrick’s reaction and learning (consisting of Miller’s knows and shows how) levels.

Methods

Research Setting

This study was conducted at Memorial University of Newfoundland. Training of rural and remote acute care practitioners is of particular interest in the province, as 40% of the population lives in rural areas, and the province has a relatively small population (525,000) distributed across a large geographic area (405,000 km²). Acute care is delivered at a variety of health centers and hospitals across the province. These sites are staffed by physicians, nurses, and nurse practitioners with varying levels of experience. Access to SBME opportunities is often limited. Health Research Ethics Board of Memorial University of Newfoundland approved this study.

The MTU consists of an inflatable rapid deployment tent (Figure 2), which is outfitted with portable technology necessary to allow for 2-way communication between the trainees and the mentor: laptop with communications software, monitor, camera, speaker, and microphone and a portable wireless internet hub. The mentor uses comparable software, a camera, speaker, and microphone to communicate with the trainees. Off-the-shelf and low-cost equipment was used to keep the design of the MTU accessible and practical. Both the trainees and the mentor would have similar simulation supplies and setup to enable efficient demonstration and instruction (Figures 3 and 4). Studies by Jewer et al provide more information on the MTU [18,21].

The eventual goal was to deliver simulation-based training remotely through the use of a self-contained vehicle outfitted with simulation equipment necessary for delivery of a number of scenarios. However, for the purpose of our test-of-concept approach, a portable and rapid deployment tent was used.
Figure 2. The mobile telesimulation unit rapid deployment tent.

Figure 3. Overview of the setup for the mentor and the trainees in the mobile telesimulation unit.
Study Design

A randomized controlled trial design was followed. A total of 3 sessions were held to compare the learning outcomes of participants who received training remotely in the MTU versus those who received the same training face-to-face. To minimize variables affecting study outcomes, face-to-face training sessions also took place in the MTU space. A control group (ie, received no training) was included to show that the intervention group (ie, face-to-face), and that both instructional approaches are actually effective [28].

The sessions focused on teaching an important high-acuity low-occurrence procedure, chest tube insertion, using a low-fidelity setup: 3D-printed ribs, secured to a plexiglass stand, covered with low-cost simulated skin, and subcutaneous tissue (Figure 4). The chest tube insertion was selected as a representative procedure because it is an essential skill in acute care settings requiring precision [29], and it is a multistep procedure amenable to objective scoring. The training sessions were 20-min long and consisted of simulation-based training, with deliberate hands-on practice and mentor feedback.

Figure 5 depicts the flow of the study procedure. A week before the procedural session, participants were emailed presession information consisting of a Web-based New England Journal of Medicine video, demonstrating proper performance of the procedure and important details about chest tube insertion including indications, contraindications, complications, and necessary equipment [30]. This was to help ensure that participants started with a similar base level of knowledge.

Participants were randomly assigned to 1 of 3 groups: intervention, comparison, and control. Testing procedures were conducted before the training (pretest), after the training (posttest), and 1 week later (retention test). During the pretest, participants completed a questionnaire on demographic information, the number of times they performed or witnessed a chest tube insertion before this session, their previous experience with SBME, and their previous experience with telemedicine. Next, participants completed a written procedural skills knowledge test on a number of chest tube procedure-specific questions. The demographic questionnaire and the procedural skills knowledge test were written components used to assess whether there were differences in the baseline knowledge about the chest tube procedure within or between the groups at the start of the study. The procedural skills knowledge test was also used to measure learning after the session. This corresponds to the knows level of learning. These materials were reviewed by an experienced emergency medicine physician to determine if differences existed.

To measure shows how, during the pretest, participants were video recorded performing a chest tube insertion on a low-fidelity simulated model (Figure 6). A modified Objective Structured Assessment of Technical Skills (OSATS) checklist and a Global Rating Scale (GRS) of operative performance were used to assess procedural performance [31].

After the training session, during the posttest, participants in the intervention and comparison groups were asked to evaluate their satisfaction with learning and their evaluation of the training. This corresponds to Kirkpatrick’s reaction level of the learning framework. Participants also completed the written procedural skills knowledge test again (ie, knows). All participants were then once again video recorded performing a chest tube insertion (ie, shows how).
Furthermore, 1 week after the training session (retention test), the participants completed a questionnaire on their experiences with the procedure in the past week. They also completed the written procedural skills knowledge test again (ie, knows), and they were video recorded for the third time performing a chest tube insertion (ie, shows how).

An emergency medicine physician with 11 years of clinical emergency room experience used the modified OSATS checklist and GRS to assess the participants’ performance on the video recordings. The reviewing physician was blinded to participants’ identity and was unaware of the phase of the study (pretest, posttest, or retention test). Overall, 12% of the videos were randomly selected for review by a second experienced emergency medicine physician. The modified OSATS checklist and GRS scores were used as the primary indicators of learning outcomes (ie, shows how).

Figure 5. Study design.
Figure 6. Setup used in the video recording of the chest tube procedure (A) and example of a completed chest tube insertion (B).

Participants
Medical students during their first and second year of training (approximately 80 students per cohort) were invited to participate in the study. Participation was voluntary and was limited by the number of slots available at a scheduled data collection time (Multimedia Appendix 1). These medical students were novices in the chest tube procedure, and using such subjects with similar background knowledge and skills enabled us to more clearly measure learning. Participants provided informed consent before enrollment in the study.

Measures

Learning—Knows
To measure the knows dimension of learning, participants were asked a set of chest tube procedure–specific questions (Textbox 1).

Textbox 1. Procedural skills knowledge test questions (possible score: 15).

- Name 3 indications for chest tube placement.
- Name 3 contraindications to chest tube placement.
- Name 4 potential complications of chest tube placement.
- Name 5 essential pieces of equipment for chest tube placement.

Learning—Knows How
Participants’ performance of the chest tube procedure was evaluated using a modified OSATS checklist to measure the knows how dimension of learning. The OSATS checklist was originally developed and validated to assess the performance of multiple surgical procedures at different stations [31]. It has since been used to assess the performance of a single surgical procedure [32]. Research has demonstrated that the OSATS has high reliability and construct validity for measuring technical abilities outside of the operating room [31].

This study used a modified OSATS checklist and a GRS of operative performance. The checklist consists of 10 items that are scored as done correctly or not (Textbox 2). For the purposes of this study, 1 item of the scale was removed because it was not relevant to our training scenario (ie, item #9—a Pleur-evac setup was not available to participants). The GRS is composed of 9 items, each measuring a different aspect of operative performance. Each item was graded on a 5-point Likert scale from 1, poor performance, to 5, good performance (Figure 7). Again, for the purposes of this study, 2 items of the scale were removed because they were not appropriate for the training scenario (removed items included use of assistants and knowledge of instruments because there was no assistant in the study design and knowledge of instruments implied participants were asking for the right things or saying the right names, something which was not part of the study design). Thus, the maximum GRS score attainable is 35 points, and the minimum is 7 points.
Textbox 2. Checklist for chest tube insertion (not done, incorrect=0; done, correct=1).

- Injects local anesthetic
- Cuts skin with scalpel to subcutaneous tissue plane (no scything)
- Uses blunt dissection to enter chest cavity
- Enters pleural space above rib
- Checks position with digit before inserting chest tube
- Inserts chest tube safely using Kelly at the tip of the tube
- Inserts correct length of chest tube into chest
- Secures chest tube to chest wall with silk or nylon
- Connects tube and secures to drainage system with tape
- Applies airtight dressing
**Reaction**

To measure participants’ reactions to the training, participants in the remote and comparison groups were asked to evaluate the training by indicating whether they thought the MTU could play an important role in rural and remote medical training, how satisfied they were with their overall experience in the MTU, and if they would recommend the MTU approach to their colleagues. Participants were also asked to indicate their satisfaction with the learning experiences. These measures were adapted from the National League of Nursing (NLN) Student Satisfaction and Self-Confidence in Learning scales [33]. These NLN scales have been widely used and have been found to have sufficient reliability and validity to be used in education research [33,34].

**Data Analysis**

Participants were assigned a unique identifier, and this was used to anonymize the data before analysis with respect to their training group. Data analysis was completed using SPSS version...
Descriptive statistics were computed for the demographic variables.

**Learning—Knows**

Because our data did not enable us to use the parametric repeated measures analysis of variance to analyze the pretest, posttest, and retention written procedural skills tests, we created 2 new variables (pretest minus posttest score and posttest minus retention test score). The Kruskal-Wallis test (nonparametric equivalent) was then used to compare participants’ performance on the procedural skill test between the groups.

**Learning—Knows How**

There was acceptable interrater reliability between the 2 raters who evaluated the performance of the chest tube procedure. An excellent intraclass correlation coefficient (ICC) of 0.909 was found for the GRS, and a good ICC of 0.757 was found for the checklist. Again, limited to nonparametric techniques, we created 2 new variables: 1 variable to calculate the difference between the pre- and postchecklist and GRS scores, and the second to calculate the difference between the postchecklist and retention checklist and GRS scores. A Kruskal-Wallis test was then used to compare pretest, posttest, and retention test scores for the 3 groups (ie, intervention, comparison, and control) on the modified OSATS checklist and GRS scores.

**Reaction**

The Mann-Whitney U test (nonparametric equivalent) was used to compare the intervention with the comparison groups on satisfaction with learning and their evaluation of the training.

**Results**

In total, 69 medical students participated in the study across the 3 different sessions (Table 1). Participants were randomly assigned to their study group: intervention, comparison, or control groups.

**Participants’ Experience**

The groups were very similar—mean age in low to mid-20s and relatively equally mixed between the first and second year of medical school. If there was any impact on results of students being in the first or second year of medical school, it would probably negatively influence the intervention group because a slightly higher percentage of participants in this group were in their first year. However, training on chest tube insertion is not part of the standard curriculum in the first 2 years of medical school, and most participants indicated that they had never performed or even witnessed a chest tube placement before; therefore, the presession materials and this training were the first exposures to the skill for most participants. The majority had participated in low-fidelity SBME using task trainers before, between 1 and 10 times, and the majority had never received training using telemedicine.

### Table 1. Participants’ experience.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group (n=25)</th>
<th>Comparison group (n=23)</th>
<th>Control group (n=21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean</td>
<td>25</td>
<td>23</td>
<td>21</td>
</tr>
<tr>
<td><strong>Level of medical training, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st year</td>
<td>16 (64)</td>
<td>6 (26)</td>
<td>9 (43)</td>
</tr>
<tr>
<td>2nd year</td>
<td>9 (36)</td>
<td>17 (74)</td>
<td>12 (57)</td>
</tr>
<tr>
<td><strong>Performed a chest tube insertion before, n (%)</strong></td>
<td>24 (96)</td>
<td>22 (96)</td>
<td>20 (95)</td>
</tr>
<tr>
<td>Never</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Witnessed a chest tube insertion before, n (%)</strong></td>
<td>22 (88)</td>
<td>20 (87)</td>
<td>15 (71)</td>
</tr>
<tr>
<td>Never</td>
<td>3 (12)</td>
<td>3 (13)</td>
<td>6 (29)</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Participated in simulation-based medical education</strong>, n (%)</td>
<td>2 (8)</td>
<td>5 (22)</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Never</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-10 times</td>
<td>21 (84)</td>
<td>18 (78)</td>
<td>15 (71)</td>
</tr>
<tr>
<td>&gt;10 times</td>
<td>2 (8)</td>
<td>0 (0)</td>
<td>2 (9.5)</td>
</tr>
<tr>
<td><strong>Past exposure to telemedicine, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>25 (100)</td>
<td>18 (78)</td>
<td>19 (91)</td>
</tr>
<tr>
<td>At least quarterly</td>
<td>0 (0)</td>
<td>5 (22)</td>
<td>2 (10)</td>
</tr>
</tbody>
</table>

*aLow-fidelity task trainers (eg, suturing pads, airway models, and chest tube placement).*

For all tests, a *P* value less than .05 was considered statistically significant.
Similarly, the retention test survey, assessing exposure to chest tube insertions in the week since the training, showed no real differences between the groups. Most had not performed a chest tube since the training, witnessed a chest tube, or received any training or done any further reading on chest tube insertions (Table 2).

## Learning—Knows

A Kruskal-Wallis test was used to compare the results of the procedural skills knowledge test. This was a brief written test completed after receiving the presession materials but before the training session. The mean test score (out of a possible score of 15) and SD were 11.52 (2.07) for the intervention group, 10.91 (2.02) for the comparison group, and 10.76 (2.56) for the control group. There was no significant difference between the groups before starting the session ($\chi^2 = 1.9; P = .39$). This indicates that the participants in the 3 groups had similar levels of written knowledge about chest tube insertion before the training.

Subsequent Kruskal-Wallis tests revealed that there were no significant differences between groups from the pretest to the posttest ($\chi^2 = 4.1; P = .13$) or from the posttest to the retention test ($\chi^2 = 1.6; P = .46$; Multimedia Appendix 2).

## Learning—Knows How

A total of 204 videos of procedural performance were included in the analysis, with 3 videos per participant (3 participants did not complete the retention test). Results of the modified OSATS checklist and GRS assessment for the 3 groups (pretraining, posttraining, and 1 week after the training) are shown in Multimedia Appendix 3. Box plots of the scores are shown in Figure 8.

A Kruskal-Wallis test revealed that there were statistically significant differences between the groups on the pre- and post-OSATS checklist and GRS scores (Multimedia Appendix 4). Pairwise comparisons were performed using Dunn [35] procedure with a Bonferroni correction for multiple comparisons. This post hoc analysis revealed statistically significant differences in median OSATS checklist and GRS scores differences between the control and comparison and the control and intervention groups, but not between the comparison and intervention groups. There was no difference between the posttest and retention scores.

![Box plots of the modified Objective Structured Assessment of Technical Skills checklist and GRS scores.](image)

Figure 8. Box plots of the modified Objective Structured Assessment of Technical Skills checklist and GRS scores. GRS: Global Rating Scale.
Reaction
Satisfaction with learning and evaluation of the training measures was used to examine participants’ reaction to the training.

Satisfaction with Learning
The results of the satisfaction with learning questions (adapted from the NLN scales) that were asked in the posttest for the intervention and comparison groups are shown in Table 3. On average, participants rated the teaching methods as helpful and effective for the intervention and comparison groups, with scores 4.52 and 4.65, respectively, out of 5. Averaged responses also indicated that they enjoyed how the teacher taught the session for the intervention and comparison groups with scores 4.40 and 4.52, respectively, out of 5. A Mann-Whitney U test revealed that there were no statistically significant differences between the intervention and comparison groups on these items.

Table 3. Self-reported learning—scale of 1 (strongly disagree) to 5 (strongly agree).

<table>
<thead>
<tr>
<th>Measurement item (satisfaction with learning)</th>
<th>Intervention group (n=25), mean (SD)</th>
<th>Comparison group (n=23), mean (SD)</th>
<th>Mann-Whitney U test</th>
</tr>
</thead>
<tbody>
<tr>
<td>The teaching methods used were helpful and effective.</td>
<td>4.52 (0.71)</td>
<td>4.65 (0.49)</td>
<td>306.5</td>
</tr>
<tr>
<td>I enjoyed how the teacher taught the session.</td>
<td>4.40 (0.82)</td>
<td>4.52 (0.59)</td>
<td>299.0</td>
</tr>
</tbody>
</table>

Participant Evaluation of Training
Participants in the intervention and comparison groups were asked to evaluate their experiences with the training session that took place physically in the MTU space. Participants indicated that the MTU could play an important role in rural medical training (4.32 and 4.48 out of 5 for the intervention and comparison groups, respectively), they were satisfied with their overall experience in the MTU (4.32 and 4.43 out of 5 for the intervention and comparison groups, respectively), and they would recommend the MTU to their colleagues for SBME (4.32 and 4.43 out of 5 for the intervention and comparison groups, respectively). A Mann-Whitney U test revealed that there were no statistically significant differences between the intervention and comparison groups on any of these questions (Table 4).

Table 4. Participants’ evaluation of training modality—scale 1 (strongly disagree) to 5 (strongly agree).

<table>
<thead>
<tr>
<th>Evaluation of training modality</th>
<th>Intervention group (n=25), mean (SD)</th>
<th>Comparison group (n=23), mean (SD)</th>
<th>Mann-Whitney U test or t test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you think the MTU(^a) could play an important role in rural medical training?</td>
<td>4.32 (1.11)</td>
<td>4.48 (0.51)</td>
<td>276.0</td>
</tr>
<tr>
<td>How satisfied are you with your overall experience in the MTU?</td>
<td>4.32 (0.56)</td>
<td>4.43 (0.59)</td>
<td>319.5</td>
</tr>
<tr>
<td>Would you recommend the MTU to your colleagues for simulation-based medical training?</td>
<td>4.32 (0.56)</td>
<td>4.43 (0.73)</td>
<td>331.0</td>
</tr>
</tbody>
</table>

\(^a\)MTU: mobile telesimulation unit.

Discussion
Principal Findings
Using a conceptual framework based on Kirkpatrick’s and Miller’s works [24,25], we examined learning based on knows and shows how levels and also studied the reactions of the participants to the training. We found this framework useful to help ensure a thorough evaluation of the training delivered using an MTU. The results from this study indicate comparable learning (knows and shows how) and reactions of participants who received the procedural skills training remotely with those who received the training face-to-face.

Consistent with the literature, we found that subject’s knowledge level (knows) remained unchanged after the training. This is what was expected as there are 2 distinct key areas of knowledge with respect to competent procedural skills performance—one related to factual background information (knows) and the second being the ability to complete all necessary steps (shows how). Our study focused on shows how, as the ability to physically and capably complete a procedural skill relies on deliberate practice of that skill [36]. Nevertheless, it was important to measure the procedural skill knowledge (knows), as it enabled us to ensure there was a consistent knowledge level across all groups. This is particularly important, as procedural skills training sessions aim to enable participants’ performance of the procedure (ie, shows how), which is a higher level than knows.

With respect to the shows how learning, our study supports previous findings related to telesimulation and mobile simulation [7,8,37,38]. We found that the learning outcomes for the participants who received training remotely through the MTU, as assessed using modified OSATS checklist and GRS, are comparable with those of the face-to-face simulation-based training group. Furthermore, participants who received training, either remotely or face-to-face, received statistically significantly better scores than those who did not receive instruction (ie, the control group). The average scores on the checklist more than
doubled from the pretests to posttests for the intervention (from 3 to 6.54) and comparison groups (from 2.96 to 6.22). However, the increase in the scores for the control group was negligible, increasing by only 0.33 points (from 2.91 to 3.24). This indicates that training resulted in similar acquisition of skills-based knowledge for both the remote training and face-to-face groups.

Retention tests indicated that there were no statistically significant differences in skills retention between all 3 of the groups. On average, differences between the scores on retention test–modified and posttest–modified OSATS checklist and GRS scores either stayed the same or decreased slightly for all groups. From this, we conclude that the manner of instructional delivery (either remote or face-to-face) does not impact retention.

In addition to the comparable learning outcomes, participants had similarly high levels of satisfaction with learning in the MTU. Rating the teaching methods as helpful and effective, participants indicated that, on average, they enjoyed instruction during the session. This is encouraging as satisfaction with the training, in the case of the MTU concept facilitated through a local healthcare facility, could influence commitment and readiness to transfer learning to the workplace at their own site [39,40].

Overall, participants evaluated their training experience with the MTU as positive. There were no statistically significant differences in evaluations between those who received training remotely versus those who received it face-to-face. Participants felt that the MTU could play an important role in rural medical training, they indicated that they were satisfied with their overall experience in the MTU, and they would recommend the MTU to their colleagues for SBME.

The primary limitation of this study is the relatively small sample size and the inclusion of research subjects from a single institution. However, several things help make the study more robust: (1) the inclusion of a control group; (2) the study design including pretest, posttest, and retention tests; and (3) the triangulation of the results of the modified OSATS checklist and GRS scores with 2 blinded raters demonstrating a favorable interrater reliability provides reassurance of the robustness of the study results [41]. The second limitation is the fact that the physician who was involved in the design of the MTU is the one who led the training sessions for all subjects. It would be interesting to examine the impact on training if a physician not directly involved in the study delivered the training.

There are a number of implications for future SBME and research. First, there is a shift from delivery of medical education in large urban academic centers toward distributed medical education. Technologies such as video conferencing and digital library collections have enabled this advancement and are tied to social, health, and economic benefits [42,43]. There is potential for the MTU concept to play a role in this area, and further research is needed to determine how best to incorporate this concept into practice. Here, it would be particularly important to consider 2 significant time challenges faced by rural practitioners; the maintenance of busy clinical practice, often with limited backup, in addition to the invaluable contributions made in teaching a variety of learners, often with limited resources. A collaborative approach, drawing on local expertise, along with distance-guided mentorship could facilitate valuable advances. The second and related contribution is the potential MTU-enabled cost-savings for trainees and mentors. Cost is often a major barrier to accessing SBME, but it is often not considered in SBME research [44]. Traditional delivery models will have a course, and associated expenses brought to a particular site, such as the related costs of travel, equipment, mentors, and time. The alternative being that the rural practitioner must travel to a central location to teach and is left to address the challenges of patient coverage, time off, and expenses relating to the training and travel. By making cost an important consideration in the development of the MTU, the intention is to make this novel approach more accessible. An economic impact evaluation relating to the use of the MTU in practice is recommended. Third, further studies should be conducted to validate the utility and effectiveness of the MTU concept for skills training that is important to the practice needs of the target audience. Through collaborative discussion and targeted needs assessments with rural practitioners, the specific clinical and educational needs would best be determined. This would enable the examination of Kirkpatrick’s behavior (and Miller’s does), as well as the results levels of the learning evaluation model. As a broader range of skills sessions are delivered remotely through mobile telesimulation, opportunities to study validity and reliability will be more readily available. Fourth, further exploration of skill and scenario characteristics that make them amenable to the remote-mentoring approach to training is necessary, including ability to observe key performance features and maneuvers. This study demonstrated equivalent learning outcomes on assessment of procedural skills for chest tube insertion. This should be further explored for other procedural skills. Fifth, training sessions for this study were conducted in areas with reliable, high-speed internet access; however, rural and remote areas may have limited internet connectivity, which will impede the delivery of remote training and may particularly affect how learners perceive and rate their remote mentoring experience. Future research will explore the use of purpose-built efficient communications systems designed for low bandwidth. Sixth, as proposed by others [3], future research should compare different forms of simulation. Using mobile telesimulation, this would involve comparison of training delivered remotely in an MTU using different levels of fidelity simulators. Finally, the unavailability of mentors comfortable with using simulation-based teaching delivered through telecommunication may present a barrier to expanding this novel approach to SBME [45]. Therefore, the use of the MTU for the remote assessment of skills should also be examined, especially in domains that are poorly covered by traditional written and oral examinations.

Conclusions

SBME is a well-established training approach, particularly for high-acuity, low-occurrence procedures and scenarios. Practitioners located in rural and remote locations particularly stand to benefit as they face a number of unique challenges with respect to simulation resources, including geographic, cost, and time constraints. This study describes an evaluation of educational efficacy comparing remote versus face-to-face mentoring for procedural skills training. To our knowledge, this
study is one of a few to develop and assess SBME combining the concepts of telesimulation and mobile simulation.

We used a conceptual framework based on the combination of Kirkpatrick’s Learning Evaluation Model and Miller’s Clinical Assessment Framework to guide the study. We found that training delivered remotely through the MTU is an effective way to conduct a skills session. Those who were remotely trained had comparable learning outcomes (shows how) to subjects who received face-to-face instruction. Participants were also satisfied (reaction) with their learning and training experiences. Such remote mentor-led SBME expands opportunities for health practitioners to more easily access the training and mentor-guided practice that they require. Future investigation is needed to examine the utility of the MTU approach in practice, with different skills and level of fidelity, and as a means to provide remote assessment of skills.
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Abstract

Background: Although real-time mental health specialist video consultations have been proposed as an effective care model for treating patients with mental health conditions in primary care, little is known about their integration into routine practice from the perspective of family physicians.

Objective: This study aimed to determine the degree to which family physicians advocate that mental health specialist video consultations can be integrated into routine primary care, where most patients with mental health conditions receive treatment.

Methods: In a cross-sectional qualitative study, we conducted 4 semi-structured focus groups and 3 telephonic interviews in a sample of 19 family physicians from urban and rural districts. We conducted a qualitative content analysis applying the Tailored Implementation in Chronic Diseases framework in a combined bottom-up (data-driven) and top-down strategy for deriving key domains.

Results: Family physicians indicated that mental health specialist video consultations are a promising and practical way to address the most pressing challenges in current practice, that is, to increase the accessibility and co-ordination of specialized care. Individual health professional factors were the most frequently discussed topics. Specifically, family physicians valued the anticipated clinical outcomes for patients and the anticipated resources set for the primary care practice as major facilitators (16/19, 84%). However, family physicians raised a concern regarding a lack of facial expressions and physical interaction (19/19, 100%), especially in emergency situations. Therefore, most family physicians considered a viable emergency plan for mental health specialist video consultations that clearly delineates the responsibilities and tasks of both family physicians and mental health specialists to be essential (11/19, 58%). Social, political, and legal factors, as well as guideline factors, were hardly discussed as prerequisites for individual family physicians to integrate mental health specialist video consultations into routine care. To facilitate the implementation of future mental health specialist video consultation models, we compiled a checklist of recommendations that covers (1) buy-in from practices (eg, emphasizing logistical and psychological relief for the practice), (2) the engagement of patients (eg, establishing a trusted patient-provider relationship), (3) the setup and conduct of consultations (eg, reliable emergency plans), and (4) the fostering of collaboration between family physicians and mental health specialists (eg, kick-off meetings to build trust).

Conclusions: By leveraging the primary care practice as a familiar environment for patients, mental health specialist video consultations provide timely specialist support and potentially lead to benefits for patients and more efficient processes of care. Integration should account for the determinants of practice as described by the family physicians.

Trial Registration: German Clinical Trials Register DRKS00012487; https://www.drks.de/drks_web/navigate.do?navigationId=trial.HTML&TRIAL_ID=DRKS00012487
Introduction

Background

For decades, primary care has been the de facto mental health care outpatient system in most countries. In recent years, the management of mental health conditions in primary care has further increased because of the higher prevalence and regional shortages of mental health care providers [1]. Collaborative mental health care integrating mental health specialists in primary care practices has been proposed as a possible solution. However, its coordination with primary care has been found to be a persistent challenge [2,3]. To address this challenge, clinicians and policy makers have recently proposed real-time mental health specialist video consultations as a service delivery model [4-6]. Telepsychiatry technologies such as mental health specialist video consultations are integrated, patient-centered care models that can be classified into low-, moderate-, and high-intensity models. These levels depend on the complexity of the intervention as well as the amount of resources, such as the extent to which the primary care provider or specialist is involved [7]. In this study, we examined the potential for integrating mental health specialist video consultations as a moderate-intensity model into office-based routine primary care. Within our model, family physicians referred patients presenting in primary care with depression and/or anxiety to a mental health specialist. The mental health specialist will then schedule and conduct the mental health specialist video consultation with the patients in the primary care practice. The mental health specialist intervention is time limited and aimed at diagnostics, care planning, and crisis management or brief psychotherapy. To date, there have been some pioneering studies indicating that video consultations work well for health care settings [8-12]. Specifically, in randomized controlled trials that were conducted within the unique context of the Veterans Health Administration system and federally qualified health centers, video consultations were effective for depression [8,9]. Furthermore, commercial telepsychiatry providers have established nonclinical physician extenders as virtual care navigators for referring patients from primary care to a telepsychiatrist [10]. There is also preliminary evidence that video consultation–based collaborative care decreases costs and improves access to mental health care, especially in rural areas, by reducing travel time [11,12].

Implementation of Mental Health Specialist Video Consultations Into Primary Care

Although these findings are promising, we do not know whether and to what extent practicing family physicians themselves are convinced that mental health specialist video consultations can be integrated into routine practice. Moreover, although Powell et al recently reported that primary care patients are quite willing to engage in video consultations, the prerequisites for the amount of time needed for their adoption from the family physicians’ perspective are unknown [13,14]. However, for the development of successful implementation strategies for routine care, it is crucial to allow family physicians, who are the central stakeholders in routine care, to evaluate the anticipated benefit of the proposed models. Therefore, the purpose of this qualitative focus group study was to assess the potential for the integration of mental health specialist video consultations into office-based routine primary care based on the analysis of family physicians’ perceptions of current practice.

Methods

Study Design and Conceptual Framework

We conducted a cross-sectional qualitative study with semistructured focus groups as a naturalistic data collection method to assess the collective sense making of family physicians and to explore experiences and perceptions through the interaction of the participants [15]. We opted for focus groups, given that they are more appropriate than interviews when people do not have a personal stake in the topic [16] and that focus group participants usually have less constrained discussions than those in individual interviews [17]. We conducted telephonic interviews with family physicians who were not able to participate in a focus group for organizational reasons. By integrating focus groups and interviews, we were able to (1) avoid the withdrawal of family physicians who were particularly interested in study participation and (2) capture complementary perspectives on mental health specialist video consultations [18] and therefore gather broader information. To capture both current real-world practice and the potential integration of video consultations, we followed a pragmatic approach based on the critical realist position. This allowed us to derive recommendations for future interventional studies on mental health specialist video consultations [19]. This study was approved by the ethics committee of the medical faculty at Heidelberg University (S-197/2017) and preregistered with the German Clinical Trials Register (DRKS00012487). We followed the COmplexified criteria for REporting Qualitative research guidelines for reporting qualitative study results [20].

Participants and Recruitment

We applied purposeful sampling to account for a diverse range of participants and information [21]. Specifically, in an initial survey study (results not presented here) on the integration of mental health specialist video consultations, we invited all 788 family physicians registered with the Association of Statutory Health Insurance Physicians in 1 urban and 4 rural districts (from a total of 35 districts in Baden-Württemberg, 1 of 16 German federal states) to participate in a focus group. Apart from registration, there were no other eligibility criteria for family physicians. Overall, 107 family physicians (13.6%, 107/788) responded to the survey, 41 of whom showed interest in participating in a focus group. We conducted phone calls with 35 family physicians to schedule a focus group appointment with a maximum of 6 participants each. One family physician
took part in a focus group without a formal invitation but rather following another participating family physician’s suggestion. Overall, 16 family physicians refused to participate, most frequently because of holiday leave (n=4) and lack of interest (n=4). In addition, 7 family physicians were not contacted because of earlier-than-expected data saturation. The latter was achieved when no additional insights emerged from data, and the content began to repeat. Overall, we conducted 4 focus groups (range: 2-6 participants, 90-120 min) involving 16 family physicians at Heidelberg University Hospital alongside individual telephonic interviews (40-55 min) with 3 family physicians. We offered a nonadvertised individual monetary compensation of €50.

Data Collection
We developed a semistructured question guide to prompt group discussions and interviews (Multimedia Appendix 1). The questions focused on how family physicians perceived current health care for patients with mental disorders, the potential for integrating mental health specialist video consultations into office-based routine primary care, and the determinants of the implementation of mental health specialist video consultations. We piloted the guide on 1 family physician and 1 senior health services researcher. It was also reviewed after the first focus group. After obtaining written informed consent from all participants, the first author (Doctor of Philosophy student, sociologist, and expertise in qualitative research) and the last author (Doctor of Medicine, internal medicine specialist, senior researcher, and content expert for mental health services) moderated the focus groups. To stimulate the discussion, the moderators presented a 7-min video clip illustrating the mental health specialist video consultation model. The interviews were conducted by the first author who verbally described the model. All focus groups and interviews were audio-recorded and uploaded to a secure server of Heidelberg University Hospital, which was only accessible to the research team. We analyzed the participants' sociodemographic and primary care practice data that were collected in the initial mail survey.

Data Analysis
First, before anonymizing the data, a professional transcription service conducted verbatim audio transcriptions of the recordings. Second, 2 authors (MH and MWH) independently conducted a qualitative content analysis of the first focus group in MAXQDA 12 (VERBI Software). To develop the code system, we followed a combined bottom-up (data-driven) and top-down strategy [22]. For the latter, we applied the 7 domains of the Tailored Implementation in Chronic Diseases (TICD) framework as an analytical lens to identify the determinants of practice [23]. The TICD accounts for multiple levels (micro- and macrolevels) and stakeholder perspectives (eg, patients and health care providers). Third, both researchers compared their code systems and resolved disagreements in a final version. Fourth, we applied the code system to the remaining transcripts. To ensure representation of all key aspects, we modified the codes when new aspects emerged. We summarize the key domains, including definitions and supporting quotes in Multimedia Appendix 2.

Results
Sample
Table 1 shows the sociodemographic characteristics of the 19 participating family physicians.
Table 1. Sample description (N=19).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female sex, n (%)</td>
<td>9 (48)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>57.5 (7.3)</td>
</tr>
<tr>
<td>Years in office-based practice, mean (SD)</td>
<td>18.3 (9.7)</td>
</tr>
</tbody>
</table>

**Type of practice, n (%)**
- Solo practice: 12 (63)
- Shared practice: 6 (32)
- Group practice: 1 (5)

**Areas of recruitment, n (%)**
- Cities (densely populated areas): 2 (11)
- Towns and suburbs (intermediate density areas): 14 (74)
- Rural areas (thinly populated areas): 3 (16)

**Additional qualification in psychotherapy, n (%)**
- 4 (21)

**Average number of patients per quarter, n (%)**
- <500: 1 (5)
- 501-1000: 6 (32)
- 1001-1500: 6 (32)
- >1500: 6 (32)

**Patients with mental health conditions per week, n (%)**
- 1-5: 1 (5)
- 5-10: 3 (16)
- 10-15: 7 (37)
- >10-15: 8 (42)

*Multiple responses possible.*

---

**Depiction of Current Practice**

For family physicians, the coordination of care for patients presenting with mental health disorders was a persistent challenge in current practice. Waiting times and an insufficient number of available mental health specialists (14/19), as well as a lack of professional exchanges between family physicians and mental health specialists (12/19), were major difficulties:

> It is very difficult because we have such poor access to psychotherapists. [...] They [the patients] must wait for a quarter of a year to half a year to get an appointment. [Interview 3]

These barriers consistently produced a precarious psychological dilemma. On the one hand, family physicians did not have enough resources (eg, because of time restrictions) to provide mental health care themselves for all patients in need (12/19):

> Psychotherapy cannot be integrated into everyday primary care practice. However, the first step to getting a feeling or becoming pretty sure that this patient would need to be referred to someone, to a psychotherapist...this takes more than the usual ten- or fifteen-minutes during the consultation...Um...to open Pandora’s box, that takes more time. It...um...the patient must feel that he can open up himself. That is quite a time challenge because during flu season, I must admit, that I just don’t listen, I just don’t go there. That is not possible then. [Focus group 1]

Family physicians could not refer patients to mental health specialists because of unavailability. On the other hand, observing that patients remained undertreated was at odds with the professional ethics of the family physicians, who generally commit themselves to providing comprehensive care to their patients (6/19, 32%):

> Interviewer: How do you handle the less urgent cases?

> Bm1: Um, those are, um, mostly unserved, or I improvise and um, I am not so happy with that. [Focus group 3]

**Determinants for Implementing Mental Health Specialist Video Consultations**

Family physicians perceived mental health specialist video consultations as a potentially effective approach to address the gaps in current practice. Specifically, family physicians felt that mental health specialist video consultations would increase low-threshold access and improve coordination to provide mental health care in primary care. In our analysis, we identified...
44 subdomains and grouped them into the 7 domains of the TICD framework: individual health professional factors; patient factors; professional interactions; incentives and resources; capacity for organizational change; social, political and legal factors; and guideline factors. In the following sections, we present our results along these 7 domains arranged in descending order by code frequency. We report code frequency in brackets behind each code to provide information about data saturation and complement our findings. Two domains, namely, social, political, and legal factors and guideline factors, were hardly discussed and are not reported.

Individual Health Professional Factors

Family physicians’ perceptions of the integration of mental health specialist video consultations into primary care were strongly influenced by both the anticipated clinical outcomes and the anticipated resources made available for primary care practice. Specifically, family physicians considered mental health specialist video consultations to potentially facilitate seamless and low-threshold access to specialized mental health care (7/19, 37%):

However, I do see an advantage in having a low-threshold option, to refer a patient to a consultation with a professional, without having to enlist him somewhere, without having him to drive anywhere and so on. [Focus group 2]

By enabling timely referrals, family physicians argued, mental health specialist video consultations would lead to relatively rapid clinical improvement in patients, which emerged as the foremost purpose of family physicians’ professional identity:

I could offer something to my patients, not for the purpose of advertisement, but I could actually propose something that makes patients feel better. And that’s why I attend to the patient in the first place. [Focus group 4]

Moreover, several family physicians expected that, to some extent, mental health specialist video consultations would make resources available for the entire primary care team and, in the long term, lead to more efficient daily workflows (9/19, 47%). They underscored that the major benefit would entail psychological relief for them as they would now be able to trust that the adequate treatment has been initiated:

They [mental health specialist video consultations] may produce some psychological relief by letting me know that I did something good for the patient [...] Of course, the feeling that I did something meaningful for the patient would be relieving. [Focus group 4]

Furthermore, considering patient outcomes, some family physicians underscored the difference between virtual and face-to-face consultations (6/19, 32%). Some family physicians stated that with certain patient groups, there may be a risk of not being able to establish a sufficiently stable therapeutic relationship through mental health specialist video consultations. Consequently, family physicians argued that the establishment and monitoring of a solid patient-provider relationship should be the top priority when implementing mental health specialist video consultations. Otherwise, mental health specialist video consultations might alienate patients from care providers. One particularly concerned family physician stated the following:

Well, as I said, I think they [mental health specialist video consultations] may work with some people, but in principle, it is different from sitting across from someone. There you get information you won’t get through a screen. [Focus group 2]

Specifically, family physicians worried that nonverbal communication may be constricted in mental health specialist video consultations and that this anticipated limitation would become particularly apparent in emergency situations:

So, is the therapist actually able to assess someone through the camera in an empathetic manner? What happens if one raises a particular issue and he [the patient] leaves the room [...] If he screams and pulls the cables out [Focus group 1]

In every focus group and interview, family physicians noted the importance of facial expressions, gestures, and even physical interaction in such situations and advocated for technical solutions optimally supporting nonverbal communication. In addition, most family physicians considered a viable contingency or emergency plan for mental health specialist video consultations, clearly delineating responsibilities and tasks for both family physicians and mental health specialists as essential (11/19, 58%). For instance, they mentioned collaborative debriefing between the family physician and the mental health specialist as a consultant or expert after a mental health video consultation as well as hotline support for patients as potential solutions:

Yes, I would welcome, um, an interdisciplinary debriefing or a time window for resolving open questions. [Focus group 1]

At least he [the patient] has to have some sort of hotline number [to call]. If he still had problems, and if his primary care physician and office were closed, he would still have a contact person to turn to. Something like this perhaps. [Focus group 4]

Patient Factors

Family physicians discussed several patient-related themes, namely, target groups for mental health specialist video consultations, potential preferences, and barriers for technology-based interventions such as mental health specialist video consultations that patients might anticipate.

First, family physicians regarded certain environmental conditions as prerequisites for fostering patient involvement (12/19, 63%). For instance, family physicians wanted to have a designated room available to ensure confidential consultations. Second, family physicians considered mental health specialist video consultations to be generally suitable for patients but were ambivalent concerning certain groups. A few family physicians expected the elderly to be more hesitant in accepting mental health specialist video consultations as essential (11/19, 58%). For instance, they mentioned collaborative debriefing between the family physician and the mental health specialist as a consultant or expert after a mental health video consultation as well as hotline support for patients as potential solutions:
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Many older people state that they do not want to see a psychotherapist; these people consequently won’t go for a video consultation either. [Interview 1]

Nevertheless, some family physicians regarded elderly patients as potentially open-minded toward and interested in mental health specialist video consultations (6/19, 32%). To this end, I family physician gave an illustrative example:

I am always surprised to see my 90-year-old grandmas who use Skype without any difficulties. They have just acquired the necessary skills. From my perspective, the barrier to adopt the technology is not large at all. [Focus group 1]

To facilitate patient engagement, family physicians felt responsible for introducing the patient to the mental health specialist as part of the first session and for being available to follow up with the patient beyond the mental health specialist video consultation. From the family physicians’ perspectives, patients (1) who had physical-mental health comorbidities or medically unexplained symptoms (eg, unspecific gastrointestinal complaints; 4/19, 21%), (2) who hesitated to seek mental health care, (eg, because of stigma; 5/19), and (3) who were immobile, particularly in rural areas (4/19, 21%), would most likely benefit from mental health specialist video consultations. Some family physicians considered it necessary to explicitly encourage patients to try video consultations and highlighted that each patient would have to continuously consult with the same mental health specialist (5/19, 26%).

Professional Interactions

Family physicians eagerly discussed collaborative aspects and responsibilities related to mental health specialist video consultations. First, they highly appreciated the possibility of collaborating with the mental health specialists (10/19, 53%). Specifically, family physicians regarded brief case discussions with mental health specialists via colleague-to-colleague video calls as an opportunity to validate or revisit their initial diagnostic assessment and allow for treatments to be tailored according to patients’ needs and social environments:

I think that they [mental health specialist video consultations] support you in your work as a family physician. After the consultation, it can be discussed what has been done and whether there remains anything urgent to manage or clarify [Focus group 2]

Second, concerning the distribution of tasks among the involved health care personnel, according to family physicians, medical assistants would have to be responsible for administrative and organizational tasks (eg, appointment allocation and follow-up calls; 10/19, 53%). The family physicians themselves would be responsible for referring patients to the mental health specialist video consultations, whereas family physicians described the role of mental health specialists mainly as consultants with secondary care expertise. To foster a good relationship with the mental health specialists, family physicians demanded that there would be an initial kick-off meeting to meet each other in person.

Incentives and Resources

First and most importantly, most participants stated that reimbursement for mental health specialist video consultations should at least cover their costs for the use of the room where mental health specialist video consultations would be conducted and for additional personnel resources (13/19, 68%). The latter refers to family physicians’ statements that family physicians or their medical staff might carry out some tasks related to the intervention, such as initializing the mental health specialist video consultations via the Web platform. Second, family physicians considered the unknown amount of spatial resources (eg, a room in the family physicians’ practice to provide a confidential environment for conducting mental health specialist video consultations), personnel, and time resources initially necessary for the integration of mental health specialist video consultations into their practice as a main barrier because of the already tightly organized day-to-day routine. For instance, family physicians wanted themselves or their medical assistants to be responsible for initializing the individual mental health specialist video consultation via the Web platform. Therefore, the setup and implementation of mental health specialist video consultations should account for existing structures and workflows in the given practice. For instance, family physicians stated that the mental health specialist video consultations should be conducted outside the usual consultation hours so that a designated room can be guaranteed. Fixed time slots were expected to facilitate the integration. Third, with respect to technology, family physicians named several basic requirements: stable network connectivity, high visual definition, minimized speech delay, and instant technical service support, alongside training sessions for both practice staff and mental health specialists.

Capacity for Organizational Change

Family physicians rarely addressed this aspect spontaneously. Obviously, the anticipated capacity for change in practices was linked to the intrinsic motivation of the individual family physician. However, family physicians emphasized that the prospect of workload relief resulting from the intervention might foster readiness for change within the medical profession (2/19, 10.5%). One family physician also suspected that the family physician’s age might determine his or her intent to adopt technology-based interventions with digital natives assumed to be more open minded (1/19, 5.3%):

It has something to do with being curious. And I can imagine that younger colleagues may be even more curious. [Focus group 2]

Distinctions

First, a comparison of data from cities (2/19, 10.5%), towns or suburbs (14/19, 74%), and rural areas (3/19, 16%) did not reveal any major distinctions. Second, a comparison between solo (12/19, 63%) and group/shared practices (7/19, 37%) indicated that participants from group or shared practices slightly less frequently discussed help for patients or relief for family physicians as expected benefits or outcomes of the intervention. In fact, 5 of 7 participants from group or shared practices valued help for patients or relief for family physicians as potential
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outcomes, whereas 12 of 12 participants from solo practices expected 1 of the 2 potential outcomes.

Discussion

Principal Findings

In this study, we investigated the potential for integrating real-time mental health specialist video consultations in primary care among family physicians working in urban and rural practices. Family physicians perceive current practice as fragmentary and deficient. From their perspective, mental health specialist video consultations are a promising and practical way to address the most pressing gaps, that is, to increase the access to and coordination of specialized care. With respect to the implementability of mental health specialist video consultations in primary care, we were able to derive specific recommendations that cover (1) buy-in from practices (eg, emphasizing potential logistical and psychological relief for the practice), (2) the involvement of patients (eg, establishing and securing a trusted patient-provider relationship), (3) the setup and conduct of consultations (eg, solid emergency plans in place), and (4) the fostering of collaboration between family physicians and mental health specialists (eg, in person kick-off meetings to build trust). With respect to both future video consultation applications in routine care as well as feasibility and full-scale intervention trials, we have summarized these recommendations in a checklist that supports stakeholders in accounting for determinants of implementation (Multimedia Appendix 3).

Previous work on video consultations has been limited to efficacy trials and postintervention studies on perceptions, acceptance, and satisfaction [8,9,13,24-26]. In 2 efficacy trials, Fortney et al found video consultations to be a promising mode of delivery of mental health care [8,9]. However, both trials were in unique contexts (ie, the Veterans Health Administration system and rural federally qualified health centers) and did not apply any participatory assessments to capture the perspective of the professionals and patients. Studies assessing the determinants of the integration of technology-based mental health care models into primary care prospectively have been missing. To the best of our knowledge, our study is the first to provide in-depth qualitative findings on the anticipated benefit of video consultations for patients with mental health conditions in office-based primary care. In the following paragraphs, we therefore discuss our results against the background of more general findings on applying video consultations to tackle medical problems. First, from the patients’ perspective, video consultations are welcomed in settings as varied as primary care [13], emergency medicine, and radiology [24]. Concerns about the practicability of video consultations have rarely been explored and have therefore remained rather unspecific [13]. From the perspective of family physicians, we were able to characterize more specific challenges, such as handling emergency situations virtually. We were also able to address potentially sustainable solutions for these challenges with family physicians who were very familiar with routine care conditions. Second, from the health care personnel’s perspective, staff and financial resources constitute the main barriers for the integration of Web-based interventions in general [27] and video consultations in particular [25,28]. Our work adds that, in addition to these organizational factors, family physicians focus on establishing a reliable therapeutic relationship in the mental health specialist video consultation setting. The latter and patient satisfaction are substantial prerequisites for the effectiveness and acceptance of telemental health models such as mental health specialist video consultations for patients as well as health care professionals [26]. Hence, family physicians, as persons of trust, could support particularly skeptical patients in trying out mental health specialist video consultations, and family physicians could perform warm handoffs to refer patients by means of a personal introduction [29]. At this point, the unique advantage of embedding mental health specialist video consultations directly into primary care practice, an environment with which patients often have been familiar for decades, becomes apparent in our study. Only 1 study focused on collaborative aspects from the perspective of health care personnel using video consultations in primary care [30]. The main result, namely, that staff mostly want to consult with specialists in cases of diagnostic uncertainty, is in accordance with our findings. However, we also found that collaboration should be based on an initial personal encounter between family physicians and specialists. Similar to previous investigations in patients and family physicians, the likelihood of positive outcomes for patients was linked to the patients’ literacy in modern technologies [31,32]. However, family physicians in our study underscored readily available specialist support and the family practice as a familiar environment for the patient as crucial determinants of clinical benefits. Finally, participants in our study rarely addressed health system factors. This observation is in accordance with other research on barriers for implementation, namely, that health system factors seem to be outside the perception of health care providers [33].

Strengths and Limitations

Our study has some limitations. First, because of the qualitative nature of our study, family physicians’ anticipated barriers and facilitators of mental health specialist video consultations may not be generalizable to a larger population of family physicians or other health care providers. Thus, our findings may be biased in favor of participants willing to implement video consultations. However, a qualitative approach is most suitable to arrive at an in-depth exploration of the family physicians’ perceptions, and controversial aspects of video consultations were consistently brought up in our study. Second, we used the TICD framework as an analytical concept and applied its key domains to the data. Nevertheless, the original TICD framework subdomains seemed unsuitable for covering the data. Consequently, we decided to generate the subdomains with a bottom-up approach by processing the entire text material available. We think that in doing so, we have further fostered the validity of the final code system. To limit the selection and confirmation bias for the codes generated bottom-up, we reviewed the preliminary code system along the entire material and modified the subdomains when needed. Third, we provide preliminary recommendations for facilitating mental health specialist video consultations in routine primary care derived from the data as a first practical guidance for initial feasibility studies in telepsychiatry for
integrated care. However, these recommendations have not yet been evaluated in practice and are therefore not yet evidence based. Finally, none of the participants had any previous practical experience with mental health specialist video consultations. This finding may imply that the anticipated determinants of implementation differ from those that family physicians would mention after having conducted mental health specialist video consultations. Nevertheless, we supported participants in being able to fully visualize the implementation and practice of mental health specialist video consultations by introducing the care model in a video clip (focus groups) or verbal description (telephonic interviews).

Conclusions
In conclusion, our study points to the precarious situation for patients and family physicians addressing mental health conditions in current everyday practice. Our findings suggest that mental health specialist video consultations show great potential to address the perceived challenges. Given the potential benefits outlined in our qualitative results, we have now embarked on a feasibility study (trial registration number: DRKS00015812) testing a tailored mental health specialist video consultation model for integration into primary care [34]. Specifically, the results presented here have informed the feasibility study protocol and intervention. From the family physicians’ perspective, mental health specialist video consultations hold promise for the future by potentially increasing access to and coordination of specialized care, encouraging cross-sectoral collaboration and providing benefits for patients and family physicians alike.

Acknowledgments
Financial support for this study was provided entirely by a grant from the German Federal Ministry of Education and Research (grant number 01GY16129). The funding agreement ensured the authors’ independence in designing the study, interpreting the data, writing, and publishing the report. The funder was not actively involved in conduct of the study. The authors had full access to all the data in this study and take complete responsibility for the integrity of the data and the accuracy of the data analysis.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Semistructured guide for focus groups and telephone interview. [DOCX File, 15KB - jmir_v21i8e13382_app1.docx ]

Multimedia Appendix 2
Summary of domains and subdomains. [DOCX File, 17KB - jmir_v21i8e13382_app2.docx ]

Multimedia Appendix 3
Recommendations for facilitating mental health specialist video consultations in routine primary care. [DOCX File, 19KB - jmir_v21i8e13382_app3.docx ]

References


Abbreviations

TICD: Tailored Implementation in Chronic Diseases

©Mariell Hoffmann, Mechthild Hartmann, Michel Wensing, Hans-Christoph Friederich, Markus W Haun. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 19.08.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
The Association Between Willingness of Frontline Care Providers’ to Adaptively Use Telehealth Technology and Virtual Service Performance in Provider-to-Provider Communication: Quantitative Study

Hyeyoung Hah¹, PhD; Deana Goldin²*, PhD, DNP; Sejin Ha³*, PhD

¹Department of Information Systems and Business Analytics, Florida International University, Miami, FL, United States
²Nicole Wertheim College of Nursing & Health Sciences, Florida International University, Miami, FL, United States
³Retail, Hospitality, and Tourism Management, College of Education, Health, and Human Sciences, The University of Tennessee, Knoxville, Knoxville, TN, United States

*all authors contributed equally

Corresponding Author:
Hyeyoung Hah, PhD
Department of Information Systems and Business Analytics
Florida International University
11200 SW 8th Street
Miami, FL, 33199
United States
Phone: 1 3053484342
Email: hyeyoung.hah@gmail.com

Related Article:
This is a corrected version. See correction statement: https://www.jmir.org/2019/11/e17123

Abstract

Background: Telehealth technology can create a disruptive communication environment for frontline care providers who mediate virtual communication with specialists in electronic consultations. As providers are dealing with various technology features when communicating with specialists, their flexible attitude and behaviors to use various telehealth-related technology features can change the outcome of virtual care service.

Objective: The objective of this study is to examine frontline care providers’ technology adaptation behaviors in the electronic consultation context. From the perspective of frontline care providers, we reapply and retest a theoretical model, reflecting a mechanism through which technology users’ personal characteristics and technology adaptation behavior enhance virtual service performance, which is an important performance enabler in this online meeting context. In provider-to-provider communication, particularly, we explore the association among providers’ information technology (IT)-related personal characteristics, adaptive telehealth technology use, and virtual service performance.

Methods: An online survey was administered to collect individual providers’ personal traits, IT adaptation, and perception on virtual service performance. Partial least squares-structural equation modeling was used to estimate our predictive model of personal traits—IT adaptation, such as exploitative use (use the telehealth technology in a standard way), and exploratory use (use the telehealth technology as innovative way)—and virtual service performance.

Results: We collected 147 responses from graduate nursing students who were training to be nurse practitioners in their master’s program, resulting in 121 valid responses from the cross-section online survey. Our theoretical model explained 60.0% of the variance in exploitative use of telehealth technology, 44% of the variance in exploratory use of telehealth technology, and 66% of the variance in virtual service performance. We found that exploitative IT use is an important driver to increase virtual service performance ($β=0.762, P<.001$), and personal characteristics such as habit are positively associated with both exploitative ($β=0.293, P=.008$) and exploratory use behaviors ($β=0.414, P=.006$), while computer self-efficacy is positively associated with exploitative use of telehealth technology ($β=0.311, P=.047$).
Conclusions: This study discusses the unique role of frontline care providers in a virtual care service context and highlights the importance of their telehealth adaptation behavior in provider-to-provider communication. We showed that providers perceive that telehealth technologies should function as intended, otherwise it may create frustration or avoidance of the telehealth technology. Moreover, providers' habitual use of various technologies in daily lives also motivates them to adaptively use telehealth technology for improving virtual care service. Understanding providers’ technology habit and adaptation can inform health care policy and further provide a better view of the design of telehealth technology for online communication.

*(J Med Internet Res 2019;21(8):e15087) doi:10.2196/15087*
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**Introduction**

**Background**

As telehealth technologies enable virtual and timely communication among care providers, frontline care providers particularly face challenges in enhancing service performance while using such technologies. In the primary care setting, care provider groups such as doctors, nurse practitioners, and nurses have been the first point of contact for people who seek health care services [1] within close proximity of patients in the location [2]. As the use of telehealth technology in electronic consultation (e-consultation) has expanded care providers’ role to managing some specialty care work [3,4] beyond locational boundaries [5], it has become visible how they broker specialty visits between primary and specialty care by using telehealth technology [6]. Telehealth technology is thus supposed to enhance frontline care providers’ virtual communication electronically. For example, care providers speak to patients via scheduled or on-demand/urgent visits; in addition, they communicate with specialists to ask questions and help patients avoid further face-to-face consultation with specialists [7]. Our main focus in this paper is on the latter case, often termed telespecialty consultation or e-consultation [8], which is the interaction between frontline care providers and specialists. In this environment, a patient typically does not see a specialist and relies solely on care providers' intervention to gain access to specialists, and thus, care providers’ need to manage each patient’s case in a timely manner while communicating with specialists. Thus, care providers are challenged to act as care moderators of the relationships between patients and specialists to manage expanded care responsibilities and improve service performance with the use of telehealth technology.

Such care providers’ moderating role requires them to adequately select and use telehealth technologies for successful virtual care outcome. Telehealth technology does not refer to a single technology artifact, but to a number of electronic information and communication technologies (ICTs) to facilitate long-distance clinical care, patient and professional health-related education, and public health administration [9]. Accordingly, prior literature has noted that care providers have increasingly used multiple technologies to manage not only the new form of health care, but also virtual communication simultaneously [10-12]. However, such use of multiple technologies for virtual services has led to mixed results. Care providers perceived the use of a single telehealth technology to be beneficial to the timely management of referrals to specialists, but at the same time, they felt burdened by the additional workload that had shifted from specialists [13]. In such processes, care providers’ increased use of other relevant technologies may create frustration and avoid adoption of new technology when certain technological features with which they are familiar do not perform as intended [14] or supplement the role of care providers [5]. More specifically, in the e-consultation context, care providers can feel constrained in sending messages to specialists if this familiar use of messaging technology is not integrated with other services or health systems [15]. Thus, it is fair to say that care providers’ prior use of various technologies and features and their expectation of telehealth technology influence their telehealth use behavior.

However, little attention has been devoted to understanding the telehealth-driven provider-to-provider communication in which individual providers’ technology use behavior as care moderators can influence virtual service performance. Several prior studies have mainly focused on the antecedents of virtual service performance [16], and yet, the mechanisms that influence care moderators’ perception on the use of telehealth technology and service performance in the process of e-consultation are unknown. Given that telehealth technology shares similarities with other health technologies on various devices such as smartphones, tablets, and desktop/laptop computers [17], care providers’ pre-existing experience and self-confidence in dealing with similar or new features from other technologies may not only affect their attitude about using telehealth technology [18], but also the way in which they use the telehealth technology for virtual communication [19]. In other words, a care provider may select and use a set of related telehealth technologies to manage online communication with specialists, which may allow them to enjoy familiar system features or may alter the intended capabilities of the telehealth technology artifacts (referred to as “adaptive use of IT” [20]).

Two aspects distinguish this study from prior studies. First, this study explicitly focuses on care providers’ postadoption behavior using a set of telehealth technologies. Thus far, extensive research has been performed at the intersection of human computer interaction (HCI), health informatics, design science, and information technology (IT) adoption strands, with the main focus on the cognitive/psychological aspect of technology use [21,22] and interactions with technology artifacts [23,24]. For example, prior research noted mechanisms through which individual care providers’ intrinsic and extrinsic motivation,
Adaptive Use of Telehealth Technology

In this paper, we define telehealth technology as electronic ICTs that support both care management and various modalities of virtual care meetings. To explore care providers’ adaptive use of telehealth technology, we build on the Adaptive Structuration Theory (AST) at the level of individual users [20]. In Information Systems (IS) literature, AST explains constituents’ adaptive responses to technological changes and decision outcomes in an organization. The theory describes the mechanisms through which constituents make sense of organizational, technology-driven changes by selecting, adapting, and altering existing “social structures,” all of which lead either to group decision outcomes or create new structures within the organizational context [32-35]. Recently, Schmitz et al [20] extended these adaptation behaviors to the level of individual users within organizations by proposing individual-level social interactions with the focal technology and tasks. This theory states that social interaction processes can occur through two structuration episodes, including technology adaptation and task adaptation, where adaptation can be in two modes: exploitative and exploratory adaptation. Exploitative adaptation reflects the use of technology in line with existing norms and interpretations (expected use), while exploratory adaptation indicates technology use based on nonstandard interpretations (unexpected use). The dynamic effects of adaptive behaviors on individuals’ performance have been demonstrated in various research settings [20] such as job performance and satisfaction in nonhealth domains [36].
In health care, care providers’ adaptive use of telehealth technologies can play an important role in provider-to-provider communication. Weigel et al [37] defined individuals’ adaptive use of health information technology (HIT) as “temporary or permanent modifications that a user makes to his or her behaviors or norms due to the limitations of the HIT.” Thus, if technologies do not fully support e-consultation, this condition can elicit users’ adaptation behaviors [15]. In theory, the adaptive use of technology takes place when users have experienced various technologies and are expected to use existing or new technologies adaptively. In this case, the possible responses are either that they use a system feature as it is or modify some features to produce better outcomes. In the telehealth context, the adaptive use of telehealth technology is also expected, as health stakeholders increasingly use multiple technologies to communicate virtually with one another for care management beyond office visits. For example, care providers use personal messaging apps (eg, Whatsapp) and social network sites [11] to moderate communications between patients and care providers in addition to the designated telehealth sites [7,38]. Hence, care providers’ adequate selection and use of other communication technologies may change the outcomes of telehealth services. In IS literature, such a moderating role of care providers is analogous to that of online meeting facilitators, whose behaviors not only affect the meeting outcomes, but also the other meeting attendees’ behaviors [39]. More specifically, there are two important factors that affect online meeting outcomes: one is facilitators’ personal characteristics such as their level of experience and facilitation [40], and the other is their technology-based skills [41-43]. In this paper, we focus on care providers’ technology-based skills, ie, technology adaptation behaviors and technology-driven personal traits as key determinants to influence virtual service performance.

**Virtual Service Performance**

This study considers virtual care performance to be one of the virtual meeting outcomes that captures care providers’ expected outcomes in response to adequate use of telehealth-related technologies in the e-consultation context. In general, the success of IT use or performance has been considered at multiple levels, such as at the individual, group, and organizational levels [44,45], and individual performance has been widely studied as a key dependent variable to measure individual users’ postadoptive IT use behavior [46-48]. Applied to our research context, care performance from primary care services has been measured by patients’ satisfaction [49], care providers’ evaluation of care coordination [50], or organizational performance [51]. In fact, telehealth technologies need to be able to support various communication modalities via video-conferencing, texting, and a combination of both during care provision [52]. Hence, it is critical that care providers apply effective virtual communication skills when managing electronic patient data [53] and use various technological features, all of which depend upon their proper choice and actual use of the technologies. Thus, we suggest that care providers’ virtual service performance be determined by the adaptive use of telehealth technologies, and their performance can be improved with respect to effectiveness of care, care management, quality of care tasks, decreased error rates in communication, and sharing information [54].

**Personal Innovativeness in Information Technology, Computer Self-Efficacy, and Habit**

Care providers’ responses to these challenges can be reinforced or redirected by their personal characteristics. Prior studies on information technology use have documented the importance of personal characteristics that help users experiment with and control new technology based on their beliefs and experience. When IT users communicate with others online, in general, and when they act as meeting facilitators in a virtual meeting, in particular, the user who presides over the meeting becomes more important, because individual characteristics such as technology-based skills, capabilities, and level of experience [55] affect the success of online meetings and meeting members’ use of technologies [11,38]. Given that care providers need to facilitate virtual communication with specialists, these users’ characteristics and beliefs about the use of telehealth and relevant technologies simultaneously help to predict the online communication outcome, which is virtual service performance in this study. Thus, care providers’ willingness and capability to use multiple telehealth-related technologies (including familiar and new features) and whether care providers possess characteristics that allow them to introduce more innovative ways of technology use can influence virtual service performance [56].
The literature on postadoptive technology, behavior has acknowledged that users’ personal characteristics are important antecedents that explain their postadoption behavior [57,58]. In this model, we identified personal innovativeness in IT use, computer self-efficacy, and habit as determinants to explain care providers’ adaptive telehealth technology use behaviors. First, personal innovativeness in IT use is defined as “the willingness of an individual to try out any new information technology” [57]. This concept has been widely used in IT use studies to capture individuals’ intention to adopt technology, both generally [59] and in health care domains [60-62]. In the adaptive use context, Chow et al [63] found that personal innovativeness positively influenced adaptive IT use behavior. The higher innovativeness a user has, the more likely that he or she is to try new features and mix and match system features that are relevant to tasks (eg, by replacing some existing features with new ones, combining features, or inventing new ways to use certain features for tasks for which they were not intended). Second, computer self-efficacy—referring to a user’s belief about his or her capability to control telehealth technologies—is also likely to influence IT users’ motivation and outcomes [64,65]. Users’ self-judgments about technology efficacy influence their beliefs about a focal technology’s ease of use [65]. In postadoption IT use, individual users’ beliefs about their ability to use new technology are associated with the technology’s deep structural use [66,67]. Lastly, habit concerns the notion that the “habitualization of action occurs more or less automatically via a subconscious response to a work situation” [68]. Thus, people may be willing to adopt a new workplace technology when they understand other technologies in their lives. As automatic reactions to certain tasks that are attributable to prior learning, habits have been identified as predictors of technology adoption or moderators that interact with other factors in postadoption IT use [69-71]. Moreover, habits have been associated with continued use of IT [72,73] and its adaptive use [74]. Schmitz [20] used experience of technology as a personality trait, whereas we used habit instead. This is because habit captures an automatic reaction to certain tasks due to prior learning from technology, while experience reflects users’ exposure to a focal technology in the passage of time [68]. As we focus on users’ prior learning from the use of various technologies, habit is more applicable to our telehealth care context. Taken together, individual characteristics act as key antecedents that predict care providers’ adaptive use behaviors.

**Research Model and Hypothesis Development**

**Exploitative Use of Telehealth Technologies and Virtual Service Performance**

According to Schmitz [20], exploitative use of focal technology occurs “when a user modifies technology features to facilitate usage of the technology consistent with how s/he perceives is intended or standard for the technology.” Thus, exploitative IT use reflects the routine use of IT under existing norms and expectations [36]. Exploitative use of technology occurs in various settings. For example, users employ IT in repetitive tasks to improve efficiency [75], complete tasks [76], and maximize task performance [77]. In a provider-to-provider context, care providers use personal messaging apps (eg, Whatsapp) to expedite communication with specialists after submitting e-consultation requests on telehealth technology platforms [11]. In this case, combined use of the telehealth technology and personal messaging applications that accomplish repetitive tasks can facilitate instantaneous communication with specialists, all of which influence virtual care performance. Thus, we hypothesize the following:

**Hypothesis 1:** Exploitative use of telehealth positively affects virtual care performance.

**Exploratory Use of Telehealth Technologies and Virtual Service Performance**

Exploratory technology use takes place “when a user develops new technology features to facilitate usage of the technology that s/he perceives is unusual or non-standard for the technology” [20]. Nontraditional IT use allows users to identify certain new capabilities of IT, such as exploring new skills and experimentation [76], and to make nonstandard interpretations of the focal phenomenon, leading to divergent consequences [20]. Accordingly, exploratory use of telehealth technology for e-consultation indicates an innovative use of telehealth technology that fosters deviation from existing tasks and the search for alternatives [77]. For example, to achieve timely communication with specialists, care providers need to be capable of managing images and reports and interacting with their electronic health records, which are typically accessed through their mobile phones [78]. Finding ways to quickly process multimedia images or connect hospital systems via interface applications installed on care providers’ devices might be examples of the exploratory use of telehealth technologies.

Therefore, we made the following hypothesis:

**Hypothesis 2:** Exploratory use of telehealth positively affects virtual care performance.

**Individual Characteristics as Antecedents of the Adaptive Use of Telehealth Technologies**

This paper proposes that personal traits are formulated via cumulative exposure to various technologies across multiple life domains (such as the workplace and at home) and hypothesizes that such traits can expand care providers’ capabilities to use both existing and new features in telehealth-related technologies. Individual care providers’ existing beliefs about self-innovativeness, self-judgment about telehealth technology use, and accumulated habits from using daily technologies across multiple life domains can influence the way in which they adaptively use new features of telehealth technologies in both expected and reconfigured ways, particularly for communication with providers (Figure 2). Therefore, we made the following hypotheses:

**Hypothesis 3:** Care providers’ personal innovativeness with IT positively affects their adaptive (H3a: exploitative; H3b: exploratory) use of telehealth technologies.

**Hypothesis 4:** Care providers’ computer self-efficacy positively affects their adaptive (H4a: exploitative; H4b: exploratory) use of telehealth technologies.
**Hypothesis 5**: Care providers’ habits with regard to technology positively affect their adaptive (H5a: exploitative; H5b: exploratory) use of telehealth technologies.

**Figure 2.** Research model. H: hypothesis; IT: information technology.
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**Methods**

**Recruitment**

We recruited graduate nursing students at a university in the Southeastern United States who were studying to become family nurse practitioners and had experienced various types of technologies across different contexts. In telehealth care contexts, in particular, the demand of nurse practitioners is growing because they can collaborate with other specialists to comanage patient care cases for rural or disadvantaged population [42]. With incorporation of such trends and our research focus on nurse practitioners’ role as frontline care providers in e-consultations with specialists, we had to use purposive sampling for those who could provide unique information about telehealth care services that could not be obtained elsewhere [79]. The participants had been trained in the use of telehealth technologies in their education program and their communication with other care members in the simulation rooms, in which the nursing faculty had recorded and evaluated their electronic communication. In summary, our student sample could be legitimately used to capture their adaptive use of telehealth technologies. This nonprobability sampling met our goals to identify a representative sample of nurse practitioners who would be at the front line of telehealth care services as care providers (see [78] for the taxonomies of purposive sampling). To test our hypotheses, a Web-based survey was administered in the spring and fall semesters in 2018. In the online survey, each participant read a case scenario and responded to the questionnaire in terms of their perception on prior experience, adaptive use of telehealth technology, and care service performance (Multimedia Appendix 1).

**Statistical Analysis**

**Instrument Development**

The measurement items were adopted from well-established IS literature and adapted to the telehealth context (Multimedia Appendix 2). To measure the dependent variable, we adapted Goodhue’s [47] five-item scale of task performance. This measure has been used to explain IT postadoptive performance in various contexts, including health care [58]. Two independent variables—exploitative and exploratory use—were measured using items from a previous study [20], in which each item was assessed with four indicators. With regard to the input variables (antecedents to postadoptive IT use), personal innovativeness in IT was measured using three items adapted from a prior study [57]. Computer self-efficacy (a user’s perception of his or her competency in using computers) was measured using four items developed by Compeau and Higgins [64]. Habit reflects care providers’ automatic reactions to a new technology based on prior experience and was captured using four items [68]. Finally, we collected demographic variables (age, income, education, gender, occupation status, and experience in using health apps) and mobile technology usage experience and treated them as control variables in the data analysis. All research variables were reflective constructs and measured on a seven-point Likert scale that ranged from 1 (“strongly disagree”) to 7 (“strongly agree”). To assess face validity, the researchers contextualized the survey scale to make it pertinent to the telehealth care situation. A pretest was performed to ensure content validity. The researchers and two nurse practitioners evaluated and refined each survey item. A total of 37 initial responses were used to revise and finalize the questionnaire for the final survey.

**Analysis**

This study used composite-based partial least squares-structural equation modeling (PLS-SEM) in SmartPLS (Version 3.0, Boenningstedt, Germany: SmartPLS GmbH) to assess the measurement and structural models [80]. PLS-SEM is a causal model that has been frequently used in IS literature [81,82] and is used to maximize the variance that the dependent latent constructs explain [83]. We applied a bias-corrected and accelerated bootstrapping procedure with replacement using 5000 subsamples. Our hypotheses were tested using a one-tailed t test for unidirectional hypotheses.

**Results**

**User Characteristics and Descriptive Statistics**

A cross-sectional online survey was sent to 210 students who were enrolled in the nurse practitioner education program. A total of 146 participants responded to the survey, yielding a response rate of 69.52%; of these, 121 valid responses were used for data analysis. Twenty-five responses were dropped because they only reported demographic information in the surveys. Table 1 summarizes the respondent profiles. The majority were females (72.7%) and employed (full-time workers=54.5%; part-time workers=35.5%). All were well
educated, with an undergraduate or higher degree, and nearly half were of white race (47.5%). Table 1 summarizes the characteristics of the survey participants.

In addition, an adequate sample size is necessary to estimate the PLS path model, which is guided by the 10-times rule and power analysis. On one hand, the 10 times rule dictates the use of “10 times the largest number of formative indicators used to measure a single construct, or 10 times the largest number of structural paths directed at a particular construct in the structural model” [83]. On the other hand, power analysis provides a threshold for the statistical power necessary to detect an effect based on the maximum number of independent variables in the measurement and structural models. In our case, we had five independent variables, three maximum arrows pointing to a latent construct, and thus needed at least 45 observations to achieve a statistical power of 80% and $R^2$ values of at least 0.25 (with a 5% probability of error) [83]. Thus, our sample size (N=121) was deemed adequate to test the research model.
Table 1. Participant characteristics (N=121).

<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>33 (27.3)</td>
</tr>
<tr>
<td>Female</td>
<td>88 (72.7)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>12 (9.9)</td>
</tr>
<tr>
<td>26-40</td>
<td>85 (70.2)</td>
</tr>
<tr>
<td>41-55</td>
<td>20 (16.5)</td>
</tr>
<tr>
<td>56-65</td>
<td>4 (3.3)</td>
</tr>
<tr>
<td><strong>Income status (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>25,000-49,999</td>
<td>24 (19.8)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>48 (39.7)</td>
</tr>
<tr>
<td>75,000-99,999</td>
<td>16 (13.2)</td>
</tr>
<tr>
<td>≥100,000</td>
<td>13 (10.7)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>20 (16.5)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>72 (59.5)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>41 (33.9)</td>
</tr>
<tr>
<td>PhD</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>Others</td>
<td>6 (5.0)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Working full time</td>
<td>66 (54.5)</td>
</tr>
<tr>
<td>Working part time</td>
<td>43 (35.5)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>8 (6.6)</td>
</tr>
<tr>
<td>Unable to work</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>21 (17.5)</td>
</tr>
<tr>
<td>Asian</td>
<td>18 (15.0)</td>
</tr>
<tr>
<td>Native Hawaiian or Pacific Islander</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td>White</td>
<td>57 (47.5)</td>
</tr>
<tr>
<td>Other</td>
<td>19 (15.8)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>4 (3.3)</td>
</tr>
</tbody>
</table>

aNAll demographic questions were optional. Four respondents reported their occupation status as either “unable to work” or “other.” For clarity, we removed these responses and reran partial least squares analysis, producing the identical results.

bN=120.

Nonresponse Bias and Common Method Bias
As our survey was self-reported, we evaluated two possible biases carefully: nonresponse bias and common method bias. Nonresponse bias derives from the differences between participants and nonparticipants in the survey [84,85]. This bias can be assessed by comparing our sample’s characteristics with those in the population and by comparing early and late respondents. We compared the early respondents (74.82%) and late respondents (25.18%) on each of the demographic characteristics (age, gender, education, income, and occupational status) and health application experience using a t test. There were no significant differences between the early and late respondents in our sample.

Common method bias potentially threatened the veracity of our results, as data for the independent variables and dependent variable were collected in the same survey. Following a previous
study [86], we designed the survey instrument’s contents and order carefully. Furthermore, we performed the Harman single factor analysis to assess the bias. The results showed that one factor explained 36.90% of the variance, confirming that no single factor accounted for the majority of covariance. Thus, nonresponse bias and common method bias did not threaten this study’s findings.

Measurement Model
To determine each construct’s internal reliability, we first examined the item loadings and composite reliabilities. Each item loaded above 0.75 on its respective construct and was significant at \( P < 0.05 \). Cronbach alpha was calculated to assess composite reliability and confirmed that all items’ values were above 0.7. Convergent validity was established if the average variance extracted (AVE) was above the threshold of 0.5, which suggests that the variance explained by indicators was greater than the unexplained variance. Discriminant validity was tested by assessing the Fornell-Larcker criterion and cross-loadings. To confirm the discriminant validity, the AVE of each construct should be greater than its squared correlations with other constructs [87]. As shown in Tables 2 and 3, internal reliability, convergent validity, and discriminant validity were all confirmed.

Hypothesis Testing: Partial Least Squares Modeling
Following structural model assessment suggestions of de Guinea [69], we evaluated the proposed path model using SmartPLS 3.0. The structural model’s quality was assessed by checking multicollinearity (variance inflation factor), path coefficients, \( R^2 \) (variance explained), \( f^2 \) (effect size), and the Stone-Geisser \( Q^2 \) (model’s predictive relevance). The variance inflation factor was checked and confirmed to be less than 5, indicating that multicollinearity was not a problem in the study. We report the path coefficients’ significance, \( R^2 \) and \( f^2 \) in the full model results. Effect size (\( f^2 \)) explains the changes when an exogenous construct of focus is included and when it is omitted from the model. As a rule of thumb, if \( f^2 \) is 0.02, 0.15, and 0.35, the effects are considered to be small, medium, and large, respectively [88]. Lastly, to assess the model’s predictive power, the Stone-Geisser \( Q^2 \) was used to indicate the sample’s predictive relevance. A \( Q^2 \) value >0 demonstrates that the path model has predictive relevance to a reflective, endogenous latent variable. The \( Q^2 \) values for three of the endogenous constructs were >0, indicating exploitative use (\( Q^2 =0.51 \)), exploratory use (\( Q^2 =0.36 \)), and virtual service performance (\( Q^2 =0.54 \)). Thus, the model’s predictive relevance was confirmed.

For the path coefficients’ significance and the variance explained, \( R^2 \), our results demonstrated that exploitative technology use was positively associated with virtual service performance (\( \beta =0.76, P<.001 \)), while exploratory use did not explain the variation in virtual service performance (\( \beta =0.036, P=.49 \)). With regard to the effects of individual characteristics, computer self-efficacy was significantly associated with exploitative technology use (\( \beta =0.31, P=.05 \)). Lastly, habit was associated with both explorative (\( \beta =0.29, P=.04 \)) and exploratory use (\( \beta =0.41, P=.006 \)). Therefore, hypotheses 1, 4a, 5a, and 5b were supported but hypotheses 2, 3a, 3b, 4b, and 5b were not supported. Among the control variables, education (\( \beta =-0.12, P=.01 \)) was shown to affect virtual service performance negatively, while income level (\( \beta =0.11, P=.008 \)) was positively associated with virtual service performance, as shown in Table 4 and Figure 3.
<table>
<thead>
<tr>
<th>Construct and items</th>
<th>Factor loading</th>
<th>Cronbach alpha</th>
<th>Average variance extracted</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAB&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.96</td>
<td>0.89</td>
<td>5.38 (1.22)</td>
<td></td>
</tr>
<tr>
<td>HAB1</td>
<td>0.95</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAB2</td>
<td>0.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAB3</td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAB4</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PIT&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.97</td>
<td>0.94</td>
<td>4.67 (0.86)</td>
<td></td>
</tr>
<tr>
<td>PIT1</td>
<td>0.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PIT2</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PIT3</td>
<td>0.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSE&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.97</td>
<td>0.92</td>
<td>5.90 (0.96)</td>
<td></td>
</tr>
<tr>
<td>CSE1</td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSE2</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSE3</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSE4</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EIU&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.98</td>
<td>0.94</td>
<td>5.92 (1.14)</td>
<td></td>
</tr>
<tr>
<td>EIU1</td>
<td>0.98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EIU2</td>
<td>0.98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EIU3</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EIU4</td>
<td>0.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERU&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.96</td>
<td>0.9</td>
<td>4.78 (1.52)</td>
<td></td>
</tr>
<tr>
<td>ERU1</td>
<td>0.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERU2</td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERU3</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERU4</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PERF&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.97</td>
<td>0.9</td>
<td>5.63 (1.22)</td>
<td></td>
</tr>
<tr>
<td>PERF1</td>
<td>0.95</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PERF2</td>
<td>0.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PERF3</td>
<td>0.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PERF4</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PERF5</td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>HAB: habit.
<sup>b</sup>PIT: personal innovativeness with information technology.
<sup>c</sup>CSE: computer self-efficacy.
<sup>d</sup>EIU: exploitative use.
<sup>e</sup>ERU: exploratory use.
<sup>f</sup>PERF: care performance.
Table 3. Discriminant validity. Diagonals represent the value of the average variance extracted, and off-diagonal elements are the squared correlations among construct.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Care performance</td>
<td>0.95</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2. Computer self-efficacy</td>
<td>0.59</td>
<td>0.96</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>3. Exploitive use</td>
<td>0.80</td>
<td>0.74</td>
<td>0.97</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>4. Explorativel use</td>
<td>0.64</td>
<td>0.60</td>
<td>0.79</td>
<td>0.95</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>5. Habit</td>
<td>0.61</td>
<td>0.86</td>
<td>0.74</td>
<td>0.65</td>
<td>0.94</td>
<td>—</td>
</tr>
<tr>
<td>6. Personal innovativeness with information technology</td>
<td>0.59</td>
<td>0.86</td>
<td>0.73</td>
<td>0.62</td>
<td>0.87</td>
<td>0.97</td>
</tr>
</tbody>
</table>

*Not applicable.

Table 4. Complete results of the hypothesis testing.

<table>
<thead>
<tr>
<th>Path</th>
<th>βa</th>
<th>SD</th>
<th>t test</th>
<th>P value</th>
<th>f2b</th>
<th>Effect size</th>
<th>Hypothesis testing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Virtual service performance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1: Exploitive use</td>
<td>0.762</td>
<td>0.075</td>
<td>10.16</td>
<td>&lt;.001</td>
<td>0.483</td>
<td>Large</td>
<td>Supported</td>
</tr>
<tr>
<td>H2: Exploratory use</td>
<td>0.036</td>
<td>0.049</td>
<td>0.69</td>
<td>.49</td>
<td>0.001</td>
<td>___</td>
<td>Not supported</td>
</tr>
<tr>
<td><strong>Exploitative use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3a: Personal innovativeness with IT</td>
<td>0.201</td>
<td>0.134</td>
<td>1.531</td>
<td>0.13</td>
<td>0.019</td>
<td>—</td>
<td>Not supported</td>
</tr>
<tr>
<td>H4a: Computer self-efficacy</td>
<td>0.311</td>
<td>0.155</td>
<td>1.991</td>
<td>0.047</td>
<td>0.05</td>
<td>Small</td>
<td>Supported</td>
</tr>
<tr>
<td>H5a: Habit</td>
<td>0.293</td>
<td>0.112</td>
<td>2.648</td>
<td>0.008</td>
<td>0.042</td>
<td>Small</td>
<td>Supported</td>
</tr>
<tr>
<td><strong>Exploratory use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3b: Personal innovativeness with IT</td>
<td>0.168</td>
<td>0.155</td>
<td>1.095</td>
<td>0.27</td>
<td>0.01</td>
<td>—</td>
<td>Not supported</td>
</tr>
<tr>
<td>H4b: Computer self-efficacy</td>
<td>0.102</td>
<td>0.149</td>
<td>0.672</td>
<td>0.5</td>
<td>0.004</td>
<td>—</td>
<td>Not supported</td>
</tr>
<tr>
<td>H5b: Habit</td>
<td>0.414</td>
<td>0.15</td>
<td>2.781</td>
<td>0.006</td>
<td>0.06</td>
<td>Small</td>
<td>Supported</td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.01</td>
<td>0.06</td>
<td>0.11</td>
<td>0.91</td>
<td>0</td>
<td>—</td>
<td>N/A</td>
</tr>
<tr>
<td>Education</td>
<td>−0.12</td>
<td>0.05</td>
<td>2.44</td>
<td>0.02</td>
<td>0.031</td>
<td>Small</td>
<td>N/A</td>
</tr>
<tr>
<td>Gender</td>
<td>−0.09</td>
<td>0.05</td>
<td>1.67</td>
<td>0.1</td>
<td>0.009</td>
<td>—</td>
<td>N/A</td>
</tr>
<tr>
<td>Income</td>
<td>0.11</td>
<td>0.04</td>
<td>2.65</td>
<td>0.01</td>
<td>0.02</td>
<td>Small</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*aStandard regression coefficient.

bEffect size.

cH: hypothesis.

dNot available.

eIT: information technology.

fN/A: not applicable.
Discussion

Principal Findings

The purpose of this study was to contextualize and test a research model that examined the determinants of the adaptive use of telehealth technologies in e-consultation. Using AST at the individual level, we examined the mechanisms by which exploitative and exploratory use of telehealth technologies and three personal traits (ie, personal innovativeness in IT, computer self-efficacy, and habit) influence virtual service performance.

Our results indicate that care providers are willing to use telehealth technologies exploitatively to communicate with specialists in e-consultations and perceive it as a virtual service performance enhancer. With regard to the hypotheses on adaptive use and virtual service performance (hypotheses 1 and 2), exploitative use of telehealth technologies was found to be a strong factor that explains care providers’ virtual service performance ($\beta=0.762$, $P<.001$), while exploratory use was not ($\beta=0.036$, $P=.49$). Moreover, with regard to hypotheses 3 through 5, we found that personal innovativeness in IT is insignificant for explaining adaptive use in our context ($P=.13$ for exploitative use and $P=.27$ for exploratory use, respectively); computer self-efficacy has a significant, positive effect on the exploitative use of telehealth technologies ($\beta=0.311$, $P=.047$); and habitual use of nonhealth technologies in daily life is associated with care providers’ willingness to engage in both exploitative ($\beta=0.293$, $P=.008$) and exploratory adaptive use of new telehealth technology ($\beta=0.414$, $P=.006$).

Limitations

Despite the meaningful and practical findings in this study, our results should be interpreted with caution due to some limitations. First, we selected a purposive sample of graduate nursing students for our study. Although this is a legitimate sample, the ability to generalize the findings may be limited because our participants have experienced e-consultation in the education-focused, simulated contexts. Second, while our cross-sectional sample shows adequate responses to estimate our hypothesized path model using PLS-SEM, a larger sample with a panel structure would increase the statistical power of the findings and control for any unobserved confounding factor using panel data analysis. Particularly, time-series cross-sectional data on capturing various technology use among care providers would provide more in-depth understanding of virtual telehealth care services. Third, we did not include task adaptation behavior based on our research context’s characteristics. The education program requires individuals to adhere to the standard protocol of patient cases, such that any adaptive task behaviors are evaluated as a failure in the medical setting. Thus, we limited our focus to the participants’ adaptive use of telehealth technology only. It would be meaningful to investigate task and technology adaptation behaviors in the health care contexts in which the selection of tasks and technologies are flexible in future research. Fourth, this research considered care providers’ perception about their willingness to use telehealth technology either in a traditional way or in an innovative way and its downstream effect on perceived service performance. This is because we viewed telehealth technology as a set of related information and communication technologies and asked participants’ adaptation behavior in a general context. It would be worthwhile to revisit our research model to certain care contexts (eg, diabetes) and capture actual measures of virtual service performance. Lastly, future research can be further extended to explore other stakeholders’ attitude and behaviors about telehealth technology in e-consultation. For example, our research model can explain how adaptive use of telehealth technology by frontline care providers influences the level of patients’ satisfaction and health outcomes as well as those of specialists.

Comparison with Prior Work

This study contributes to both the IS and health care literature on the postadoptive use of telehealth technology. First, this research contributes to the IS literature by exploring adaptive IT use behavior from an individual meeting facilitator’s perspective and attempting to identify a contextualized theory
in e-consultation. Specifically, we considered e-consultations between care providers and specialists in a virtual meeting context and proposed that as virtual meeting facilitators, care providers’ willingness to use telehealth technologies is an important predictor of virtual service tasks’ success. Previous IS literature on online meeting technology use has documented that technology types, environmental factors, and user characteristics are key factors that predict outcomes from a multilevel perspective. From a group perspective, technical support for group users and the fit between tasks and technologies are important determinants of the success of online meeting technology use [89]. In terms of individuals’ behavior, extant studies have emphasized the important role that human facilitators’ characteristics play in predicting the outcomes of online meetings [43]. Given care providers’ unique position as those who relay clinical information and decisions between patients and specialists in health care and the availability of flexible options to select and use telehealth technologies for provider-to-provider communication, there is an urgent need to examine whether, and in what way, such meeting facilitators’ adaptive use of IT predicts the success of virtual service performance.

Our study is unique in that we focused explicitly on care providers’ virtual role in telehealth communication and their performance under a new definition of telehealth technology (ie, use of telehealth and telehealth-related technologies). Care providers’ role differs from that of general online facilitators in online meetings, in that they manage multilateral communication between patients and specialists and although there is a designated telehealth platform for their communications, sometimes, communication with the two different groups involves the use of additional technologies that complement or substitute the existing technology’s capabilities. Given that providers [58] and patients [90] were the main user groups of interest in previous studies for predicting telehealth technologies’ success, this study contributes to the health care literature by examining the adoptive structuration theory of individual from a care provider’s perspective and identifying salient constructs (the exploitative use of IT) in a research model to develop a contextualized theory. Second, the result that habit plays a significant role in adaptive IT use calls for more attention in IS research on how users’ habits accumulate from different life domains to affect their postadoption use of multiple technologies [91]. Previous postadoption studies have established that habit reflects the extent to which people tend to perform behaviors automatically because of past learning [69,92-95]. However, the relationship between habit and the continued use of IT has been mostly tested in a single domain; for example, mobile phone habits predict mobile phone use [93] and mobile internet habits affect mobile internet technology use [95]. In a health care setting, however, our findings emphasize that cross-domain, habitual IT use influences care providers’ adaptive technology behaviors. Our interviews with two nurse practitioners in family medicine also reflected these positive effects of the habitual use of technology in nonwork domains. One nurse practitioner stated,

“My use of personal non-health-related technology gives me hope that I am computer savvy and would be able to learn new computer technology that is used in patient settings.

Another said:

Because of technology, I am able to see who is waiting in patient rooms and who is still waiting in the waiting room. When the numbers are high, it makes […] clinician[s] want to work faster so that they are not too delayed.

As telehealth medical services include three different communication modalities (video-conferencing, texting, and a hybrid of the two), care providers’ existing technology habits can help them select and use these three forms of communication and manage communication with patients and other providers. Moreover, we found a strong effect of exploitative use (expected use of telehealth technology) on virtual service performance by frontline care providers. These findings are in line with those of a previous study [20], such that two modes of IT adaptation behaviors (exploitative and exploratory use) are differentially salient across research contexts. In other words, exploitative and exploratory adaptation behaviors may not coincide under the same context because users have different coping strategies toward information technologies [96]. For example, exploitative use of technology became salient in context of mobile technology in the BYOD (bring your own device) context [20]; in the contexts of enterprise resource planning and product lifecycle management system use, exploratory as well as exploitative adaptation were differentially significant, contingent upon input factors [36]. In our research context, the strong effect of exploitative use of telehealth technology may be due to the contextual characteristics of care process. Actually, health care is a controlled and highly concentrated environment such that care providers expect the technologies to function as expected by supplementing their clinical tasks [5]. Since this study explored technology-related traits as antecedents to technology adaptation behavior in provider-to-provider communication, it is much anticipated that such technology adaptation behavior can vary by different contexts and heterogeneous technology users.

Lastly, education and income were shown to differentially influence virtual service performance. Prior studies have documented negative effects of demographic variables on technology use, as less educated participants may have less knowledge, whereas those who earn less income may have less opportunities to access advanced information technology [97,98]. In our research context, we can interpret that the current level of technology education from bachelor’s degree may not be on par with specifics of telehealth technology use for communication with specialists. In addition, our graduate nursing students with high income level may have been exposed to various technologies within and outside the education program or care settings. Thus, demographic characteristics of individual users need to be included when exploring technology adaptation behavior.

Practical Implications

This study’s findings can be applied to inform health care practitioners and health app designers. Strategic IT management
is necessary for care providers who serve as virtual meeting managers in a telehealth setting [81]. As telehealth medical services have garnered much attention, nurse practitioners have played an increasingly important role in supporting various online care services in which multiple technologies need to be operated appropriately. Our results demonstrate that care providers’ adaptive use of technology can help predict telehealth care performance, and therefore, more consideration should be given to the role of intermediary care providers in the care process between patients and specialists. As organizational structures influence both offline and online meeting outcomes [99], health practitioners need to focus on organization-level strategies to enhance care providers’ online facilitation by examining the gaps that they have experienced using a variety of technologies across multiple life domains and providing relevant education in the use of focal technology [31,100]. Moreover, this study can be beneficial to telehealth designers and developers in terms of the design of HITs. Prior studies have documented that telehealth apps’ design of features, icons, and terminologies is important and that care providers expect all of these to function as intended [14]. As health app developers continue to add new features to stay abreast of rapidly changing health care trends, it is important for them to consider health care consumers’ needs and users’ familiarity and comfort with the existing features that are evolving across a wide range of technologies and systems [101].

Conclusions

This study investigated frontline care providers’ unique role in e-consultation with specialists. By regarding the care providers explicitly as virtual meeting facilitators, we tested the association between their adaptive use of multiple telehealth-related technologies and virtual service performance. Care providers’ standard use of telehealth technologies was shown to be a salient factor that predicts success in virtual service, while the innovative use of telehealth technologies remained insignificant. Among their personal characteristics, the habits and computer self-efficacy that care providers acquired and developed in nonwork settings stimulated and enhanced their willingness to use multiple telehealth technologies in standard and creative ways.
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Abstract

Background: Although Web-based questionnaires are an efficient, increasingly popular mode of data collection, their utility is often challenged by high participant dropout. Researchers can gain insight into potential causes of high participant dropout by analyzing the dropout patterns.

Objective: This study proposed the application of and assessed the use of user-specified and existing hypothesis testing methods in a novel setting—survey dropout data—to identify phases of higher or lower survey dropout.

Methods: First, we proposed the application of user-specified thresholds to identify abrupt differences in the dropout rate. Second, we proposed the application of 2 existing hypothesis testing methods to detect significant differences in participant dropout. We assessed these methods through a simulation study and through application to a case study, featuring a questionnaire addressing decision-making surrounding cancer screening.

Results: The user-specified method set to a low threshold performed best at accurately detecting phases of high attrition in both the simulation study and test case application, although all proposed methods were too sensitive.

Conclusions: The user-specified method set to a low threshold correctly identified the attrition phases. Hypothesis testing methods, although sensitive at times, were unable to accurately identify the attrition phases. These results strengthen the case for further development of and research surrounding the science of attrition.

(J Med Internet Res 2019;21(8):e12811) doi:10.2196/12811
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Introduction

Background
Web-based surveys and questionnaires are an increasingly popular mode of data collection because of factors such as the ease of delivery, cost-effectiveness, automated data management, and ability to reach a large pool of respondents. Compared with participants of paper-based surveys, Web-based survey participants have greater freedom to drop out at any point, especially when they feel that the questionnaire is no longer relevant to them. This results in dropout attrition, where a participant starts but does not complete the survey [1,2]. Consequently, the rate of dropout attrition is often much higher in Web-based surveys than their paper-based counterparts [1,3]. Dropout attrition is different from nonresponse attrition, for which the research is widely established, where participants are solicited but choose not to participate in a survey [1,2,4,5]. For the purposes of this paper, dropout and attrition will both refer to dropout attrition.
Identifying distinct phases of dropout also presents a missing data problem. When dropout is associated with topics addressed by the survey itself, it may be considered either missing at random (MAR) or missing not at random (MNAR) [6]. Ignoring data MAR or MNAR may result in a biased inference when analyzing data, where statistical significance changes depending on whether or not the missing data are addressed [7]. Thus, when attrition phases are present, a researcher may consider using different methods to evaluate the results that account for data MAR or MNAR.

In Eysenbach’s original call for a science of attrition, he introduced the idea that survey attrition occurs in distinct phases: the curiosity plateau at the beginning of a survey where the participation rate remains high while respondents gauge their interest in the survey, the attrition phase where participants exit at a higher rate, and the stable use phase where most remaining participants are likely to complete the survey [1]. We previously responded to Eysenbach’s call with a 3-step process for investigating where and why attrition occurs by first visualizing dropout trends, then confirming statistically significant dropout, and finally exploring factors associated with attrition [8].

Although our previous study suggests that visualization of dropout patterns (particularly plotting the number of dropouts at each question) provides a reasonable estimation of attrition phases, a natural next step would be to directly estimate Eysenbach’s phases of attrition using statistical methods. If clear attrition patterns are identified, this suggests that the dropout is because of the content of the questionnaire itself (research suggests that it is the survey content rather than the survey length that drives participant dropout [9-11]) and thus, any further analyses of the survey data should account for both the missing data and the mechanism by which their missingness differs. Identifying the attrition phases not only highlights questions where dropout is high but also classifies the entire series of questions with similar dropout rates; doing so in an empirical manner also reduces researcher reliance on subjective classifications.

**Objectives**

This paper aimed to describe the application of clinical thresholds and existing statistical methods to the task of identifying Eysenbach’s phases of attrition. In the Methods section, we first propose an approach searching for clinically or practically meaningful attrition through user-specified thresholds. We also propose the novel application of 2 existing statistical techniques to identify the phases of attrition in survey data. In the Results section, we conduct a simulation study and apply all 3 approaches to the results of a Web-based survey about cancer screening to demonstrate the performance of these methods for identifying phase transitions. Finally, in the Discussion section, we suggest future directions for this research.

**Methods**

**Methods for Identifying Eysenbach Phases of Attrition**

We have proposed an approach motivated by establishing meaningful dropout standards and 2 additional approaches motivated by statistically significant attrition. Statistical significance is not always indicative of a meaningful difference, especially when the sample size is large, as is often the case with Web-based surveys. Thus, these serve as complementary methods to identify clear inflection points of the dropout rate.

**User-Specified Attrition Thresholds**

For the first proposed method, the researcher specifies the amount of dropout that they consider to be clinically or practically meaningful, allowing them to choose the sensitivity of this method. Specifically, they define thresholds for the start and end of the dropout phase of attrition. The proportion of dropout for each survey question is then compared with both the thresholds. When applying this method, the first question for which dropout exceeds the start threshold was interpreted as the beginning of the dropout phase and the last time that dropout exceeds the end threshold was interpreted as the end of the dropout phase. Note that different numerical values could be used for the start and end thresholds.

**Hypothesis Testing Methods**

For the following 2 hypothesis testing methods, we fit the model to the entire survey and then apply successive differences contracts to test pairwise differences in the dropout rates between adjacent questions; note that here the outcome is a binary dropout indicator and not the original survey response. The null hypothesis that dropout rates do not change between questions was rejected in favor of the alternative hypothesis that the rates were different between questions when the corresponding $P$ value was lower than an appropriately adjusted significance level. We assumed dropout monotonically increased throughout the survey. The first and last instances of statistically significant differences in the dropout rate between questions were interpreted as the start and end of the dropout phase of attrition. $P$ values were adjusted for multiple comparisons using Benjamini and Hochberg’s false discovery rate correction, with adjusted $P$ values evaluated at the 5% level [12].

**Generalized Linear Mixed Model**

Survey questions are individual, discrete units that are dependent within survey participants. In other words, once a participant drops out of a survey, they cannot answer any further questions. A generalized linear mixed model (GLMM) using the logit link can account for these features while allowing researchers to compare differences in the proportion of respondents between sequential questions. In this model, the binary outcome was whether or not a participant had dropped out of the survey by that question. Question number was included as a time-varying covariate with the number of levels equal to the number of questions and an indicator function identifying the question of interest. A subject-level random effect was included to account for within-subject dependence between response rates, accounting for the fact that a participant cannot reenter the survey once they have dropped out.

**Discrete Time Survival Analysis**

Discrete time survival analysis (DTSA) is another appropriate method for analyzing survey attrition because questions occur in a discrete order and respondents can only dropout at these distinct points. We propose treating dropout as a time-to-event
outcome, meaning we counted how many questions were answered before the respondent dropped out and used this as a time-to-event outcome. In the survival setting, we inherently assume participants are followed over time, allowing us to eliminate the subject-level random effect. The multivariate, dependent set of outcomes was replaced with a minimally sufficient outcome, meaning no information was lost in this simplified model.

The outcome of this model was whether or not the participant experienced the event of survey dropout. The baseline hazard function was a step function with a dummy variable for each question at which the participant could drop out (which is the last question if they completed the survey); thus, we tested for changes in the hazard of dropping out of the survey [13].

Simulation Study
To compare the performance of these methods in detecting attrition phases, we simulated a variety of dropout patterns. For each pattern, we simulated 10,000 datasets, each with 200 simulated participants answering 20 questions. Respondents had a random chance of dropping out at any point in the survey, including the first question, and a participant could not reenter once they had dropped out.

Simulated dropout patterns corresponded to constant, 2-phase, and 3-phase attrition. Constant attrition could be either the stable use or dropout phase of attrition throughout the survey (see the top-left panel of Figure 1). Two-phase attrition either began with the stable use phase and then transitioned into the dropout phase for the remainder of the survey or began with the dropout phase with a transition at some point during the survey into the stable use phase (see the top-right and middle-left panels of Figure 1). Three-phase attrition followed Eysenbach’s proposed pattern in that there were stable use phases at the start and end of the survey with a dropout phase in the middle (see the middle-right and bottom panel of Figure 1). We tested both mild and severe attrition rates for dropout phases, where severe attrition rates demonstrated more pronounced differences in dropout rates between phases, to determine the sensitivity of these methods. The location of the phase transition was varied to see whether these methods better identified phase transitions that occurred near the start, middle, or end of the survey.

The overall null hypothesis being tested was that there are no phases of attrition, represented by the constant attrition patterns in the top-left panel of Figure 1. When the dropout rate was mild, we expected our proposed methods would not detect practically meaningful or statistically significant attrition at any point in the survey. When this rate was severe, we expected the methods to detect the first and last instances of significant attrition at the start and end of the survey, again suggesting constant attrition throughout. In other words, if the dropout rate was constant but significant, we interpreted this result as the dropout phase occurring throughout the survey.

When implementing the user-specified method, we assessed user-specified thresholds of 3%, 5%, and 8%. Although these are arbitrary thresholds, we found that using a sensitive 3% threshold was the only threshold that was able to distinguish attrition patterns in both the simulation study and the test case application (discussed below); thus, only the results of the 3% threshold are presented.

We determined how well these methods achieved the goal of detecting phases of attrition by calculating and comparing the type I error and sensitivity of each method. Here, type I error was defined as when at least 2 phases of attrition were detected when the underlying attrition pattern was constant (ie, phases of attrition were detected when they did not exist). Sensitivity was defined as finding the correct number of phase transitions when they did exist. Ideally, these methods would achieve a type I error of 5% and higher sensitivity.

We also visually inspected how often each question was chosen as the start or end of the attrition phase by plotting these distributions with histograms. The histograms for the user-specified method highlight the first and last question at which the amount of dropout at a question surpassed 3%; histograms for the GLMM and DTSA show the first and last comparisons between questions where there was a significant adjusted P value.

Test Case
Our test case data were from a Web-based survey entitled the informed decision-making (IDM) module. The 17-question survey explored how patients approach decisions regarding screening for breast, colorectal, and prostate cancer. Here we focus exclusively on the results for colorectal cancer, where there were 1249 participants. Questions addressed the awareness of screening eligibility, screening options, primary concerns about cancer screening, and planned next steps [14]. This survey was designed by the Virginia Commonwealth University Department of Family Medicine and Population Health research team and administered from January to August, 2014, in 12 primary care practices throughout northern Virginia through the interactive Web-based patient portal, MyPreventiveCare [15-18]. More specific details regarding the survey, including screenshots of the questionnaire itself, can be found in the studies by Hochheimer et al and Woolf et al [8,19].

All simulations and analyses were conducted using the R statistical software version 3.5.0 [20]. When applying the user-specified method, we used a threshold of 3%, 5%, and 8%, although only the results of the 3% threshold are discussed because of the poor performance of the 5% and 8% thresholds. The survey package was used to apply DTSA with questions treated as categorical factors of equal weight [21]. A successive differences contrast was applied to the results of both hypothesis testing models using the midtcomp package to test each pairwise difference in the proportion of participants remaining in the survey and the hazard of dropping out between questions for the GLMM and DTSA, respectively [22]. All figures in this paper were created using the ggplot2 package [23].
Results

Simulation Study Results

The resulting type I error and sensitivity of each method for each simulated attrition pattern can be found in Table 1. A selection of the histograms displaying the distribution of questions chosen as the start and end of the attrition phase is displayed in Figure 2. In the case of severe constant attrition, we expected to see the first instance of meaningful attrition at question 1 for the user-specified method and the first instance of significant attrition between questions 1 and 2 for the GLMM and DTSA. Then, we hoped to see this attrition phase last throughout the survey, with the last instance of meaningful attrition found at the final question and significant attrition found between the last two questions.

User-Specified Attrition Thresholds

The 3% user-specified threshold had high type I error but also high sensitivity to detect attrition phases, especially in cases of a severe dropout phase and 3 phases of attrition. This threshold achieved higher sensitivity than the other 2 methods when the simulated dropout pattern for 2 phases began with the dropout phase and ended with the stable use phase.

The user-specified method failed to identify the start of the severe constant attrition phase immediately at question 1 (see left column of Figure 2). In the majority of simulations, this method correctly detected severe attrition phases simulated to last from questions 1 to 10 and from questions 10 to 20.

Generalized Linear Mixed Model

The GLMM had a conservative type I error rate in the case of constant mild attrition and was unable to control type I error in the case of constant severe attrition. This method demonstrated low sensitivity to detect 2 phases of attrition in general and 3 phases with a mild dropout phase. The GLMM had higher sensitivity to detect all 3 of Eysenbach’s attrition phases in simulation patterns with a severe dropout phase.

The histograms in the middle column of Figure 2 reveal that the GLMM failed to identify the start of the attrition phase immediately at question 1 when the simulated pattern was that of severe constant attrition. These plots also show that when a severe attrition phase was simulated to begin in the middle of the survey and continue until the end of the survey, the GLMM most often detected the start of the attrition phase correctly at question 10 but detected the end of the attrition phase before the end of the survey (resulting in the low sensitivity seen in Table 1). When a severe attrition phase was simulated to begin at the start of the survey and last until the middle of the survey, the GLMM failed to identify an immediate start to the attrition phase but correctly distinguished the phase transition at question 10.
<table>
<thead>
<tr>
<th>Metric, simulation type, and attrition severity</th>
<th>Location of phase transition</th>
<th>3% user-specified threshold</th>
<th>GLMM(^a)</th>
<th>DTSA(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type I error</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>__(^c)</td>
<td>0.19</td>
<td>0.01</td>
<td>0.74</td>
</tr>
<tr>
<td>Severe</td>
<td>__(^c)</td>
<td>0.53</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td><strong>Sensitivity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two phases</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>Middle</td>
<td>0.47</td>
<td>0.22</td>
<td>0.90</td>
</tr>
<tr>
<td>Mild</td>
<td>Start</td>
<td>0.48</td>
<td>0.17</td>
<td>0.94</td>
</tr>
<tr>
<td>Mild</td>
<td>End</td>
<td>0.72</td>
<td>0.13</td>
<td>0.87</td>
</tr>
<tr>
<td>Mild reverse</td>
<td>Middle</td>
<td>0.44</td>
<td>0.20</td>
<td>0.64</td>
</tr>
<tr>
<td>Mild reverse</td>
<td>Start</td>
<td>0.51</td>
<td>0.01</td>
<td>0.69</td>
</tr>
<tr>
<td>Mild reverse</td>
<td>End</td>
<td>0.41</td>
<td>0.14</td>
<td>0.58</td>
</tr>
<tr>
<td>Severe</td>
<td>Middle</td>
<td>0.82</td>
<td>0.24</td>
<td>0.91</td>
</tr>
<tr>
<td>Severe</td>
<td>Start</td>
<td>0.79</td>
<td>0.20</td>
<td>0.97</td>
</tr>
<tr>
<td>Severe</td>
<td>End</td>
<td>0.90</td>
<td>0.56</td>
<td>0.88</td>
</tr>
<tr>
<td>Severe reverse</td>
<td>Middle</td>
<td>0.88</td>
<td>0.02</td>
<td>0.58</td>
</tr>
<tr>
<td>Severe reverse</td>
<td>Start</td>
<td>0.90</td>
<td>0.01</td>
<td>0.69</td>
</tr>
<tr>
<td>Severe reverse</td>
<td>End</td>
<td>0.88</td>
<td>0.00</td>
<td>0.50</td>
</tr>
<tr>
<td>Three phases</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>Middle</td>
<td>0.67</td>
<td>0.12</td>
<td>0.08</td>
</tr>
<tr>
<td>Mild</td>
<td>1 start</td>
<td>0.96</td>
<td>0.32</td>
<td>0.07</td>
</tr>
<tr>
<td>Mild</td>
<td>1 end</td>
<td>0.96</td>
<td>0.35</td>
<td>0.05</td>
</tr>
<tr>
<td>Mild</td>
<td>Ends</td>
<td>0.96</td>
<td>0.51</td>
<td>0.03</td>
</tr>
<tr>
<td>Severe</td>
<td>Middle</td>
<td>0.98</td>
<td>0.84</td>
<td>0.08</td>
</tr>
<tr>
<td>Severe</td>
<td>1 start</td>
<td>0.96</td>
<td>0.99</td>
<td>0.07</td>
</tr>
<tr>
<td>Severe</td>
<td>1 end</td>
<td>0.96</td>
<td>0.99</td>
<td>0.06</td>
</tr>
<tr>
<td>Severe</td>
<td>Ends</td>
<td>0.94</td>
<td>0.99</td>
<td>0.04</td>
</tr>
</tbody>
</table>

\(^a\)GLMM: generalized linear mixed model.  
\(^b\)DTSA: discrete time survival analysis.  
\(^c\)Not applicable in the case of constant attrition.
Discrete Time Survival Analysis

DTSA did not control type I error and had low sensitivity to detect 3 attrition phases. For simulated patterns with 2 phases, DTSA demonstrated high sensitivity to detect both the phases. DTSA achieved higher sensitivity than the user-specified and GLMM approaches for simulated patterns with a mild change in attrition between phases as well as when the simulated dropout pattern survey began with the stable use phase and transitioned to a severe dropout phase (Table 1). Overall, we observed higher sensitivity for DTSA when the simulated dropout pattern began with the stable use phase and then transitioned to the dropout phase compared with patterns beginning with the dropout phase and ending with the stable use phase. DTSA also consistently had higher sensitivity when the simulated phase transition occurred toward the start of the survey.

Histograms displaying the accuracy of DTSA can be found in the right column of Figure 2. The comparison between questions 1 and 2 was correctly recognized as the first instance of significant attrition but also incorrectly chosen as the last instance when the dropout phase was simulated to last throughout the survey. Although this method detected the correct number of phases in the majority of simulations with 2 phases, it did not choose the correct questions as the start and end of the attrition phase. Specifically, DTSA was unable to detect an abrupt change in dropout rate in the middle of the survey. The histograms suggest a dropout phase at the beginning of the survey when the underlying simulated pattern had a dropout phase in the second half of the survey and suggest constant...
attrition when the simulated pattern had a dropout phase in the first half of the survey.

**Results of the Informed Decision-Making Module Application**

First, we inspected a plot of the number of dropouts at each question of the IDM module for colorectal cancer as suggested in the study by Hochheimer et al [8]. We observed high attrition from questions 3 to 5 with another spike at question 9. We hypothesized that our proposed methods would detect the dropout phase to last from questions 3 to 9 and the 3% user-specified threshold was able to detect exactly that. The GLMM was unable to detect any significant changes in the dropout rate throughout the survey. Finally, DTSA was only able to detect the start of the dropout phase. The results suggested a significant increase in the hazard of dropping out between questions 2 and 3 but also that the dropout phase lasted until the end of the survey. This is inconsistent with the observed dropout pattern, where we saw visual proof of the stable use phase from questions 10 to 17.

**Discussion**

**Principal Findings**

In our simulation study, none of the 3 proposed methods consistently detected the correct number of phases while controlling type I error. The 3% user-specified threshold had a high type I error rate but also accurately detected the phases of attrition and had moderate to high sensitivity for all simulated scenarios. Although high sensitivity estimates of DTSA in the case of 2 attrition phases appeared promising, histograms revealed that this method consistently identified the wrong questions as the start and end of the dropout phase. This explains the low sensitivity of DTSA to detect all 3 phases of attrition. DTSA was extremely sensitive, finding a significant difference between the first 2 questions even when the simulated dropout rate was very small (eg, 0.001).

We did not see any distinct patterns in sensitivity when the phase transitions occurred toward the start or end of the survey compared with the middle of the survey. Sensitivity was often higher for the hypothesis testing methods when there was a sudden increase in attrition than when there was a sudden decrease in attrition. This suggests that these methods do not consistently detect a phase transition when dropout starts off at a high rate and then levels off at a certain point in the survey. This issue persisted even when the change was more pronounced, as it was in the severe cases. Although this should limit the ability of the GLMM and DTSA to detect 3 phases of attrition, we actually observed increased sensitivity for the GLMM when 3 phases were present.

We also investigated user-specified thresholds of 5% and 8%. The 5% threshold was unable to control type I error, with 0% type I error in the mild constant case and 94% type I error in the severe constant case. The 8% threshold had low sensitivity (often 0%) to detect any phase transition. Those of the 3% threshold had the best outcomes, both in type I error and sensitivity, suggesting that lower user-specified thresholds perform better at identifying the attrition phases.

When applied to our test case data, the 3% user-specified threshold was the only method able to detect the dropout phase from questions 3 through 9. The GLMM was not sensitive enough to detect a distinct dropout phase and DTSA was able to detect the abrupt increase in the hazard of dropping out between questions 2 and 3 but not the abrupt decrease between questions 9 and 10.

**Limitations**

One important difference between this study and our previous study is that participants were able to drop out at the first question. Previously, having 100% compliance in the first question limited the number of questions to 10 when applying the GLMM because of convergence issues. By assuming simulated participants could drop out at question 1, we were able to apply the GLMM to the entire survey and compare this method with the other 2 discussed here. The methods discussed in this paper apply specifically to dropout attrition and do not address nonresponse or longitudinal attrition (see the discussion in the study by Hochheimer et al [8]). By assuming dropout monotonically increases throughout the survey, these methods do not account for the functionality to skip questions. Finally, although the greatest region of dropout in the IDM module was from questions 3 to 5, it could be argued that there were 2 dropout phases, with the second occurring around question 9.

**Future Studies**

Instead of searching for the instance where dropout exceeds a set threshold, the user-specified method could also search for when the difference in the dropout rate between 2 sequential questions exceeds the threshold. Pooled logistic regression is yet another strategy to identify the dropout patterns without modeling between question dependence, with an interpretation closer to that of DTSA [24,25]. Although we are interested in the exact question or questions at which the attrition rate changes, our results suggest that researchers should not search for these inflection points question by question. Future directions will include a search for a method to model overall patterns that in turn reveal significant changes in dropout or hazard rate at particular questions, potentially through change-point modeling.

**Conclusions**

Our research suggests that when applying practical thresholds and existing statistical methods to the task of identifying Eysenbach’s phases of attrition, sensitive user-specified thresholds correctly identify dropout phases at the cost of high type I error, whereas hypothesis testing methods are unable to correctly identify these phases. As we continue to advance the science of attrition, these results strengthen the case for developing new methods to identify attrition phases.
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Abstract

Background: In the Netherlands, the health care system and related information technology landscape are fragmented. Recently, hospitals have started to launch patient portals. It is not clear how these portals are used by patients and their health care providers (HCPs).

Objective: The objective of this study was to explore the adoption, use, usability, and usefulness of a recently introduced patient portal in an academic hospital to learn lessons for the implementation of patient portals in a fragmented health care system.

Methods: A mixed methods study design was used. In the quantitative study arm, characteristics of patients who used the portal were analyzed, in addition to the utilization of the different functionalities of the portal. In the qualitative study arms, think-aloud observations were made to explore usability. Focus group discussions were conducted among patients and HCPs of the dermatology and ophthalmology outpatient departments. Thematic content analysis of qualitative data was carried out and overarching themes were identified using a framework analysis.

Results: One year after the introduction of the portal, 24,514 patients, 13.49% of all patients who visited the hospital, had logged in to the portal. Adoption of the portal was associated with the age group 45 to 75 years, a higher socioeconomic status, and having at least one medical diagnosis. Overarching themes from the qualitative analyses were (1) usability and user-friendliness of the portal, (2) HCP-patient communication through the portal, (3) usefulness of the information that can be accessed through the portal, (4) integration of the portal in care and work processes, and (5) HCP and patient roles and relationships.

Conclusions: One year after the introduction of the patient portal, patients and HCPs who used the portal recognized the potential of the portal to engage patients in their care processes, facilitate patient-HCP communication, and increase patient convenience. Uncertainties among patients and HCPs about how to use the messaging functionality and limited integration of the portal in care and work processes are likely to have limited portal use and usefulness.
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Introduction

Background

Patient portals are promising tools to support patient involvement and patient-centered care [1-3]. Some of the functionalities of patient portals are primarily aimed at increasing patients’ convenience, for example, the functionalities for scheduling appointments or medication reconciliation [4,5]. Other functionalities provide patients with relevant information about their health and offer access to general medical information, such as clinical guidelines, or to personal health information in their medical records [4]. In addition, many patient portals can be used for secure messaging to facilitate communication between patients and health care providers (HCPs) [4].

In the United States, patient portals are generally owned and administered by health institutions such as hospitals or health insurance companies together with their affiliated hospitals and clinics. In contrast, in Australia [1] and various European countries, for example, Denmark, Estonia, France [6], and, more recently, Finland [1] and Sweden [7], national patient portals have been launched. Beside these institution-based and national portals that are meant for the general population, there are also disease-specific patient portals that offer Web-based services for specific groups of patients, for example, for patients with diabetes or chronic kidney disease [8-11].

In the Netherlands, patient portals aimed at the general population are relatively new. In 2011, the development of a national patient portal was called off because of political resistance owing to privacy concerns. Since then, various health care organizations have started to develop institution-based patient portals. Academic hospitals have been leading in the implementation of hospital-based patient portals, using the options provided by the health information systems that they use. General hospitals have been following this trend [12]. Between 2014 and 2016, the percentage of medical specialists that provided their patients Web-based access to test results increased from 6% to 18%. In 2016, approximately 30% of the medical specialists indicated that patients could ask them questions over the internet. However, many patients were not aware of this, and only 5% of the Dutch patients sent a message to their HCP through a Web-based service [13,14].

The current Dutch health care information landscape entails a variety of institution-based patient portals that are not connected with each other, reflecting the fragmented health care system. In the health care system, the general practitioner (GP) has a central position and functions as a gate keeper for most diagnostic services and specialist care. When referred by their GP, patients can visit several diagnostic centers and see HCPs in several hospitals. Test results, diagnoses, care plans, and progression of treatment are generally reported back to the GP. Direct exchange of information between medical specialists from different hospitals is less common.

Objectives

Now that more and more health care organizations are implementing patient portals, patients are likely to come across a number of different patient portals that allow them access to personal health information in their records and offer opportunities to exchange secure messages with their HCPs. Theoretically, this positions them in the center of communication concerning their health, together with their GP. Therefore, the implementation of patient portals creates opportunities for patients to play a more active role in decision making, management of their health conditions, and coordination of their health care [5,15-17]. However, it is not clear how patient portals are used by patients and HCPs in the Dutch setting. To expand our knowledge of the implementation of institution-based patient portals in a fragmented health care system, we explored the adoption, utilization, usability, and usefulness of one of the first patient portals in an academic hospital in the Netherlands, 1 year after its introduction.

Methods

The Patient Portal

The patient portal under study is a version of MyChart, the patient portal of Epic Systems (Epic Systems Corporation). The functionalities of the portal that could be used during the study period were the list of diagnoses, list of prescribed medications, letters addressed to the GP, laboratory results, and functionalities to schedule appointments and send messages to HCPs. When sending a message, patients are informed that they should receive a response within 2 weeks. After triage by a nurse, HCPs receive the messages in their in-basket, which is not integrated with their email inbox. HCPs are instructed to answer the messages within 1 week. During the study period, the portal could also be used for filling out disease-specific, preconsultation questionnaires and patient satisfaction surveys.

The portal was introduced in 2015. Since then, flyers and banners in the waiting rooms of the hospital and the hospital website have been used to promote the portal as an additional hospital service aimed at patient convenience. In addition, all new patients have been invited to sign up for the portal upon registration with the hospital. After face-to-face identification at the hospital registration desk, patients receive an activation code for opening an account with the portal. The hospital website offers basic instructions on how to use the portal. In addition, patients can get in-person support from the help desk during office hours. All hospital staff received a 4-hour instruction for using Epic, which did not include a formal training in using the patient portal.

Study Design

The conceptual framework of the study was based on the Unified Theory of Acceptance and Use of Technology (UTAUT) [18]. The UTAUT relates adoption of a new technology to performance expectancy of the new technology (perceived usefulness), effort expectancy (perceived usability), social influence, and other facilitating factors [18]. We included the constructs of the UTAUT in a multilevel mixed methods study. At patient level, quantitative data were collected regarding utilization and user characteristics. In addition, qualitative data were collected regarding usability and usefulness, facilitating factors, and social influence. At HCP level, only qualitative data were collected on how the portal was used by HCPs.
(facilitating factors and social influence for adoption by patients) and user experiences (usability and usefulness). Patient and hospital staff qualitative data were first analyzed separately and subsequently compared in a framework analysis. Quantitative and qualitative findings were interpreted together, using the qualitative findings to explain the quantitative results. Textbox 1 presents the study design.

### Textbox 1. The multilevel mixed methods study design.

<table>
<thead>
<tr>
<th>Patient level quantitative study arm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Outcomes:</strong> user characteristics, portal adoption, use of functionalities</td>
</tr>
<tr>
<td><strong>Data collection:</strong> hospital information system data, log data</td>
</tr>
<tr>
<td><strong>Analyses:</strong> descriptive, logistic regression</td>
</tr>
<tr>
<td><strong>Interpretation:</strong> qualitative findings are used to explain quantitative findings</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Patient level qualitative study arm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Topics:</strong> perceived usability, perceived usefulness, social influence, facilitators for portal use</td>
</tr>
<tr>
<td><strong>Data collection:</strong> think aloud observation, focus groups</td>
</tr>
<tr>
<td><strong>Analyses:</strong> thematic content analysis, framework analysis of patient and health care provider (HCP) data together</td>
</tr>
<tr>
<td><strong>Interpretation:</strong> qualitative HCP findings are used to explain qualitative patient findings</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HCP level quantitative study arm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Topics:</strong> perceived usefulness, social influence, facilitators for portal use</td>
</tr>
<tr>
<td><strong>Data collection:</strong> focus groups</td>
</tr>
<tr>
<td><strong>Analyses:</strong> thematic content analysis, framework analysis of patient and HCP data together</td>
</tr>
<tr>
<td><strong>Interpretation:</strong> qualitative patient findings are used to explain qualitative HCP findings</td>
</tr>
</tbody>
</table>

### Setting and Participants

The study was conducted at the Radboud University Medical Center, one of the 8 academic hospitals in the Netherlands. This was one of the first hospitals that launched a patient portal in the Netherlands. In 2013, a less advanced portal with fewer functionalities had been introduced, which was replaced by the MyChart portal when Epic was implemented in the hospital in 2015.

The quantitative study arm included patients who were registered on the portal between January 1, 2016, and January 1, 2017, and patients older than 12 years who had visited the hospital at least once in the year 2016 and were alive on December 31, 2016. Think-aloud participants were recruited through referrals from the hospital registration desk. The focus group participants (patients and HCPs) were recruited from 2 outpatient departments: the dermatology and ophthalmology departments. These departments were selected because of the differing portal adoption rates among patients and the divergent attitudes toward the portal among the staff of these departments. The adoption rate of the portal was 25% among patients of the dermatology department and 15% among patients of the ophthalmology department. In an informal qualitative assessment by the information technology department of the hospital, the staff of the dermatology outpatient department was most enthusiastic about the portal, whereas the staff of the ophthalmology department was least enthusiastic of all outpatient departments of the hospital.

For the 2 focus groups with patients, a randomly selected sample of 184 adult patients who had used the portal at least once between September 1, 2016, and February 28, 2017, was invited by their HCPs. For the 2 focus groups with HCPs, hospital staff who had been working at the departments during the last 3 months of 2016 and who had some experience using the portal were invited to participate. To gain a broad perspective on HCPs' experiences with and attitudes toward the portal, we applied a purposeful sampling strategy including all relevant HCPs, that is, doctors, nurses, assistants, administrative staff, and managers. Participants of the think-aloud observations and focus groups were asked to sign for their consent at the beginning of the sessions. Participating patients received a gift card of €20, whereas HCPs were not compensated for their participation. Ethical approval was requested and granted by the Research Ethics Committee of the Radboud University Nijmegen Medical Centre under number 2016-3091.

### Data Collection

For the quantitative study at patient level, log data were collected from all portal users in the year 2016, including the number of times they had logged on to the portal and the functionalities they had used. In addition, we collected data from the hospital information system on all patients older than 12 years (portal users and nonusers) who visited the hospital at least once during 2016, including sex, age, number of open medical specialist trajectories, and number of open diagnoses. For socioeconomic status (SES), we used the status scores for postal code zones provided by the Netherlands Institute for Social Research for the year 2014. These scores are based on income, employment, and education levels of the inhabitants in the postal code zones [19]. Higher scores refer to higher SES.
We used think-aloud observation and inquiry to assess usability and user-friendliness of the portal while avoiding recall bias [20,21]. Patients without previous experience with the portal were asked to perform a number of predefined tasks, including logging in to the portal, booking a fictitious appointment, checking test results and new messages, and navigating to questionnaires. They were instructed to think aloud or verbalize their thoughts while performing these tasks. After completing the tasks, they were asked to reflect on their experiences. To gain further insight into the patients' reasons to use the portal, experiences with the portal, and their opinions concerning its usefulness, potential benefits, and drawbacks, we organized 2 focus group discussions with patients who were familiar with the portal. In addition, we conducted 2 focus groups with hospital staff to explore their experiences and opinions as well. All focus groups were guided by 2 moderators (SR, MH, YdM, or RBK) who used predefined topic lists, based on the constructs of the UTAUT. The lists included reasons to use the portal, experiences with the portal in general and with the different functionalities, and opinions about the usability and usefulness of the portal and how the portal might be improved. In addition, participants were invited to deliberate about facilitating factors for adoption of the portal and the specific functionalities and the role the portal had or could have in the care processes. The potential impact of the portal was also included as a topic. All think-aloud sessions and all focus group discussions were audiotaped.

Analysis

Analysis of Quantitative Data

Descriptive statistics were used to analyze portal users’ gender, age, number of diagnosis-treatment combinations, number of treatment programs, and SES. We compared the characteristics of portal users and nonusers using a 2-sample t test (mean age), a chi-square test (sex), and the nonparametric Kolmogorov-Smirnov test (number of open diagnoses, SES score, and number of medical specialist treatment trajectories). Logistic regression was used to analyze which characteristics were associated with having logged in to the portal at least once, stratified for sex. The covariates included in the logistic regression analyses were the number of medical specialist trajectories (dichotomous: ≤1, >1), number of open diagnoses (dichotomous: ≤1, >1), SES score (continuous), and age (categorical: <45 years, 45-75 years, and >75 years). Age was included as a categorical variable as we expected a nonlinear relation between age and portal use, based on the distribution of age among users, which demonstrated 2 peaks, one around the age of 30 years and another around the age of 60 years, and a steep down slope at the age of 75 years. We used descriptive statistics for the analysis of the frequency of use of the portal in general and the specific functionalities. All analyses were performed using SAS Enterprise Guide.

Analysis of Qualitative Data

All think-aloud observations and focus group discussions were transcribed verbatim. We performed a thematic content analysis primarily using an inductive approach and secondarily using a deductive approach with a focus on the constructs of the UTAUT (usability, usefulness, social influence, and other facilitating factors) and the HCP-patient relation and roles. Overall, 3 researchers (SR, MH, and YdM) coded the transcripts independently using ATLAS.ti. After having coded the first think-aloud session and the first focus group discussion, the team discussed codes until consensus was reached and the code book was composed. This was used for coding the other sessions. After all sessions were coded, subthemes were identified for the focus group discussions among HCPs and patients and the think-aloud observations. After discussion with the complete research team, the subthemes were entered in a matrix to enable a thematic content analysis using framework methodology [22]. The matrix displayed the subthemes for HCP focus groups, patient focus groups, and think-aloud observations, together with the codes, and for each code, the most representative quote (see Multimedia Appendix 1). The matrix was used to identify overarching themes by 3 researchers (TV, SR, and RBK), combining the findings from the 3 qualitative study arms.

Results

Quantitative Results

In 2016, 24,514 out of 181,679 patients, 13.49% of all patients who visited the hospital, used the portal at least once. Users and nonusers of the portal did not differ with respect to gender, 54.80% of users were female versus 54.49% of nonusers (P=.29). The mean age of portal users (50.8 years) was slightly higher than the mean age of nonusers (50.3 years). Users had a higher median SES score than nonusers (0.26 vs 0.18; P<.001). More open diagnoses were registered for portal users than nonusers (median: 2.0 vs 1.0; P<.001; Table 1).

In 2016, a total of 28,419 patients logged in to the portal at least once. The mean number of times that portal users logged in to the portal during that year was 13 (interquartile range 3-16, mode 1). Logistic regression analyses demonstrated that in both females and males, portal usage was associated with belonging to the age group 45 to 75 years, having a higher SES, having at least one medical specialist trajectory, and having at least one open diagnosis (Table 2). For females, the effect of having 1 or more open diagnoses on portal use was stronger in the youngest and oldest age groups than in the age group 45 to 75 years. For males, there was an interaction between the effects of having a trajectory with a medical specialist and having 1 or more diagnoses.

Most patients who logged in to the portal checked their laboratory results (89.7%), the incoming messages (88.9%), the letters to their GP (87.5%), and their appointments in the calendar (87.4%). The medication list was viewed by 42.6% of the portal users. Fewer portal users sent a message through the portal (20.5%) or used the portal to book an appointment (1.8%).
Table 1. Characteristics of portal users versus nonusers.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Females, %</td>
<td>55.90</td>
<td>54.80</td>
<td>54.49</td>
<td>.29a</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>50.4 (19.6)</td>
<td>50.8 (16.8)</td>
<td>50.3 (20.0)</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>Number of medical specialist trajectories, median (range)</td>
<td>1 (1-16)</td>
<td>1 (1-15)</td>
<td>1 (1-16)</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>Number of open diagnoses, median (range)</td>
<td>1 (0-28)</td>
<td>2 (0-23)</td>
<td>1 (0-28)</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>Socioeconomic status score, median (range)</td>
<td>0.19 (−5.38 to 3.02)</td>
<td>0.26 (−5.38 to 3.02)</td>
<td>0.18 (−5.38 to 3.02)</td>
<td>&lt;.001c</td>
</tr>
</tbody>
</table>

aχ² test. 

b2-sample t test. 
cKolmogorov-Smirnov test.

Table 2. Logistic regression analysis for females and males with dependent variable use of the portal.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>Model A Regression coefficient (SE)</th>
<th>OR (95% CI)</th>
<th>P value</th>
<th>Model B Regression coefficient (SE)</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Females</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group 45-75 years b</td>
<td>0.5320 (0.0193)</td>
<td>1.13 (1.09-1.17)</td>
<td>&lt;.001</td>
<td>0.5489 (0.0199)</td>
<td>1.73 (1.66-1.80)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age group &gt;75 years b</td>
<td>−0.9427 (0.0338)</td>
<td>0.26 (0.23-0.29)</td>
<td>&lt;.001</td>
<td>−0.9384 (0.0350)</td>
<td>0.39 (0.20-0.77)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥1 diagnosis</td>
<td>0.4851 (0.0163)</td>
<td>2.64 (2.48-2.81)</td>
<td>&lt;.001</td>
<td>0.4847 (0.0353)</td>
<td>1.62 (1.51-1.74)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥1 medical specialist trajectory</td>
<td>0.1062 (0.0165)</td>
<td>1.24 (1.16-1.32)</td>
<td>&lt;.001</td>
<td>0.1071 (0.0347)c</td>
<td>1.11 (1.04-1.19)</td>
<td>.001</td>
</tr>
<tr>
<td>SESc</td>
<td>0.1055 (0.0099)</td>
<td>1.11 (1.09-1.13)</td>
<td>&lt;.001</td>
<td>0.1065 (0.0099)</td>
<td>1.11 (1.09-1.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥1 medical specialist trajectory, age group 45-75 years</td>
<td>— d</td>
<td>—</td>
<td>—</td>
<td>0.1487 (0.0376)</td>
<td>1.16 (1.08-1.25)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥1 medical specialist trajectory, age group &gt;75 years</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.0455 (0.0667)</td>
<td>0.96 (0.84-1.09)</td>
<td>.47</td>
</tr>
<tr>
<td>≥1 diagnosis, age group 45-75 years</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.1966 (0.0381)</td>
<td>0.82 (0.76-0.88)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥1 diagnosis, age group &gt;75 years</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.0242 (0.0679)</td>
<td>1.02 (0.89-1.17)</td>
<td>.65</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group 45-75 years b</td>
<td>0.5068 (0.0171)</td>
<td>1.72 (1.64-1.81)</td>
<td>&lt;.001</td>
<td>0.5072 (0.0276)</td>
<td>1.72 (1.64-1.81)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age group &gt;75 years b</td>
<td>−0.4723 (0.0273)</td>
<td>0.65 (0.59-0.71)</td>
<td>&lt;.001</td>
<td>−0.4732 (0.0171)</td>
<td>0.65 (0.59-0.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥1 diagnosis</td>
<td>0.3344 (0.0204)</td>
<td>1.95 (1.80-2.11)</td>
<td>&lt;.001</td>
<td>0.3748 (0.0025)</td>
<td>1.45 (1.44-1.46)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥1 medical specialist trajectory</td>
<td>0.1958 (0.0205)</td>
<td>1.48 (1.37-1.60)</td>
<td>&lt;.001</td>
<td>0.1558 (0.0250)</td>
<td>1.12 (1.07-1.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SES</td>
<td>0.1053 (0.0112)</td>
<td>1.11 (1.09-1.14)</td>
<td>&lt;.001</td>
<td>0.1053 (0.0112)</td>
<td>1.11 (1.09-1.14)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥1 medical specialist trajectory, ≥1 diagnosis</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.0788 (0.0250)c</td>
<td>1.08 (1.03-1.13)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aOR: odds ratio. 
bReference age group <45 years. 
cSES: socioeconomic status. 
dNot included in model A.

Qualitative Results
A total of 8 patients were recruited to participate in the think-aloud observations, 5 males and 3 females. The ages ranged from 21 to 71 years, with a median of 59 years. They differed in education level and in self-reported digital skills (Table 3). One of the participants got confused when trying to log in to the portal and failed to log in even with encouragement and assistance from the researcher. The think-aloud observations lasted approximately 20 min.
Table 3. Characteristics of all participants of the qualitative study arms.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Think-aloud observation participants (N=8)</th>
<th>Focus groups patients (N=12)</th>
<th>Focus groups hospital staff (N=17)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td>Male 5 (63)</td>
<td>7 (58)</td>
<td>5 (29)</td>
</tr>
<tr>
<td></td>
<td>Female 3 (38)</td>
<td>5 (42)</td>
<td>12 (71)</td>
</tr>
<tr>
<td>Age (years), median (range)</td>
<td>59 (21-71)</td>
<td>63 (34-79)</td>
<td>46 (23-64)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td>Low None</td>
<td>None</td>
<td>None ↵a</td>
</tr>
<tr>
<td></td>
<td>Medium 4 (50)</td>
<td>5 (42)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>High 3 (38)</td>
<td>6 (50)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Unknown 1 (13)</td>
<td>1 (8)</td>
<td>—</td>
</tr>
<tr>
<td>Self-reported digital skills (1: very bad, 10: excellent), median (range)</td>
<td>7 (5-10)</td>
<td>7 (5-10)</td>
<td>8 (7-9)</td>
</tr>
<tr>
<td>Position (hospital staff), n (%)</td>
<td>Medical specialist —</td>
<td>—</td>
<td>3 (17)</td>
</tr>
<tr>
<td></td>
<td>Medical specialist in training —</td>
<td>—</td>
<td>4 (24)</td>
</tr>
<tr>
<td></td>
<td>Nurse —</td>
<td>—</td>
<td>4 (24)</td>
</tr>
<tr>
<td></td>
<td>Doctor’s assistant —</td>
<td>—</td>
<td>1 (6)</td>
</tr>
<tr>
<td></td>
<td>Administrative employee —</td>
<td>—</td>
<td>3 (18)</td>
</tr>
<tr>
<td></td>
<td>Manager —</td>
<td>—</td>
<td>2 (12)</td>
</tr>
</tbody>
</table>

*Not applicable.

Overall, 7 male and 5 female patients aged between 34 and 79 years participated in the focus groups. Their education levels were medium or high and their self-reported digital skills ranged from mediocre to excellent (Table 3). Furthermore, 3 medical specialists, 4 medical specialists in training, 4 nurses, 3 administrative assistants, 1 doctor’s assistant, and 2 managers of the outpatient departments participated in the focus group discussions that were conducted with hospital staff. The characteristics of all participants of the qualitative study arms are summarized in Table 3.

The subthemes that we distinguished from the think-aloud observations and all 4 focus groups were adoption of the portal by patients and HCPs; stimulating use of the portal; learning to use the portal; procedure to log on; understandability of the information in the portal for patients; functionalities, benefits, patient engagement, and control; patient-HCP relationship; work process; and care process (see Multimedia Appendix 1). Analysis of the matrix resulted in the identification of 5 overarching themes: (1) usability and user-friendliness of the portal, (2) HCP-patient communication through the portal, (3) usefulness of the information that can be accessed through the portal, (4) integration of the portal in care and work processes, and (5) patient and doctor roles and relationships.

**Overarching Theme 1: Usability and User-Friendliness of the Portal**

The think-aloud observations and the focus group discussions revealed some difficulties concerning the log in procedure. However, once logged in to the portal, the layout and the drop-down menus were appreciated, and there were no difficulties to navigate to the different pages:

*I think if you have looked at mijnRadboud a couple of times, you know how it works.* [Patient 7]

Although the think-aloud participants succeeded in booking a fictitious appointment, some focus group patients mentioned that they were not able to do so.

In the focus groups of the HCPs, concerns were raised about the understandability of the information that patients could access through the portal:

*If I write an ophthalmologic report, even other medical specialists ask me: what do you mean. Therefore, my reporting cannot directly be translated into information that patients can understand.* [HCP 3]

However, in the patient focus groups, this was discussed as a surmountable problem. Patients pointed out how they found explanations for what they did not understand on the internet or with their family or friends:

*Well, sometimes you need to search on the internet (...) sometimes you see terminology and you think: What are they talking about? But usually it is easy to find out.* [Patient 2]

Patients appreciated that test results were provided with reference values as it helped them to interpret the results. Regarding the full histological reports, it was mentioned that

---

*Not applicable.*
these were difficult to understand and that the conclusion would be sufficient:

*Just report the final result. What needs to be done.*  
[Patient 5]

**Overarching Theme 2: Health Care Provider–Patient Communication Through the Portal**

Both HCPs and patients expressed uncertainties about the new opportunities for communication that the portal provides. There was disagreement among the HCPs who attended the focus group discussions on how the messaging functionality should be used. Nurses and administrative employees reported that they advised patients to ask their questions through the portal. In contrast, some doctors commented that they preferred not to use the messaging functionality of the portal to answer questions, especially when it concerned complex problems:

*Sometimse the messages are so complex that a telephone call should be scheduled. However, we are not so well organized yet, and not all doctors agree on this.*  
[HCP 16]

*We try to limit the number messages, because it takes so much time, or it may cause misunderstandings or conflicts.*  
[HCP 1]

Patients appreciated that they could ask questions in between consultations through the portal:

*That you can ask your questions. That you do not need to call, that you do not need to wait. That you get an answer within a certain period of time. I find that great.*  
[Patient 10]

Uncertainties about sending messages were also mentioned in the focus groups with patients. It was not always clear who would read the messages:

*(It says) You can ask questions to your team. Then I think: Who are all these people? To whom do I send this question?*  
[Patient 11]

In addition, there were uncertainties about the kind of questions and the number of questions that might be included in a message:

*I felt hesitant because I had very many questions and because it was new to me.*  
[Patient 9]

Some patients also mentioned feeling reluctant sending messages because of concerns about the workload of the doctors:

*I do not want to bother my doctor with this; he is much too busy.*  
[Patient 11]

Among the HCPs, there were reservations concerning patients’ access to the letters to the GP. On one hand, it was recognized as an additional way to communicate with their patients:

*It helps me sometimes as well, if I know that a patient reads it (the letter to the GP). It gives me another opportunity to show how thorough I am. That I can say: We have done this and that, we have excluded that, it is not cancer.*  
[HCP 6]

On the other hand, there were concerns that this might limit the original function of the letters to report relevant medical information to the GP:

*I also notice it when writing the letters to the GP. Then I think, the patient reads this as well. Then I formulate more cautiously and I just hope that the GP will still understand what I mean.*  
[HCP 3]

The experiences of HCPs with the questionnaire functionality differed. On one hand, they were considered a useful time-saving tool:

*The alternative is that someone walks in with a (paper) questionnaire and that I have to go over it in 5 or 10 minutes. While now, it (the filled-out questionnaire) is just there, with one press of the button. Then I check it and it is done.*  
[HCP 1]

On the other hand, there were concerns that the information from the questionnaires was not accurate:

*If the patient fills something out, and does not understand the question correctly, then you don’t know. Then he fills something out that is not correct.*  
[HCP 2]

In the focus groups with patients, the questionnaire functionality was not discussed.

**Overarching Theme 3: Usefulness of the Information That Can Be Accessed Through the Portal**

Some patients were satisfied with the amount and type of information they could access through the portal, whereas others would like to be able to view more information. Patients appreciated being able to view their test results, especially for monitoring their conditions:

*Another advantage is that you can compare the lab results with those from a few months ago. You can see whether they have gone up or down, are they better or not.*  
[Patient 5]

Although patients appreciated to have timely access to their results, some reservations about receiving potentially sensitive information through the portal were put forward:

*Something I did not like was when I had had a biopsy. Then you have the results before you have seen the doctor. I googled it and found out what it meant. Not exactly of course, because I am not a doctor. I think that the doctor should discuss the results before you can see them through the portal.*  
[Patient 5]

The HCPs agreed with this, emphasizing that informing patients about test results is their responsibility and that they did not want their patients to worry unnecessarily about their results when viewing them without explanations:

*You are medically responsible and you prefer the patient not to see the results before you, the professional, see them.*  
[HCP 6]

Notwithstanding the uncertainties about how to use the secure messaging functionality, there was appreciation among patients for this functionality as an opportunity to formulate their questions more accurately and ask them in between visits:

*We try to limit the number messages, because it takes so much time, or it may cause misunderstandings or conflicts.*  
[HCP 1]
I can ask my questions when they come up. (...) I can take time to formulate my questions, re-read them to check if I put it right and then send them. During visits, you are not sure whether you ask the right question. Afterwards you think: I should have asked something else. [Patient 6]

Patients also appreciated being able to check the calendar as a reminder for upcoming appointments.

The medication list was considered less useful as this was not always up to date. In contrast, access to the letters of GPs was considered useful by patients as it provided them with a summary of what was discussed:

For me the great advantage is that you can read what was decided. You do not need to remember it, it is just there. [Patient 3]

**Overarching Theme 4: Integration of the Portal in Care and Work Processes**

Patients noticed that the use of the portal for care processes varies among HCPs:

*There are some (HCPs) that really use it. For example, the nephrologist. He says, check your blood pressure and send the results. That stimulates. There are other departments where the portal is hardly mentioned at all.* [Patient 7]

HCPs mentioned that some colleagues do not want to use the portal:

*There is a group (of medical specialists) who is fundamentally against these sort systems. Also, against electronic health records and all sorts of innovations in this hospital.* [HCP 5]

Patients reported using the portal for preparation of their consultations as a reminder of what was discussed during visits and of upcoming appointments. In addition, they used the portal to contact their HCP in between visits, thus using it as a continuation of their contact with their HCPs and regular care:

*If you have read it beforehand, you can ask the right questions. (...) That is much more efficient, also for the doctor.* [Patient 6]

In addition, HCPs felt that the consultations might improve when patients use the portal:

*They are better informed about their medical history, which makes it easier to ask questions during consultations (...) I think this may help during consultations.* [HCP 17]

According to the HCPs, the portal was not firmly integrated in the work process of HCPs yet:

*What we don’t do very well yet, I suppose because the impact is not substantial yet, is that we do not adjust our work processes to the portal.* [HCP 1]

Answering the messages was not formally incorporated in the daily work process of doctors:

*There is an extra work load because of the in-basket messages, which seem to be sent with little reluctance. (...) You need to plan extra time to process these messages.* [HCP 3]

Some HCPs mentioned that they answered messages in their spare time.

**Overarching Theme 5: Doctor and Patient Roles and Relationships**

Some patients reported feeling more engaged in their health care and having more control by using the portal:

*I feel that I have a little more control. Before I depended on the GP or the medical specialist. Now I can monitor the results myself and I like to be able to do that.* [Patient 4]

Others did not think that their relationship with the HCP had changed after they had started to use the portal:

*No, it has not changed the relationship because there is not enough information in it. Only appointments and letters to the GP. So, you can’t refer to it, like “Doctor I read this and that...”* [Patient 10]

HCPs noted changes in the role patients played in their care, using the portal for checking their test results before visits:

*I had a patient who said, the ALAT (alanine aminotransferase) has increased, is that a problem doctor? That was a nice question (...) I liked the conversation. Before, you did not have these types of discussions (...) it changes the dynamic.* [HCP 5]

They also mentioned changes in their role related to the use of the portal:

*It feels a little uncomfortable. It feels as if you lose your autonomy as a doctor, because you have your partner, the patient in this case, sitting next to you. Personally, I think this is a good development; I suppose we have to get used to it.* [HCP 5]

HCPs also felt that they lost some control over the health care and communication processes by allowing patients to reschedule appointments through the portal and by providing patients the possibility to send 24×7 messages without any restrictions.

**Discussion**

**Principal Findings**

One year after the implementation of the patient portal, 1 out of 7 patients who visited the hospital logged on to the portal. Predictors for adoption were having at least one diagnosis or a medical specialist trajectory open in the hospital, having a higher SES, and belonging to the age group 45 to 75 years. Patients mainly used the portal to view their laboratory results, incoming messages, and letters to their GP. Qualitative analyses revealed how these functionalities could be useful for patients to increase their engagement in their care, that is, to monitor their condition, to remember what was decided during visits, and to prepare for consultations. In addition, patients described how the portal might make their interactions with the hospital more convenient, for example, using the calendar and asking questions in between visits. Regarding the use of the portal for patient-HCP communication, uncertainties were raised by patients and HCPs.
about what type of questions and how many questions might be asked or answered through the portal. These uncertainties might explain the rather low utilization of secure messaging functionality. Patients and HCPs noted that the use of the portal was not integrated in care and work processes in all the departments of the hospital. Regarding the potential impact of the portal on patient and HCPs roles, potential loss of autonomy and control over care and communication were brought up by HCPs. Although some patients mentioned the feeling of having more control, others did not find that the portal had changed the relationship with their HCP substantially.

Relation With Findings From Other Studies

Adoption of the Portal

To our knowledge, this study is the first to report an adoption rate of a patient portal in a real-world setting in the Netherlands. When compared with international studies, the adoption rate of 13.5% corresponds to the mean adoption rate of 23% (95% CI 13%-33%) for patient portals in real-world studies reported in a systematic review and meta-analysis on portal adoption [23].

Similar to the results of some reviews on patient portal adoption [24,25], we found an association between portal adoption and belonging to the middle-aged group and having a higher SES. However, in our study, the older age group, being over 75 years, was older than the older age group in most of the studies that were included in these reviews. Lower adoption rates among older patients and patients with lower SES have been explained by limited access to the internet, limited skills to use the internet, limited health literacy, and concerns about security and privacy among older and less educated patients [24-27]. Our study did not include these variables, but limited access to the internet is likely to have contributed to lower adoption among patients older than 75 years in our study. In the Netherlands, in 2016, the year this study was conducted, access to the internet was much lower among people older than 75 years as opposed to the younger age groups, 60% versus 90% to 99% [28].

The other predictors of portal adoption that we found, having at least one open medical diagnosis or trajectory with a medical specialist rather than being a 1-time visitor to the hospital, may point at a higher perceived relevance of the portal for patients with (a chronic) disease and frequent users of health services, as suggested by some reviews [2,23,25]. However, frequent visitors of the hospital may also be more aware of the portal as they are more likely to come across the banners and the flyers about the portal.

Usability of the Portal

Limited user-friendliness or usability problems have been described as barriers for portal adoption [29]. We found that, apart from the challenging procedure to log in, usability problems do not seem to have hampered adoption and continuing use. Patients found the portal easy to navigate and also explained that they understood most of the information, including medical terminology, if necessary, with help from their family, friends, or the internet. This corresponds with the results of the OpenNotes study that demonstrated that few patients reported not being able to understand the information or reported being confused after reading their visit notes [30]. In addition, a study that investigated the terminologies that patients used in Web-based patient-patient communication suggests that patients are more familiar with the medical terminologies concerning their own health problems than HCPs might be aware of [31]. However, both the OpenNotes study and this study on patient-patient communication did not investigate the patients’ actual understanding of the terminologies and information. In our study, HCPs had concerns about patients not being able to understand the letters to the GP or their test results. These concerns have also been reported in other studies [32], which is not surprising as before the introduction of patient portals and Web-based access to records, the information in the medical records was aimed at professional use. Some HCPs in our study mentioned that they adjusted their reporting to avoid patients getting confused or anxious. Adjusted reporting may not be necessary as patients find explanations from other sources and they may also like to read the medical terminology to learn from this and bring the communication to a level playing field [33,34]. Communicating sensitive information through the portal seemed to be a different issue, not so much related to understanding the terminology, but to the interpretation of the results and putting them in the perspective of the next steps that need to be undertaken regarding further testing or treatment. Among both HCPs and patients, a preference for face-to-face or telephone contact for sensitive results was brought up. In line with this, at the time of our study, there was a delay in presenting test results to provide HCPs the possibility to communicate results to their patients first personally.

Usefulness of the Portal

The relevance and usefulness of a patient portal for patients to manage their conditions and health care have been suggested to determine portal adoption and use [2,23]. Our quantitative results that demonstrated an association between portal use and having at least one open diagnosis or at least one medical specialist trajectory, also point at this. Our qualitative results demonstrated that both HCPs and patients who use the portal feel that the portal can help to engage patients in their care, add convenience, and provide a new way of communication between patients and HCP. These issues correspond with the mechanisms through which patient portals have been found to produce effects in a realist review, that is, insight into information and activation of information, patient convenience, and continuity of interpersonal care [4].

Concerning the new channel for communication between patients and HCPs that the portal offers, patients explained how the secure messaging function enabled them to interact with their HCPs in between visits and to reflect on their questions. It has been suggested that patients feel more confident asking questions through secure messaging than during face-to-face contacts and that secure messaging enables patients to set the agenda [35]. Therefore, secure messaging can contribute to patient empowerment and patient-centered communication and eventually have an effect on the power relation between HCP and patients [36]. Our study differs from other studies on portal adoption in the relatively low utilization of the secure messaging functionality by patients [5]. This may be explained by the uncertainties that patients and HCPs have about how to use this functionality and concerns about the workload of HCPs. Similar
barriers for using secure messaging have been described by Sieck et al [37]. They emphasize that secure messaging is a new way of communication and therefore requires new rules. They propose to define new rules of engagement for patient-HCP communication using secure messaging. In addition, training of patients and HCPs on how to use secure messaging in the care processes have been proposed to overcome these barriers [38-40].

**Social Influence: Health Care Provider Endorsement and Integration in Care and Work Processes**

HCP endorsement of portal use and integration of the portal in care and administrative processes have been found to have a positive effect on portal adoption by patients [23,25]. In terms of the constructs of the UTAUT, HCP endorsement and integration in care processes can be considered as social influence. In the setting of our study, the portal was introduced as an additional service in flyers and on the hospital website. We found that the portal was not embraced equally by all HCPs in the hospital and some HCPs encouraged patients to use the portal, whereas others did not. Furthermore, we found that the portal was not embedded in the care processes in the ophthalmology and dermatology departments. Integration of the portal in care processes will engage patients more with the portal and will help them to use it as a tool for their health care rather than just as an additional service. Integration of the portal in care processes and in the workflow of HCPs is also likely to engage HCPs with the portal, as has been described for the implementation of new technologies [29,41,42]. In addition, it has been argued that in the digital era, HCPs have to become *e-physicians* and need to be empowered to be able to benefit from digital technologies in their work [43].

**Potential Impact of the Portal on the Patient–Health Care Provider Relationship**

Our study was not designed to evaluate the impact of the portal on health outcomes or care processes. The previously mentioned realist review linked the mechanisms through which patient portals have been found to work (insight into information and activation of information, convenience, and continuity of interpersonal care) to the effects on health outcomes, patient empowerment, adherence, patient satisfaction, communication, and the patient-HCP relationship [4]. Of these potential effects, the patient-HCP relationship was discussed in the focus groups. Some HCPs felt changes in their control over care processes and also patients mentioned the feeling of having more control. Neither mentioned substantial changes in their roles or in relationship, in the sense of this getting better or worse or more equal. This may be because it was still early to observe the effects on the HCP-patient relationship. However, it may also have to do with the low use of the secure messaging function and the limited integration in care processes or the limited information that can be accessed through the portal. Furthermore, some patients and HCPs pointed out that the portal plays only a small role in their interactions.

**Strengths and Limitations**

A strength of this study is the multilevel mixed methods design. Mixing qualitative think-aloud observations and focus group discussions among patients and HCPs with quantitative log data and user characteristics helped to deepen our insight into portal utilization. However, the obtained insight may not be complete as we did not include patients who did not use the portal in the focus group discussions. Therefore, we do not have information on other barriers for adoption of the portal, other than the challenging procedure to log in to the portal. In addition, we did not collect individual data on health literacy and education level, variables that are likely to be of more importance for predicting portal adoption than SES score, which is a score at neighborhood level. Another limitation is the selection of the departments from which we recruited patients and HCPs for the focus group discussions. As we expected, the HCPs in the dermatology and ophthalmology departments differed in their utilization of the portal, and thus provided us a broad range of experiences and opinions. However, this choice may have limited the range of patient experiences that we were able to identify. To obtain more variation in patient experiences and opinions, especially regarding engagement in care and self-management, it would have been interesting to include a department where more patients with chronic diseases were treated, for example, the nephrology or oncology department.

**Implications for Clinical Practice**

This study suggests that the adoption and use of a patient portal might improve if patients and HCPs are informed about how the functionalities of the portal should be used. In addition, use and usefulness of patient portals may improve if HCPs incorporate the portal in their care practices. They can, for example, explain patients how to adjust medication after certain test results or ask patients to prepare for consultations by looking at their test results before a face-to-face consultation. They also might encourage patients to share information that they can access through the portal with their HCPs from other health care organizations and stimulate them to play an active role in the coordination of their care in the fragmented health care system. Hence, HCPs can contribute to a portal being more than just a new service and make it a valuable instrument to improve health care. Regarding the secure messaging functionality, the hospital and individual HCPs should be clear about what sort of questions can be asked through the portal and who will read the messages. In addition, HCPs should be aware that elderly patients and patients with lower SES scores are less likely to use the portal. Furthermore, the HCPs should be allowed to reserve time in their schedules for answering the messages.

**Further Research**

We have used the constructs of the UTAUT, perceived effort, perceived usefulness, and social influence to investigate the adoption and use of the portal. We included HCP endorsement and integration in care and work processes in our study as social influence, which provided us some insight into the complexity of portal adoption. However, the UTAUT may not be the best model to investigate the complex interplay among the HCPs, between HCPs and patients, HCPs and the hospital, and patients and the hospital related to portal adoption and nonadoption. Recently, Greenhalgh et al proposed a framework for theorizing and evaluating nonadoption, abandonment, scale-up, spread, and sustainability of health and care technologies (NASSS)
Conclusions
This study identified some factors that are associated with the adoption of a recently introduced patient portal: age between 45 and 75 years, higher SES, and having an open diagnosis or open trajectory with a medical specialist. It demonstrated that patients and HCPs recognize the potential of a patient portal to engage patients in their care processes, facilitate patient-HCP communication, and increase patient convenience. Limited integration of a patient portal in care is likely to limit its adoption by patients and its usefulness for patient engagement. Vague and inconsistent information about how to use the new communication opportunities of a portal are likely to hinder the utilization of the communication functionality. Instructions on how to use the functionalities of a portal and integration of a portal in care and work processes may improve the utilization of a patient portal and are likely to contribute to a portal becoming a more valuable tool for improving patient engagement, HCP-patient communication, and patient convenience.
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Abstract

Background: While individual access to health records has traditionally been through paper and other physical media, there has been a recent push toward digitizing this process. Direct patient access to health data through application programming interfaces (APIs) is an important part of current United States policy initiatives, and Apple has created the product “Health Records on iPhone” to leverage APIs for this purpose.

Objective: The objective of this study was to examine the characteristics of patients at our institution who connected their personal iPhone devices to our electronic health records (EHRs) system through “Health Records on iPhone”, as compared to patients at our institution who used our portal but did not connect a personal device to our system.

Methods: We examined adult patients at our institution who had authorized an iPhone device to download their health data from the Partners HealthCare EHR via APIs through “Health Records on iPhone” from February 18, 2018 (the date this feature was enabled at our health system) until February 17, 2019. We compared these patients to adult patients who used our portal at least once during this period but did not authorize an iPhone device to download their data via APIs.

Results: Variables associated with an increased likelihood of using “Health Records on iPhone” included male gender (adjusted OR 3.36; 95% CI 3.11-3.62; P<.001) and younger age, particularly below 50 years of age. With each decade of age over 50, people were less likely to be “Health Records on iPhone” product users. Asian patients were more likely to use the product than Caucasian patients (adjusted OR 1.32; 95% CI 1.16-1.51; P<.001), though there was no significant difference between African Americans and Caucasians (adjusted OR 1.15; 95% CI 0.94-1.41; P=.17). Patients who resided in higher ZIP code income quartiles were more likely to be users than those in the lowest quartile.

Conclusions: Early results from the implementation of patient-facing APIs at a single institution suggest that there are opportunities for expanding these technologies to ensure all patients are aware of, and have access to, their health data on their personal devices. More work is needed on expanding these technologies to different patient populations.

(J Med Internet Res 2019;21(8):e14871) doi:10.2196/14871
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**Introduction**

Giving patients access to their own health data is widely felt to be beneficial for numerous reasons, including better patient engagement, enhanced care coordination, and improved patient safety [1-4]. In fact, defining an individual’s right to access their own health records represents an important component of the Health Insurance Portability and Accountability Act’s (HIPAA) Privacy Rule [5]. Personal health records (PHRs) are electronic applications, designed to be used by individuals, that allow for accessing, managing, and capturing health data about an individual. PHRs stand in contrast to electronic health records (EHRs), which are primarily used by clinicians and health care institutions, though EHRs may offer patients an online portal where they can access a subset of EHR information and enter additional information about their health [6]. PHRs have existed for decades, with many different implementations, from vendor products directly linked to EHRs to industry efforts led by companies like Google and Microsoft [1,6,7].

Notwithstanding the potential benefits of patients accessing their own health data electronically, PHR usage is often low, and as a result, many patients do not have electronic access to their health data [8-10]. Therefore, individual access to health records remains largely through paper and other physical media [11], even though physical records can be challenging to access. For example, in the United States, under HIPAA, hospitals can charge a fee for release of medical records which is often higher than recommended [12,13]. Regulatory noncompliance, procedural hurdles, and convenience issues with managing paper and physical media are additional barriers to patients accessing their health data [12,13].

Because of these concerns, the United States Centers for Medicare and Medicaid Services (CMS) Promoting Interoperability program (formerly Meaningful Use) has required various forms of electronic access to health data for patients for many years, with the most recent requirement that certified EHRs include functionality for patients to connect third-party applications via application programming interface (API) technology (a mechanism for applications to communicate directly with EHRs) [14]. Additionally, the 21st Century Cures Act (21CCA) requires that certified EHRs have published APIs available for patients [15] and the United States Department of Health and Human Services recently proposed a new rule that would implement these data sharing provisions from 21CCA and expand the number of required data elements to be shared [16].

With these regulations in mind, in 2018 Apple announced a new “Health Records on iPhone” feature that would enable patients to directly connect their iPhone through APIs to EHRs using a direct connection and would allow them to download, aggregate, and view their records (medications, allergies, results, etc). Patients could additionally choose to allow third-party apps to access these data [17]. The number of participating healthcare organizations has expanded substantially since the original release [18], and Apple recently expanded availability of this functionality to any US healthcare system with a compatible EHR [19]. Though this technology is limited to iPhone devices only, there are an estimated 193 million iPhone units in the United States [20], which presents a major opportunity for improving patient access to health data.

Despite the growing availability of third-party applications that connect to EHRs via APIs, little is known about the patients who have begun using them. Therefore, we examined the characteristics of patients at our institution who connected their personal Apple devices to our EHR through “Health Records on iPhone”, as compared to patients at our institution who used our patient portal but did not connect a personal device to our EHR.

**Methods**

We identified adult patients at our institution who had authorized an iPhone device to download their health data via APIs with “Health Records on iPhone;” from the Partners HealthCare EHR, from February 18, 2018 (the date this feature was enabled at our health system) until February 17, 2019. For the purposes of this study, using the API was defined as authorizing the iPhone product “Health Records on iPhone” to download health data at least once during the study period. Authorizations were retrieved from an internal audit log database. Our healthcare system (Partners HealthCare) uses the Epic EHR software (Epic Systems Corporation, Verona, Wisconsin). During the study period, our portal was a custom-developed product that utilized native Epic MyChart functionality for many components, including the API functionality. Our control group consisted of adult patients who used our portal at least once during this period but did not authorize an iPhone device to download their data via APIs. The control group was not limited to patients with iPhone devices. Due to data use agreements, we were unable to report the total number of “Health Records on iPhone” users, so we instead took a random sample of the total from each population.

We calculated descriptive statistics and performed a multivariable logistic regression to compute odds ratios (ORs) with 95% CI for the odds that a patient would be in our case group (“Health Records on iPhone” users). Covariates included gender, age (split into ranges of 18-40, 41-50, 51-60, 61-70, and >80), race and ethnicity (using United States Census Bureau groupings), primary language, and the United States census median household income quartile of their primary ZIP code, which we obtained from the United States Census Bureau [21]. Patient characteristics data were obtained from an internal clinical reporting system. Data analysis was conducted using R statistical software version 3.5.1 (R Project for Statistical Computing, Vienna, Austria). The Partners HealthCare institutional review board approved this study.

**Results**

We randomly sampled 3000 “Health Records on iPhone” users and compared them to 100,000 randomly sampled patient portal users who did not use the feature (Table 1).
Table 1. Association between patient characteristics and usage of “Health Records on iPhone”.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Non-“Health Records on iPhone” users (n=100,000), n (%)</th>
<th>“Health Records on iPhone” users (n=3000), n (%)</th>
<th>Adjusted OR(^a) (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>37,187 (37.2)</td>
<td>1931 (64.4)</td>
<td>—</td>
<td>.19</td>
</tr>
<tr>
<td>Female</td>
<td>62,813 (62.8)</td>
<td>1069 (35.6)</td>
<td>3.36 (3.11-3.62)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Primary language</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>95,251 (95.3)</td>
<td>2897 (96.6)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>681 (0.68)</td>
<td>17 (0.57)</td>
<td>0.66 (0.40-1.11)</td>
<td>.12</td>
</tr>
<tr>
<td>Other</td>
<td>1163 (1.16)</td>
<td>24 (0.80)</td>
<td>0.71 (0.47-1.07)</td>
<td>.11</td>
</tr>
<tr>
<td>Not available</td>
<td>2905 (2.90)</td>
<td>62 (2.07)</td>
<td>0.83 (0.63-1.09)</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>83,215 (83.2)</td>
<td>2408 (80.3)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>5596 (5.60)</td>
<td>262 (8.73)</td>
<td>1.32 (1.16-1.51)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>African American</td>
<td>3196 (3.20)</td>
<td>109 (0.36)</td>
<td>1.15 (0.94-1.41)</td>
<td>.17</td>
</tr>
<tr>
<td>Other</td>
<td>3390 (3.39)</td>
<td>124 (4.13)</td>
<td>0.91 (0.71-1.15)</td>
<td>.43</td>
</tr>
<tr>
<td>Not available</td>
<td>4603 (4.60)</td>
<td>97 (3.23)</td>
<td>0.66 (0.52-0.83)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>3309 (3.31)</td>
<td>137 (4.57)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>88,092 (88.1)</td>
<td>2598 (86.6)</td>
<td>0.67 (0.53-0.85)</td>
<td>.001</td>
</tr>
<tr>
<td>Not available</td>
<td>8599 (8.60)</td>
<td>265 (8.83)</td>
<td>0.77 (0.59-0.99)</td>
<td>.05</td>
</tr>
<tr>
<td>Age range</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-40</td>
<td>31,377 (31.4)</td>
<td>1233 (41.1)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>41-50</td>
<td>16,255 (16.3)</td>
<td>690 (23.0)</td>
<td>1.00 (0.90-1.10)</td>
<td>.94</td>
</tr>
<tr>
<td>51-60</td>
<td>19,573 (19.6)</td>
<td>513 (17.1)</td>
<td>0.61 (0.54-0.67)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>61-70</td>
<td>18,844 (18.8)</td>
<td>363 (12.1)</td>
<td>0.43 (0.38-0.49)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>71-80</td>
<td>10,827 (10.8)</td>
<td>177 (5.90)</td>
<td>0.35 (0.39-0.41)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;80</td>
<td>3124 (3.12)</td>
<td>24 (0.80)</td>
<td>0.16 (0.11-0.24)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Median household income quartile, by ZIP code (US $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4836-41,406.50</td>
<td>24,844 (24.8)</td>
<td>669 (22.3)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>41,406.50-51,897</td>
<td>24,787 (24.8)</td>
<td>725 (24.2)</td>
<td>1.12 (1.01-1.25)</td>
<td>.05</td>
</tr>
<tr>
<td>51,897-65,903.50</td>
<td>24,735 (24.7)</td>
<td>778 (25.9)</td>
<td>1.15 (1.03-1.28)</td>
<td>.02</td>
</tr>
<tr>
<td>65,903.50-244,671</td>
<td>24,703 (24.7)</td>
<td>809 (27.0)</td>
<td>1.21 (1.09-1.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non-US, invalid, or missing</td>
<td>931 (0.93)</td>
<td>19 (0.63)</td>
<td>0.91 (0.57-1.45)</td>
<td>.71</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.

\(^b\)Not applicable.

In a multivariable analysis, characteristics associated with an increased likelihood of using “Health Records on iPhone” included male gender (adjusted OR 3.36; 95% CI 3.11-3.62; \(P<.001\)) and younger age, particularly below 50 years of age. With each decade over 50 years of age, people were less likely to be “Health Records on iPhone” users. Additionally, Asian patients were more likely to use the app than Caucasians (adjusted OR 1.32; 95% CI 1.16-1.51; \(P<.001\)), though there was no significant difference between African Americans and Caucasians (adjusted OR 1.15; 95% CI 0.94-1.41; \(P=.17\)). Spanish as a primary language was not associated with “Health Records on iPhone” usage, as compared to English as a primary language (adjusted OR 0.66; 95% CI 0.40-1.11; \(P=.12\)). Hispanic ethnicity was more associated with “Health Records on iPhone” usage than non-Hispanic or non-Latino ethnicity (adjusted OR 0.67; 95% CI 0.53-0.85; \(P=.001\)). Finally, patients who resided in higher ZIP code income quartiles were more likely to be users than those in the lowest quartile, with comparisons to quartile 2 (adjusted OR 1.12; 95% CI 1.01-1.25; \(P=.12\)), to quartile 3 (adjusted OR 1.15; 95% CI 1.03-1.28; \(P=.05\)), to quartile 4 (adjusted OR 1.18; 95% CI 1.05-1.32; \(P=.006\)).
P=.02) and to quartile 4 (adjusted OR 1.21; 95% CI 1.09-1.35; 
P<.001). Full results are listed in Table 1. Unadjusted results did not substantially differ from the adjusted results and can be found in Multimedia Appendix 1.

Discussion

In this single center study of the characteristics of patients who used “Health Records on iPhone”, patients that used the product differed in important ways from patients that also used our online patient portal but did not use the app. Initial users were more likely to be male and reside in a ZIP code with a higher median household income than patients who used our portal but did not connect their personal device to our EHR. Additionally, users of this technology were more likely to be younger than 50 compared to non-API portal users. Patients of Asian race used “Health Records on iPhone” more than patients of Caucasian race, but no other racial or ethnic differences were observed beyond non-Hispanic or non-Latino ethnicity using it less than Hispanic or Latino ethnicity.

In the United States, patients have the right to access their health information, as the HIPAA Privacy Rule requires that covered entities give individuals access to their data, upon request, with exceptions for some items like psychotherapy notes [22]. PHRs and patient portals have existed for decades in various forms, though there has been significant expansion of these technologies in the last decade driven by overall technological advancements and US federal regulatory requirements in the form of Meaningful Use (now called Promoting Interoperability). Prior work has shown that, overall, patient portal usage seems to be increasing [23,24] but remains low, with typically less than 50% of patients using online portals [9,10,25]. Additionally, prior work has shown that patient portal use may reflect or exacerbate a digital divide between sociodemographic patient groups. For example, Perzynski et al [25] showed that racial and ethnic minorities and patients of lower socioeconomic status were less likely to use a patient portal, along with those without broadband internet access in their neighborhood. Pho et al and Gerber et al [23,24] showed that in an oncology population, certain characteristics were more associated with portal usage, such as younger age, Caucasian race, and Spanish-speaking patients. Lockwood et al [9] also demonstrated important sociodemographic differences in portal usage in a pre and post-kidney transplant population. These, and our findings, exist within a broader literature describing a very real digital divide between patients who do not have ready access to the internet due to literacy, cost, or other barriers, and those that do have immediate access [26-31].

APIs provide an opportunity for deeper, more seamless integration with health data and EHRs than is possible through patient portals, and their availability is now required as part of a certified EHR. Through APIs an entire ecosystem of PHRs can form, with patients free to choose among multiple solutions depending on their needs. APIs are particularly enabling for mobile devices to retrieve health data, with these devices becoming increasingly common. For example, smartphone usage in the United States has dramatically increased over the past decade, from 33% in 2011 to 84% in 2019 [32]. More Americans now have a smartphone than a desktop or laptop computer [32]. “Health Records on iPhone” is one of the first major products to take advantage of these functionalities. In the United States, the CMS program Promoting Interoperability requires certified EHRs to include patient-facing API technology as of 2019. Because this technology is new, little is known about what types of patients are connecting their personal devices to the EHR to retrieve data. Initial reports suggest patients are receptive to these technologies [33], but we are not aware of any other work examining the characteristics of patients using APIs. Our results are an important first look at which patients are connecting their personal devices to the EHR system through APIs.

Our study has several limitations. First, we looked only at patient demographics. More work is needed to look at the clinical characteristics of these patients. Additionally, our study is a single site analysis and looked only at one product (“Health Records on iPhone”) on one type of smartphone operating system (Apple, iOS). “Health Records on iPhone” is by far the largest current implementation of these technologies. As these technologies expand, we expect more product usage across different types of personal devices, and it will be essential that these analyses are replicated for different devices and populations. Third, we did not have access to the specific model of iPhone device used by the patients. Finally, we were unable to account for unmeasured clustering of patients using these technologies (eg, driven by specific provider groups that encouraged usage). However, we are not aware of any such behaviors at our institution.

In summary, we report here a first look at the characteristics of the initial cohort of patients who used “Health Records on iPhone” and show that these initial patients differ in important ways from patients who did not use this product but still used our portal. More work is needed to understand how to expand this technology to other members of the community and how policies can be modified to improve patient access to data broadly.
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Abstract

Background: The eHealth Impact Questionnaire (eHIQ) provides a standardized method to measure attitudes of electronic health (eHealth) users toward eHealth. It has previously been validated in a population of eHealth users in the United Kingdom and consists of 2 parts and 5 subscales. Part 1 measures attitudes toward eHealth in general and consists of the subscales attitudes towards online health information (5 items) and attitudes towards sharing health experiences online (6 items). Part 2 measures the attitude toward a particular eHealth application and consists of the subscales confidence and identification (9 items), information and presentation (8 items), and understand and motivation (9 items).

Objective: This study aimed to translate and validate the eHIQ in a Dutch population of eHealth users.

Methods: The eHIQ was translated and validated in accordance with the COnsensus-based Standards for the selection of health status Measurement INstruments criteria. The validation comprised 3 study samples, with a total of 1287 participants. Structural validity was assessed using confirmatory factor analyses and exploratory factor analyses (EFAs; all 3 samples). Internal consistency was assessed using hierarchical omega (all 3 samples). Test-retest reliability was assessed after 2 weeks, using 2-way intraclass correlation coefficients (sample 1). Measurement error was assessed by calculating the smallest detectable change (sample 1). Convergent and divergent validity were assessed using correlations with the remaining measures (all 3 samples). A graded response model was fit, and item information curves were plotted to describe the information provided by items across item trait levels (all 3 samples).

Results: The original factor structure showed a bad fit in all 3 study samples. EFAs showed a good fit for a modified factor structure in the first study sample. This factor structure was subsequently tested in samples 2 and 3 and showed acceptable to good fits. Internal consistency, test-retest reliability, convergent validity, and divergent validity were acceptable to good for both the original and modified factor structure, except for test-retest reliability of one of the original subscales and the 2 derivative subscales in the modified factor structure. The graded response model showed that some items underperformed in both the original and modified factor structure.

Conclusions: The Dutch version of the eHIQ (eHIQ-NL) shows a different factor structure compared with the original English version. Part 1 of the eHIQ-NL consists of 3 subscales: attitudes towards online health information (5 items), comfort with sharing
health experiences online (3 items), and usefulness of sharing health experiences online (3 items). Part 2 of the eHIQ-NL consists of 3 subscales: motivation and confidence to act (10 items), information and presentation (13 items), and identification (3 items).

**KEYWORDS**
eHealth; evaluation; e-Health Impact Questionnaire; psychometrics

**Introduction**

Currently, patients and care providers are encouraged to use electronic health (eHealth) apps to improve health care, including self-management [1,2]. A standardized measure to evaluate eHealth apps throughout the development process is needed. In the Netherlands, more than 98% of the population has access to the internet [3], and the use of eHealth apps is stimulated by both government and health care organizations. Internationally, the access to the internet is also growing rapidly. A standardized measure to evaluate eHealth apps is therefore much needed. However, evaluating eHealth apps is difficult because of a number of factors, including the difficulty of creating controlled experiments and confounding variables such as proficiency with the internet [4], and the continued development of eHealth app in comparison with more traditional forms of health care. Currently, evaluation of eHealth apps usually consists of 2 components: testing efficacy using randomized controlled trials (RCTs) and in-depth evaluation of the content of the app using structured and unstructured interviews. These methods require a large investment of time and resources. Given the rapid development of technology, this creates a state of playing catch-up for eHealth developers. A standardized way of evaluating eHealth apps can be invaluable in the process of constant development and evaluation. Although some such standardized measures exist (eg, the system usability, which measures the usability of software apps), they do not offer similar insight into the user experience through interviews.

In 2013, Kelly et al [5] developed the eHealth Impact Questionnaire (eHIQ) to measure the self-reported impact of eHealth on its users. On the basis of 5 themes, which were identified from interviews, the questionnaire consists of 2 parts. The first part (11 items) measures the overall attitude of eHealth users regarding eHealth, consisting of 2 subscales: attitudes towards online health information (5 items) and attitudes towards sharing health experiences online (6 items). The second part (26 items) measures the attitude of eHealth users regarding a specific eHealth app, consisting of 3 subscales: confidence and identification (9 items), information and presentation (8 items), and understand and motivation (9 items). This questionnaire was validated in 2015 for the British eHealth users [6].

The goal of this study was to translate and validate the eHIQ in a Dutch population of eHealth users—resulting in the Dutch version called eHIQ-NL—according to the Consensus-based Standards for the selection of health status Measurement INstruments (COSMIN) criteria [7]. These criteria provide a systematic roadmap for appropriate analyses and interpretation of different types of validity and reliability. To our knowledge, the eHIQ has not been previously translated and/or validated outside of the original development and validation [5,6].

In the first study (the main study), Dutch users of the website Kanker.nl (an eHealth website for Dutch cancer patients) completed both parts of the eHIQ twice. In the second study, the first part of the eHIQ was completed by Dutch cancer survivors who were invited to participate in a survey on supportive cancer care, which was part of a randomized controlled trial to evaluate the efficacy of Oncokompas (an eHealth self-management app that supports Dutch cancer survivors in finding and obtaining optimal supportive care) [8]. In the third study, the second part of the eHIQ was completed by Dutch patients who had undergone orthopedic surgery and were participants in a pilot study of an app providing health information regarding pre- and postoperative care.

**Methods**

**Translation**

The questionnaire was translated from English into Dutch by 2 independent translators: 1 eHealth expert and 1 language expert who is a Dutch native and fluent in English. These translations were combined into a single Dutch questionnaire by 2 independent reviewers. In case of discrepancies, the final translation was decided by consensus. The Dutch translation was then translated back into English by 2 independent experts in language who are English natives and fluent in Dutch. The back-translated questionnaire was compared with the original English version by 2 independent reviewers. Discrepancies between the back-translated and the original English questionnaire were discussed, and some final changes were made. An example copy of the final translated questionnaire can be found in Multimedia Appendix 1.

**Recruitment and Procedure**

Due to the results of the main study (study sample 1), the eHIQ was subsequently presented to 2 other samples of (prospective) eHealth users (study samples 2 and 3).

**Study Sample 1**

Dutch users of the national website Kanker.nl (an eHealth website for cancer patients) who had signed to participate in scientific research were asked to fill in both parts of the eHIQ-NL twice, with an interval of 2 weeks. On the second measurement, they were also asked to answer 2 questions designed to gauge attitudes to eHealth apps: 1 question asked them to grade their satisfaction with Kanker.nl on a 10-point scale (overall satisfaction), whereas the other question asked how likely they were to recommend Kanker.nl to a fellow cancer patient (the Net Promoter Score, NPS). They were further asked
to fill in the 5-level EuroQol-5D version (EQ-5D-5L), which measures self-reported health-related quality of life [9].

### Study Sample 2

A random sample of cancer survivors (breast cancer, colorectal cancer, head and neck cancer, or lymphoma) was drawn from the Netherlands Cancer Registry and invited to complete a survey on supportive cancer care, which was part of an RCT investigating the efficacy of Oncokompas (an eHealth self-management app that supports Dutch cancer survivors in finding and obtaining optimal supportive care) [8]. Patients were excluded who had severe cognitive impairment, insufficient mastery of the Dutch language, physical inability to complete a questionnaire, or received palliative care. Participants with internet access filled in the first part of the eHIQ-NL during the survey on supportive care. They were also asked to fill in the Functional, Communicative and Critical Health Literacy (FCCHL) scales (Cronbach α was .94 in the current sample), which measures the capacity of individuals to access, understand, and use health information [10], and the European Organisation for Research and Treatment of Cancer core quality of life questionnaire, version 3.0 (Cronbach α was .98 in the current sample), which measures cancer-related quality of life [11]. Medical ethical approval was provided by the Medical Ethics Review Board of the VU Medical Center in Amsterdam, the Netherlands (reference number 2015.523).

### Study Sample 3

Patients were recruited from a single clinic (ViaSana, Mill, The Netherlands) to participate in a pilot study of an app providing health information regarding pre- and postoperative care. Patients were eligible when aged older than 18 years and had undergone orthopedic surgery. Patients were excluded if they were not accessible by e-mail. Participants filled in the second part of the eHIQ-NL up to 2 weeks after using the app. Participants also filled in the System Usability Scale (SUS; Cronbach α was .90 in the current sample), which measures the usability of software apps [12], and 2 questions designed to gauge attitudes to eHealth apps, 1 question asked them to grade the app on a 10-point scale, whereas the other question asked how likely they were to recommend the app to a fellow patient. Medical ethical approval was provided by Medical Ethics Review Board of the Elisabeth Hospital in Tilburg, the Netherlands (reference number METC-T2012-11).

### Statistical Analysis

All analyses were performed in R version 3.3.3 [13]. Measurement properties were assessed in accordance with the COSMIN criteria [7].

#### Study Sample 1

First, structural validity was assessed with a combination of confirmatory factor analyses (CFAs) and exploratory factor analyses (EFAs). All CFAs were run using the cfa function of the lavaan package version 0.6-3 [14], whereas all EFAs were run using the efaUnrotate function of the semTools package version 0.5-1 [15], and Oblimin rotation was applied using the obliqueRot function of the semTools package version 0.5-1 [15]. Second, internal consistency was assessed by calculating hierarchical omega [16] using the reliability function of the semTools package version 0.5-1 [15]. Third, test-retest reliability was assessed by calculating a 2-way intraclass correlation coefficient (ICCs) between the 2 measurement times, using the irr function of the irr package version 0.84.1 [17]. Fourth, measurement error was assessed by calculating the standard error of measurement using the SE.Meas function of the psychometric package version 2.2 [18]. The smallest detectable change (SDC) was calculated by hand using the standard error of measurement.

Fifth, convergent validity and divergent validity were tested by correlating the subscales of the eHIQ-NL with the questions concerning satisfaction with Kanker.nl and the NPS (a positive correlation was hypothesized) and the EQ-5D-5L of which the items for daily activities and anxiety or depression were assumed to show a positive correlation. No correlation was hypothesized to exist between the eHIQ-NL and the remaining EQ-5D-5L items. Correlations were calculated using the rcorr function of the Hmisc package [19].

Sixth and last, a graded response model was fit using the grm function of the ltm package [20]. Item information curves were plotted for each subscale to describe the information provided by items across the item trait level (ie, the construct measured by the subscale).

#### Study Sample 2

Structural validity was assessed with a combination of CFAs and EFAs. Internal consistency was assessed with hierarchical omega. Divergent validity was tested by correlating the subscales of the eHIQ-NL with the FCCHL, as no correlation was hypothesized to exist. Finally, a graded response model was fit. All analyses were performed using the same functions and R packages as in study sample 1.

#### Study Sample 3

Structural validity was assessed with a combination of CFAs and EFAs. Internal consistency was assessed with hierarchical omega. Convergent validity was tested by correlating the subscales of the eHIQ-NL with the SUS and the questions concerning the grade and likelihood of recommending the app, as positive correlations were hypothesized. Finally, a graded response model was fit. All analyses were performed using the same functions and R packages as in study sample 1.

### Results

#### Study Population

Table 1 shows the demographic and clinical characteristics of the 3 study samples. In study sample 1, 304 cancer survivors participated with a mean age of 58.12 years (SD=11.26), and 177 were female (58.2%, 177/304). The study sample consisted of more than 17 cancer diagnoses; most were diagnosed with breast cancer (27.1%, 82/304) or prostate cancer (13.8%, 42/304). The feasibility of the eHIQ-NL was good: of the 304 participants who started the first measurement, 288 (94.7%, 288/304) completed the eHIQ-NL. A total of 242 (79.6%,...
242/304 participants started the second measurement, of which 217 (71.4%, 217/304) completed all questionnaires.

In study sample 2, 566 cancer survivors completed the first part of the eHIQ-NL with a mean age of 64.18 years (SD=10.65), and 351 (62.1%, 351/565) were female. The study sample consisted of 4 cancer diagnoses: breast cancer (39.2%, 222/566), colorectal cancer (29.7%, 168/566), head and neck cancer (19.1%, 108/566), and lymphoma (12.0%, 68/566).

Table 1. Descriptive statistics of the study population.

<table>
<thead>
<tr>
<th>Study sample, characteristic</th>
<th>Study sample 1 (N=288)</th>
<th>Study sample 2 (N=566)</th>
<th>Study sample 3 (N=526)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>58.12 (11.26)</td>
<td>64.18 (10.65)</td>
<td>59.00 (50-66)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>126</td>
<td>214</td>
<td>259</td>
</tr>
<tr>
<td>Female</td>
<td>177</td>
<td>351</td>
<td>267</td>
</tr>
<tr>
<td>Diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breast cancer</td>
<td>82 (26.9)</td>
<td>222 (39.2)</td>
<td>b</td>
</tr>
<tr>
<td>Miscellaneous cancer</td>
<td>47 (15.4)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Prostate cancer</td>
<td>42 (13.8)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>20 (6.5)</td>
<td>68 (12.0)</td>
<td>—</td>
</tr>
<tr>
<td>Colon cancer</td>
<td>18 (5.9)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Skin cancer</td>
<td>18 (5.9)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>17 (5.5)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Bladder and kidney cancer</td>
<td>17 (5.5)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Rectal cancer</td>
<td>14 (4.6)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Head and neck cancer</td>
<td>12 (3.9)</td>
<td>108 (19.1)</td>
<td>—</td>
</tr>
<tr>
<td>Esophageal cancer</td>
<td>10 (3.2)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Leukemia</td>
<td>10 (3.2)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>33 (8.8)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Colorectal cancer</td>
<td>—</td>
<td>168 (29.7)</td>
<td>—</td>
</tr>
<tr>
<td>Total knee arthroplasty</td>
<td>—</td>
<td>—</td>
<td>164 (31.2)</td>
</tr>
<tr>
<td>Total hip arthroplasty</td>
<td>—</td>
<td>—</td>
<td>89 (16.9)</td>
</tr>
<tr>
<td>Anterior cruciate ligament reconstruction</td>
<td>—</td>
<td>—</td>
<td>56 (10.6)</td>
</tr>
<tr>
<td>Knee arthroscopy</td>
<td>—</td>
<td>—</td>
<td>47 (8.9)</td>
</tr>
<tr>
<td>Cuff repair</td>
<td>—</td>
<td>—</td>
<td>30 (5.7)</td>
</tr>
<tr>
<td>High tibial osteotomy</td>
<td>—</td>
<td>—</td>
<td>23 (4.4)</td>
</tr>
<tr>
<td>Lumbar discectomy</td>
<td>—</td>
<td>—</td>
<td>17 (3.2)</td>
</tr>
<tr>
<td>Acromionplasty</td>
<td>—</td>
<td>—</td>
<td>14 (2.7)</td>
</tr>
<tr>
<td>Remaining group</td>
<td>—</td>
<td>—</td>
<td>86 (16.3)</td>
</tr>
</tbody>
</table>

aMedian (interquartile range).

bNot assessed in this study.

cRemaining group: shoulder arthroplasty, femoral osteotomy, patella stabilization (medial patellofemoral ligament), mortons neurom, hallux valgus/rigidus, exostosis, and talocrural arthrodesis.
Study Sample 1

Structural Validity

A CFA was run on a 2-level hierarchical model, with the specified subscales as first-order factors, and the 2 different sections (general attitude and specific attitude) as second-order factors. This model had a bad fit (minimum discrepancy per degree of freedom [CMIN]=2.61, adjusted goodness-of-fit index [AGFI]=0.719, Comparative Fit Index [CFI]=0.752, Tucker-Lewis index [TLI]=0.753, standardized root mean square residual [SRMR]=0.076, and root mean square error of approximation [RMSEA]=0.075 [0.070-0.079]). Inspecting the modification indices revealed cross-loadings of items on the second-order factors. Such cross-loadings made sense when looking at the content of the items (eg, items on information on the specific eHealth tool showing cross-loadings with general attitude toward health information); however, shifting items from one section to another made no theoretical or practical sense. Therefore, 2 CFAs were run separately for each section, removing the second-order factor from the analysis.

The fit for the first part of the questionnaire was better than the first model fit, but not yet acceptable (CMIN=5.14, AGFI=0.796, CFI=0.847, TLI=0.804, SRMR=0.074, and RMSEA=0.118 [0.103-0.134]). A 3-factor EFA using Oblimin rotation was run to investigate an alternative to the original factor structure. This model showed a good fit (CMIN=3.16, AGFI=0.989, CFI=0.954, TLI=0.898, SRMR=0.032, and RMSEA=0.085 [0.065-0.107]). The 3 factors were interpretable (Multimedia Appendix 2), with the subscale attitudes towards sharing health experiences online being split into the 2 factors comfort with sharing health experiences online and usefulness of sharing health experiences online. The third factor was identical to the original factor of attitudes towards online health information.

The fit for the second part of the questionnaire was also better than the first model fit, but not yet acceptable (CMIN=3.20, AGFI=0.747, CFI=0.755, TLI=0.731, SRMR=0.082, and RMSEA=0.087 [0.081-0.094]). A 4-factor EFA using Oblimin rotation was run to investigate an alternative to the original factor structure. The model showed a good fit (CMIN=2.01, AGFI=0.988, CFI=0.914, TLI=0.876, SRMR=0.037, and RMSEA=0.059 [0.051-0.067]), but the factor structure was not clearly interpretable, many items had double loadings, and the fourth factor had very low factor loadings. A 5-factor EFA using Oblimin rotation showed a similar fit (CMIN=1.93, AGFI=0.988, CFI=0.928, TLI=0.886, SRMR=0.033, and RMSEA=0.057 [0.048-0.065]). Although the double loadings were mostly taken care of, the loadings on the fourth and fifth factors were very low.

A 3-factor EFA using Oblimin rotation was run to investigate problematic items. Items 10, 8, 16, 4, 17, and 11 showed double loadings and no clear distinction to any one factor. Removing these items and performing a CFA on the original factor structure resulted in a bad fit (CMIN=3.39, AGFI=0.779, CFI=0.786, TLI=0.757, SRMR=0.084, and RMSEA=0.091 [0.083-0.099]). Running an EFA using Oblimin rotation on the same subset of items resulted in a good fit (CMIN=2.22, AGFI=0.990, CFI=0.920, TLI=0.886, SRMR=0.041, and RMSEA=0.062 [0.052-0.072]), but with a different factor structure than theorized (Multimedia Appendix 2): the first factor being a combination of items from the subscales confidence and identification and Understanding and motivation and interpretable as motivation and confidence to act; the second factor being identical to the original subscale information and presentation with the addition of item 2; and the third factor consisting of 3 items from the subscale confidence and identification and interpretable as identification.

Internal Consistency

Multimedia Appendix 3 shows the results on internal consistency of the original factor structure and the modified factor structure, respectively. All values were acceptable (omega>0.70), and the values of the original first part and the modified first part were comparable. The values of the modified second part were better than of the original second part.

Test-Retest Reliability

Table 2 shows the results on test-retest reliability of the original factor structure and the modified factor structure. All original subscales, except for attitudes towards sharing health experiences online (ICC=0.63) showed acceptable ICCs (ICC>0.70). All modified subscales, except for comfort with sharing health experiences online (ICC=0.62) and usefulness of sharing health experiences online (ICC=0.53) showed acceptable ICCs (ICC>0.70). The ICCs for the original factor structure and the modified factor structure were comparable.
Table 2. Test-retest reliability.

<table>
<thead>
<tr>
<th>Structure, subscale</th>
<th>ICC(^a)</th>
<th>CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Original factor structure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes towards online health information</td>
<td>0.71</td>
<td>0.64-0.77</td>
</tr>
<tr>
<td>Attitudes towards sharing health experiences online</td>
<td>0.63</td>
<td>0.54-0.7</td>
</tr>
<tr>
<td>Confidence and identification</td>
<td>0.73</td>
<td>0.66-0.78</td>
</tr>
<tr>
<td>Information and presentation</td>
<td>0.72</td>
<td>0.64-0.78</td>
</tr>
<tr>
<td>Understanding and motivation</td>
<td>0.74</td>
<td>0.67-0.8</td>
</tr>
<tr>
<td><strong>Modified factor structure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes towards online health information</td>
<td>0.71</td>
<td>0.64-0.77</td>
</tr>
<tr>
<td>Comfort with sharing health experiences online</td>
<td>0.62</td>
<td>0.53-0.69</td>
</tr>
<tr>
<td>Usefulness of sharing health experiences online</td>
<td>0.53</td>
<td>0.43-0.62</td>
</tr>
<tr>
<td>Motivation and confidence to act</td>
<td>0.76</td>
<td>0.7-0.81</td>
</tr>
<tr>
<td>Information and presentation</td>
<td>0.73</td>
<td>0.66-0.79</td>
</tr>
</tbody>
</table>

\(^a\)ICC: intraclass correlation coefficient.

**Measurement Error**

Table 3 shows the results of the measurement error of the original factor structure and the modified factor structure. For the original factor structure, the SDC ranged between 15.77 and 26.18, which represents a measurement error of 15%-26% of the 100 subscale range. Consequently, we can be 95% certain that a change score larger than 15% to 26% of the subscale range is not an artifact of measurement error. For the modified factor structure, the SDC ranged between 15.05 and 34.81, which represents a measurement error of 15% to 35% of the 100 subscale range. The highest SDCs were reported for the Part 1 attitudes towards sharing health experiences online (34.81) and comfort with sharing health experiences online (28.91) subscales. This makes sense, as both subscales only consisted of 3 items, and small scales are susceptible to high measurement error.

**Convergent and Divergent Validity**

All subscales correlated significantly with both the overall satisfaction and the NPS. The correlations between the subscales of the first part of the eHIQ-NL and the overall satisfaction and the NPS were small ($r<0.30$). There were either no significant or very small ($r<0.20$) correlations with the EQ-5D questions on daily activities and anxiety and depression. The 3 remaining EQ-5D items did not correlate significantly with any of the eHIQ-NL subscales (Table 4).

**Graded Response Model**

Figure 1 shows the item information curves for the original subscales. A number of items of part 1 did not provide much extra information to the subscale: items 1, 2, 8, 9, and 11. Notably, most items in the subscale attitudes towards sharing health experiences online provided information at the same item trait levels. A number of items of Part 2 also did not provide much extra information to the subscale: items 2, 10, 11, 13, 16, 23, and 25. Notably, items 10, 11, and 16 were items that fit poorly in the factor analysis.

Figure 2 shows the item information curves of the modified subscales. Of part 1, the information of the subscale comfort with sharing health experiences online was rather low across the entire latent trait spectrum. For the subscale usefulness of sharing health experiences online information was high on certain points of the latent trait spectrum, but all 3 items overlap almost completely. Of part 2, the subscale motivation and confidence to act showed a good range of information across latent trait levels. However, 3 items hardly contributed information (items 1, 7, and 13). The subscale information and presentation still suffered from multiple items adding little information, as well as a lot of overlap. Finally, the subscale identification showed a good range of information as well as high peaks for all 3 items, but still a lot of overlap between items on information range.
Table 3. Measurement error.

<table>
<thead>
<tr>
<th>Structure, subscale Original factor structure</th>
<th>SEM\textsuperscript{a}</th>
<th>SDC\textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Original factor structure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes towards online health information</td>
<td>9.14</td>
<td>25.32</td>
</tr>
<tr>
<td>Attitudes towards sharing health experiences online</td>
<td>9.44</td>
<td>26.18</td>
</tr>
<tr>
<td>Confidence and identification</td>
<td>6.79</td>
<td>18.83</td>
</tr>
<tr>
<td>Information and presentation</td>
<td>5.69</td>
<td>15.77</td>
</tr>
<tr>
<td>Understanding and motivation</td>
<td>6.33</td>
<td>17.54</td>
</tr>
<tr>
<td><strong>Modified factor structure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes towards online health information</td>
<td>9.14</td>
<td>25.32</td>
</tr>
<tr>
<td>Comfort with sharing health experiences online</td>
<td>12.56</td>
<td>34.81</td>
</tr>
<tr>
<td>Usefulness of sharing health experiences online</td>
<td>10.43</td>
<td>28.90</td>
</tr>
<tr>
<td>Motivation and confidence to act</td>
<td>7.19</td>
<td>19.93</td>
</tr>
<tr>
<td>Information and presentation</td>
<td>5.43</td>
<td>15.05</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SEM: standard error of measurement.

\textsuperscript{b}SDC: smallest detectable change.
Table 4. Convergent and divergent validity.

<table>
<thead>
<tr>
<th>Study sample</th>
<th>Original factor structure</th>
<th>Modified factor structure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OHI^a SHEO^b C&amp;I^c I&amp;P^d</td>
<td>U&amp;M^e OHI CSHEO^f USHEO^g M&amp;CA^h I&amp;P ID^i</td>
</tr>
<tr>
<td>A: Study sample 1—convergent</td>
<td>Grade</td>
<td>0.17^j 0.28^k 0.50^k 0.47^k 0.49^k 0.17^j 0.23^k 0.27^k 0.46^k 0.49^k 0.35^k</td>
</tr>
<tr>
<td></td>
<td>NPS^l</td>
<td>0.21^m 0.25^k 0.48^k 0.44^k 0.44^k 0.21^m 0.19^m 0.26^k 0.43^k 0.45^k 0.37^k</td>
</tr>
<tr>
<td></td>
<td>EQ-5D^o—daily activities</td>
<td>-0.01 0.07 -0.05 0.00 -0.05 -0.01 0.08 0.04 -0.05 0.00 0.01</td>
</tr>
<tr>
<td></td>
<td>EQ-5D—anxiety/depression</td>
<td>-0.07 0.00 -0.13 -0.18^m -0.14^i -0.07 0.06 -0.07 -0.15^j -0.18^m -0.02</td>
</tr>
<tr>
<td>B: Study sample 1—divergent</td>
<td>EQ-5D—mobility</td>
<td>-0.04 0.02 -0.04 -0.05 -0.02 -0.04 0.01 0.02 -0.01 -0.03 0.01</td>
</tr>
<tr>
<td></td>
<td>EQ-5D—selfcare</td>
<td>0.02 0.07 -0.04 -0.03 0.03 0.02 0.06 0.07 0.01 -0.02 -0.04</td>
</tr>
<tr>
<td></td>
<td>EQ-5D—pain</td>
<td>-0.04 0.00 -0.08 -0.06 -0.08 -0.04 0.03 -0.04 -0.09 -0.06 -0.03</td>
</tr>
<tr>
<td>C: Study sample 2—divergent</td>
<td>FCCHL^o</td>
<td>0.14^m 0.03 —^p — — 0.14^m -0.01 0.06 — — —</td>
</tr>
<tr>
<td></td>
<td>EORTC QLQ-C30^q</td>
<td>0.01 0.01 — — — 0.01 0.00 0.02 — — —</td>
</tr>
<tr>
<td>D: Study sample 3—convergent</td>
<td>System Usability Scale</td>
<td>— — 0.20^k 0.53^k 0.39^k — — — 0.30^k 0.55^k 0.12^m</td>
</tr>
<tr>
<td></td>
<td>NPS</td>
<td>— — 0.46^k 0.42^k 0.52^k — — — 0.48^k 0.45^k 0.31^k</td>
</tr>
<tr>
<td></td>
<td>Grade^r</td>
<td>0.50^k 0.53^k 0.62^k — — — 0.58^k 0.55^k 0.43^k</td>
</tr>
</tbody>
</table>

^aOHI: attitudes towards online health information.
^bSHEO: attitudes towards sharing health experiences online.
^cC&I: confidence and identification.
^dI&P: information and presentation.
^eU&M: understanding and motivation.
^fCSHEO: comfort with sharing health experiences online.
^gUSHEO: usefulness of sharing health experiences online.
^hM&CA: motivation and confidence to act.
^iID: identification.
^jP<.05.
^kP<.01.
^lNPS: Net Promoter Score.
^mP<.001.
^nEQ-5D: EuroQol-5D.
^oFCCHL: Functional, Communicative and Critical Health Literacy scale.
^pNot applicable.
^qEORTC QLQ-C30: European Organisation for Research and Treatment of Cancer core quality of life questionnaire, version 3.0.
^rGrade: overall satisfaction.
Study Sample 2

Structural Validity

A CFA was run with the 2 original subscales as first-order factors. This model had a bad fit (CMIN=8.13, AGFI=0.829, CFI=0.893, TLI=0.863, SRMR=0.054, and RMSEA=0.113 [0.102-0.124]). A second CFA was run with the factor structure found in study 1. This model had a barely acceptable fit (CMIN=7.37, AGFI=0.849, CFI=0.909, TLI=0.878, SRMR=0.049, and RMSEA=0.107 [0.096-0.118]). An EFA using Oblimin rotation was run with 3 factors to determine possible deviations from the 3 subscales found in study 1. This model had a good fit (CMIN=4.86, AGFI=0.978, CFI=0.966, SRMR=0.047, and RMSEA=0.103 [0.088-0.118]).
TLI=0.926, SRMR=0.025, and RMSEA=0.084 [0.069-0.098]). The 3 factors (Multimedia Appendix 2) were identical to the subscales found in study 1, except for item 8 loading on both subscales concerning the sharing of health experiences online.

**Internal Consistency**

Multimedia Appendix 3 shows the internal consistency of the original factor structure and the modified factor structure. All values were acceptable (omega>0.70) and comparable between both factor structures.

**Divergent Validity**

For both the original and the modified factor structure, only the subscale attitudes toward online health information showed a significant correlation with the FCCHL (Table 4). However, this correlation is small enough to be acceptable for divergent validity ($r<0.15$).

**Graded Response Model**

Figure 3 shows the item information curves for the original subscales of part 1. A number of items do not provide much extra information over the others: items 5, 8, and 9. Figure 4 shows the item information curves of the modified subscales of part 1. The information of the subscale comfort with sharing health experiences online showed large dips on certain levels of ability. For the subscale usefulness of sharing health experiences online information was high on certain points of the latent trait spectrum, but the items overlap a great deal.

**Figure 3.** Study sample 2: item information curves (IICs) of original subscales.
Study Sample 3

Structural Validity

A CFA was run with the 3 original subscales as first-order factors. This model had a slightly below acceptable fit (CMIN=5.568, AGFI=0.717, CFI=0.811, TLI=0.792, SRMR=0.092, and RMSEA=0.093 [0.089-0.098]). A second CFA was run with the 3 subscales found in study sample 1. This model had an acceptable fit (CMIN=4.447, AGFI=0.828, CFI=0.889, TLI=0.873, SRMR=0.075, and RMSEA=0.081 [0.075-0.087]). An EFA using Oblimin rotation was run with 3 factors and including the items that were deemed problematic in study sample 1 to determine whether including them would result in a better fit. This model had a good fit (CMIN=2.496, AGFI=0.990, CFI=0.948, TLI=0.932, SRMR=0.029, and RMSEA=0.053 [0.048-0.059]).

In the EFA, items 8, 11, and 17 showed no problematic cross-loadings. Items 4, 10, and 16 did show problematic cross-loadings, but not as extreme as in study sample 1 (Multimedia Appendix 2). Items 8 and 10 were found to load most highly on the factor representing motivation and confidence to act. Items 4, 11, 16, and 17 were found to load most highly on the factor representing information and presentation. Beyond the problematic items, only 1 item loaded differently than in study sample 1: item 20 loaded as highly on the factor representing motivation and confidence to act (on which it loaded in study sample 1) as it did on the factor representing identification.

Internal Consistency

Multimedia Appendix 3 shows the internal consistency of the original factor structure, the modified factor structure without previously problematic items, and the modified factor structure with previously problematic items, respectively. The internal consistency of the modified factor structure with previously problematic items is represented by Cronbach alpha instead of Omega, as Omega is based on factor variance and unsuitable for factor structures fit based on EFAs. All values, except for the original subscale information and presentation (omega=0.65), were acceptable and comparable between the 3-factor structures.

Convergent Validity

Both the original and modified subscales correlated significantly with the SUS, NPS, and grade questions (Table 4). All correlations were acceptable for convergent validity (r>0.30), except for the original subscale confidence and identification with the SUS (r=0.29) and the modified subscale identification with the SUS (r=0.12).

Graded Response Model

Figure 5 shows the item information curves for the original subscales of part 2. With a large number of items per scale, there was a good range of information across latent trait levels. Some items did not add much to the information provided by other items: items 3, 8, 10, 11, 17, 21, 24, 25, and 26. Notably, items 8, 10, 11, and 17 were items that were judged problematic in study 1. Figure 6 shows the item information curves of the modified subscales of part 2. The subscale motivation and confidence to act showed a good range of information across latent trait levels. However, 3 items hardly contributed information: items 1, 7, and 13. The subscale information and presentation still suffered from multiple items adding little information, as well as a lot of overlap. Finally, the subscale...
identification showed a good range of information as well as high peaks for all 3 items, but still a lot of overlap.

**Figure 5.** Study sample 3: item information curves (IICs) of original subscales.

**Figure 6.** Study sample 3: item information curves (IICs) of modified subscales.
Discussion

Principal Findings
In this study, the eHIQ was translated into Dutch, and the measurement properties were investigated. Feasibility was good: more than 94% of participants in the main study completed the eHIQ-NL. The eHIQ-NL showed a different factor structure compared with the original English version. Part 1 of the eHIQ-NL consists of 3 subscales: attitudes towards online health information (5 items), comfort with sharing health experiences online (3 items), and usefulness of sharing health experiences online (3 items). Part 2 of the eHIQ-NL consists of 3 subscales: motivation and confidence to act (10 items), information and presentation (13 items), and identification (3 items). These factor structures were replicated in subsequent samples and altogether showed acceptable to good internal consistency, test-retest reliability, and construct validity.

Limitations
Limitations of this study are some underperforming measurement properties of the modified factor structure. In particular, test-retest reliability for comfort with sharing health experiences online and usefulness of sharing health experiences online (ICC=0.62 and ICC=0.53, respectively) was below acceptable threshold. Notably, the original subscale comprised these 2 subscales attitudes towards sharing health experiences online also underperformed on test-retest reliability (ICC=0.63).

Furthermore, the correlations testing convergent validity were small in the main study (r<0.30), as well as some smaller correlations in study sample 3 for the subscales confidence and identification (r=0.29), and the modified subscale identification (r=0.12). We recognize that this may be because of subpar a priori hypotheses in regard to the EQ-5D (study 1) and the SUS (study 3). The reasoning for these hypotheses was somewhat tenuous. For the first sample, we expected the specific eHealth app Kanker.nl to provide useful information for patients with issues regarding daily activities and anxiety/depression resulting in a correlation between a higher score on these issues and eHIQ scores. For the third sample, we expected a higher usability score to be correlated to higher eHIQ scores, but we recognize that the subscales confidence and identification and identification may be theoretically unrelated to usability. Further research is necessary to further investigate test-retest reliability and construct validity of the eHIQ-NL. Future validations in different nationalities and different patient populations may shed more light on these measurement properties.

Comparison With Prior Work
The findings of this study do not entirely match the findings of the original validation of the eHIQ for the British population [6]. The differences may be the results of a number of differences between the current and previous validation studies. The first explanation is that in the translation of the questionnaire, the meaning of some items may have changed. Although we followed a strict protocol for the translation, this explanation cannot be ruled out.

The second explanation can be found in the use of a different study populations. The original validation study presented the eHIQ to a range of health groups, who were not necessarily eHealth users at the time of the study. The participants in the original validation study were invited to the laboratory and were briefly (at least 15 min) acquainted with an eHealth app relevant to their personal health situation [6]. This study presented the eHIQ-NL to eHealth users who were familiar with the app under investigation (study samples 1 and 3) and noncurrent eHealth users. Furthermore, the current validation study presented the eHIQ-NL only to cancer patients (study samples 1 and 2) and patients with musculoskeletal disorders (study sample 3). As such, the populations differ quite a bit beyond nationality.

We realize that the results of this study present complexities to which subscales should be adhered to in case the user of the eHIQ-NL aims to compare their results with international samples. In such cases, we recommend that, besides the results using the subscales as presented in this study, the results using the original subscales are also reported. The caveat is that one cannot be sure of the structural validity using this method, and we recommend factor analysis to back up any such interpretation.

Conclusions
Nevertheless the limitations specified above, the eHIQ-NL shows a consistent factor structure, sufficient internal consistency, and mostly sufficient test-retest reliability and construct validity. The eHIQ-NL is a valid and reliable tool for measuring attitudes of eHealth users. Interested users can contact Oxford Innovations (healthoutcomes@innovation.ox.ac.uk) for a license to use the eHIQ.
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Abstract

Background: E-Learning has taken a firm place in postgraduate medical education. Whereas 10 years ago it was promising, it now has a definite niche and is clearly here to stay. However, evaluating the effect of postgraduate medical e-learning (PGMeL) and improving upon it can be complicated. While the learning aims of e-learning are evaluated, there are no instruments to evaluate the instructional design of PGMeL. Such an evaluation instrument may be developed by following the Association for Medical Education in Europe (AMEE) 7-step process. The first 5 steps of this process were previously performed by literature reviews, focus group discussion, and an international Delphi study.

Objective: This study will continue with steps 6 and 7 and answer the research question: Is a content-validated PGMeL evaluation survey useful, understandable, and of added value for creators of e-learning?

Methods: There are five phases in this study: creating a survey from 37 items (phase A); testing readability and question interpretation (phase B); adjusting, rewriting, and translating surveys (phase C); gathering completed surveys from three PGMeL modules (phase D); and holding focus group discussions with the e-learning authors (phase E). Phase E was carried out by presenting the results of the evaluations from phase D, followed by a group discussion. There are four groups of participants in this study. Groups A and B are experienced end users of PGMeL and participated in phase B. Group C are users who undertook e-learning and were asked to complete the survey in phase D. Group D are the authors of the e-learning modules described above.

Results: From a list of 36 items, we developed a postgraduate Medical E-Learning Evaluation Survey (MEES). Seven residents participated in the phase B group discussion: 4 items were interpreted differently, 3 were not readable, and 2 items were double. The items from phase B were rewritten and, after adjustment, understood correctly. The MEES was translated into Dutch and again pilot-tested. All items were clear and understood correctly. The MEES version used for the evaluation contained 3 positive domains (motivation, learning enhancers, and real-world translation) and 2 negative domains (barriers and learning discouragers), with 36 items in those domains, 5 Likert scale questions of 1 to 10, and 5 open questions asking participants to give their own comments in each domain. Three e-learning modules were evaluated from July to November 2018. There were a total of 158 responses from a Dutch module, a European OB/GYN (obstetrics and gynecology) module, and a surgical module offered worldwide. Finally, 3 focus group discussions took place with a total of 10 participants. Usefulness was much appreciated, understandability was good, and added value was high. Four items needed additional explanation by the authors, and a Creators’ Manual was written at their request.

Conclusions: The MEES is the first survey to evaluate the instructional design of PGMeL and was constructed following all 7 steps of the AMEE. This study completes the design of the survey and shows its usefulness and added value to the authors. It finishes with a final, publicly available survey that includes a Creators’ Manual. We briefly discuss the number of responses...
needed and conclude that more is better; in the end, however, one has to work with what is available. The next steps would be to see whether improvement can be measured by using the MEES and continue to work on the end understandability in different languages and cultural groups.

(J Med Internet Res 2019;21(8):e13921) doi:10.2196/13921
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Introduction

Background

E-Learning and distance education are a growing part of postgraduate and continuous medical education. The cost effectiveness and logistical benefits have previously been shown [1] and, whereas 10 years ago e-learning was promising, it is now part of mainstream medical education [2]. However, the overall effectiveness and added value of e-learning over conventional education such as face-to-face learning is debatable, and results in the literature are diverse [3]. One of the problems in evaluating e-learning is the lack of a proper evaluation tool [4].

The effectiveness of e-learning can be separated into two parts: effect of the learning aim and instructional design of the e-learning module. By learning aim, we mean the ability of an e-learning module to achieve the learning goals, usually either new knowledge, skills, or attitude/behavior [5]. For example, the learning aim may be to tie a laparoscopic knot, which can be evaluated by an objective skill assessment tool. By instructional design, we mean the functionalities (affordances) and their design [6]. In the case of e-learning, these are the design of the digital medium and affordances used to achieve the learning aim—for example, the virtual reality program with interactivity, feedback, and gamification to practice the knot tying.

Despite the methodological limitations, e-learning is often evaluated by comparing test results before and after it is used. Usually, the learning aim is used as the primary outcome, and even when the design is also evaluated, this is generally done using instruments that are not aimed at postgraduate medical e-learning (PGMeL) [7]. When the design is not included in the e-learning evaluation study, however, the question arises about how to ascertain whether the e-learning modus is suited to the learning aim (eg, virtual reality is not suited for learning to tie a knot) or if there were essential flaws in the e-learning itself (eg, the virtual reality box was poorly designed). We believe that the evaluation of the learning aim should always go together with the evaluation of the design because they are interwoven in the final outcome. To properly evaluate the design, we need an instrument that has proper content validation and is aimed at the right target audience—in our case, PGMeL.

Development of a Survey in Medical Education

The development of an evaluation instrument is complex and involves many steps [8]. In 2014, the Association for Medical Education in Europe (AMEE) published a 7-step design process for developing surveys for medical education [9]. Steps 1 through 5 of the design were previously published in two reviews [7,10], focus group discussions [11], and an international Delphi study [4] (Figure 1). The aim of this study is to proceed with steps 6 and 7 and evaluate the results of the survey with the creators of a PGMeL. We want to know if the creators find the results helpful to improve the e-learning (usefulness), if they can understand the indicators that are used in the context of instructional design (understandability), and, finally, if the survey is offering them additional information over existing evaluation methods (added value). This leads to the following research question that this study will try to answer: Is a content-validated evaluation survey for PGMeL useful, understandable, and of added value for the creators of PGMeL?
Figure 1. Association for Medical Education in Europe (AMEE) 7-step design process for developing surveys for medical education. PGMeL: postgraduate medical e-learning.

Methods

Study Design

To conclude the content validation, this study collected evidence of response process validity to assess how participants interpreted the items (AMEE step 6) and conducted pilot testing (AMEE step 7). To prevent confusion between the AMEE steps and the methodology of this study, we call the steps of this study phases. To answer the research question, this study has five phases, A through E (Figure 2).

- Create a survey draft based on 37 items of the previous Delphi study [4], and address three concerns of experts in this Delphi study. First, the term e-learning can be confusing; second, the added value of another survey might be limited; and third, the indicators may be too general for the evaluated e-learning module [4]. We called the survey the postgraduate Medical E-Learning Evaluation Survey (MEES).
- Determine readability and understandability with experienced postgraduate students by use of a focus group discussion.
- Adjust the survey draft according to the feedback in phase B. The English survey was also needed in Dutch (for phase D); therefore, the rewritten English survey was translated and again pilot tested for readability. Because less discussion was expected, only two (native Dutch) residents (not part of the first group of residents) were asked to read the Dutch survey and provide feedback.
- Use the survey by evaluating three PGMeL modules. Contacts of several European PGMeL groups were emailed and asked to participate, and the first three agreed. They were sent the participant information and the MEES. After agreeing to use the survey, they were asked to add it to the standard evaluation survey they might already have. Users participated voluntarily. Anonymized results of the surveys were sent to RDL.
• Perform focus group discussions with the creators of the e-learning modules about the survey results. The results were presented per domain. For each domain, the minimum, maximum, and average score; all items; and free text comments were discussed (Multimedia Appendix 1). Finally, a strength-weakness analysis with scores, summary of recognized items, and summary of free texts per domain were carried out. The discussion guide and short demographics questionnaire are in Multimedia Appendix 2.

We chose focus group discussions as the main methodology because they are an appropriate method to investigate attitudes and beliefs and generate new ideas [12].

**Figure 2.** Five phases to address steps 6 and 7 of the Association for Medical Education in Europe design process and evaluate the usefulness, understandability, and added value of the Medical e-Learning Evaluation Survey (MEES).

---

**Study Participants**

There were three groups of participants in this study. Group A members were experienced end users of PGMeL who participated in phase 1. These were OB/GYN (obstetrics and gynecology) residents in their fourth and fifth year at the Amsterdam University Medical Center. Group B members (also experienced residents) were asked to participate with the translation from English to Dutch. Residents were invited by RDL to participate by email and could decline without any consequences or repercussions.

The second group (group C) comprised users who undertook an e-learning module and were asked to complete the survey in phase C. This group was asked to evaluate the e-learning module they had just taken as part of the usual evaluation process. The e-module had to be (1) an approach aiming to teach and learn the adoption of new knowledge, skills, or attitude/behave representing all or part of an educational model and (2) based on the use of electronic media and devices as tools to improve training access, communication, and interaction. The users had to be postgraduates in medicine and able to read and write in English or Dutch.

The third group (group D) were creators or authors of the e-learning modules described above. For phase D, we asked representatives tasked with the usual evaluation and improvement responsibilities of each evaluated module. The Dutch Association of Medical Education Research gave ethical consent (ID 2018.5.1).

**E-Learning Groups**

This study evaluated three PGMeL modules. The aim was to gather survey outcomes to determine the usefulness, understandability, and added value of the modules with the creators. The aim was not to evaluate the modules themselves.

Module 1 was aimed at new doctors in a big teaching hospital in Amsterdam, the Netherlands. The e-learning aim was to train them to use the local electronic patient records. It was mandatory for all new doctors to complete the module, after which they were asked to complete the evaluation. The author group did not add extra items to the survey. A total of 160 participants were asked to fill out the survey from June to October 2018.

Module 2 was aimed at surgical residents and offered globally. The platform offered different surgical modules for a variety of surgical disciplines.
of specialties focusing on anatomy, surgical steps, and pitfalls during surgery. The author group added 19 extra items. After finishing at least three modules, users were asked to voluntarily complete the survey. From August to November 2018, 395 participants were asked to evaluate the e-learning modules.

Module 3 was aimed at OB/GYN residents practicing minimally invasive surgery, mainly in Europe. The e-learning module is part of a certification with face-to-face and hands-on training. The author group added 8 extra items. From August until the end of October 2018, about 2400 participants were asked to complete the survey. Of these, most were older users, some with email addresses that no longer worked. An estimated 1600 participants had recently used the e-learning module and were reached by email.

Data Collection and Procedure

Data were collected in phases B and C by focus group discussion with experienced users in the comfort of their university environment. Data from phase D were collected by providing the MEES as an online survey with a short introductory text (Multimedia Appendix 3). Data for phase E were collected by audio recordings after written consent was given. These focus group discussions were facilitated by RDL at the main offices of the e-learning groups.

Data Analysis

No analysis was undertaken of the first four phases as the data were used during the phases themselves. The focus group evaluations in phase E were analyzed. All interviews were transcribed verbatim and a thematic analysis was performed as per Braun et al [13]. The transcribing of the interviews was completed by RDL to enable the author to familiarize himself with the data. We used ATLAS.ti version 8.0 (ATLAS.ti Scientific Software Development GmbH) for the initial coding. Thematic analysis has been shown to usefully summarize key features and generate unanticipated insights [12,13]. To perform the analysis, we ordered the codes by the predefined themes from our research question: usefulness, understandability, and added value. We then reviewed the content of the themes and, if needed, redefined them as per Braun et al [13].

Results

The results are described per phase in Figure 2. The initial draft and a change log of the MEES can be found online at www.MotivateLearnApply.com. The final version of the MEES is attached as Multimedia Appendix 3 and a creators’ manual is attached as Multimedia Appendix 4.

Phase A: Postgraduate Medical E-Learning Evaluation Survey

To address expert feedback, we added an explanation to the survey and the option for e-learning creators to add additional items. The term e-learning was defined in a previous Delphi study and has been used for all studies so far: “an approach to teaching and learning, representing all or part of the educational model applied, that is based on the use of electronic media and devices as tools for improving access to training, communication, and interaction and that facilitates the adoption of new knowledge, skills, and/or behavior/attitude” [14]. This means that all forms of electronic learning based on an educational model are e-learning.

To address the generalizability of the indicators, they are used as examples. There are, for example, many ways to be motivated. The previous phases provided nine ways to achieve this, but the creators of the e-learning module might have used other strategies as well. Before the survey started, the creators of the modules were asked to add those indicators to each domain as examples. The domains were thus questioned using the general indicators from the literature but also items that might be unique to that one module.

The MEES contains questions in five domains, each of which starts with a Likert scale of 1 to 10. These are followed by indicators from the previous phases and those added by the e-learning creators depending on the aims of the specific module. Finally, there is an open question about the domain. The domains are motivators, barriers, learning enhancers, learning discouragers, and real-world translators. The MEES contains 10 questions, 36 examples, and five open questions. Figure 3 shows the relationship between the domains, and Table 1 lists all 36 examples with a short explanation of the purpose.
Figure 3. The domains and structure of the Medical e-Learning Evaluation Survey.
Table 1. The 36 items from the final Medical E-Learning Evaluation Survey with a short explanation of their meaning from the creators' points of view.

<table>
<thead>
<tr>
<th>Domain and original item</th>
<th>Short explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Motivators</strong></td>
<td></td>
</tr>
<tr>
<td>I felt this module was important.</td>
<td>Creating a feeling of importance is very important for the user. The challenge is to convey to your users that the learning aims are important for their work and personal development.</td>
</tr>
<tr>
<td>I felt it was my responsibility to undertake this module.</td>
<td>Along with importance, your user needs to feel responsible for the learning aim as well. This can be done by emphasis on the importance, but also by, for example, rewarding or giving responsibility for an outcome.</td>
</tr>
<tr>
<td>I had enough time to complete the module.</td>
<td>Proving time to do the module seems contradictory to “anytime, anywhere” learning, but it does give the learning the feeling of priority from a management level.</td>
</tr>
<tr>
<td>I had a good understanding of the general purpose of the module.</td>
<td>The general purpose is the learning aim: knowledge, skills, or attitude/behavior. It should be very clear to the user what they gain from finishing the module.</td>
</tr>
<tr>
<td>The e-learning objectives (for each educational section) were clear to me.</td>
<td>When a module is separated into different sections/chapters, make sure you communicate what the learning objectives are for each section.</td>
</tr>
<tr>
<td>There was a clear overview of all content.</td>
<td>Providing an overview of all lessons, objectives, and options gives the user the possibility to manage expectations and, if possible, create their own learning process.</td>
</tr>
<tr>
<td>I knew how to navigate to the content.</td>
<td>Navigation is an important part of the user interface and should be very clear for the user so they can find content easily and go back and forward through the content.</td>
</tr>
<tr>
<td>I felt comfortable with the quality and truthfulness of the content.</td>
<td>Trust is important when learning. If the user has doubts about the truthfulness or quality, it will limit the working memory used for learning. Trust can be gained by the transparency of the creators, referring to recent literature, etc.</td>
</tr>
<tr>
<td>I was able to undertake this module without being forced.</td>
<td>Forcing a user to undertake a module is the opposite of motivating them. If force or even blackmail is needed, the user will feel resentment, which kills motivation.</td>
</tr>
<tr>
<td>I felt taken seriously as an adult learner.</td>
<td>Taking the learning seriously means avoiding childish illustrations or examples and aiming at the level of experience means that you take into account what the user already knows to prevent repetition of basic knowledge.</td>
</tr>
<tr>
<td>The module was aimed at my level of experience.</td>
<td>Making your module too easy will decrease motivation, and making it too complicated will make users learn less. This is why knowing the background knowledge of the target audience is of great importance.</td>
</tr>
<tr>
<td><strong>Barriers</strong></td>
<td></td>
</tr>
<tr>
<td>I was not able to create my own learning path to my own needs.</td>
<td>This questions the difference between synchronized and asynchronized learning paths. Creating your own learning path means the option to test and skip already known sections or to go from A to C and then to B.</td>
</tr>
<tr>
<td>The module was not easily accessible at my location or with my device.</td>
<td>Accessing the module should ideally be possible from every device and location, so consider, for example, internet speeds in foreign countries. If access is not possible, consider helping your users get the right device.</td>
</tr>
<tr>
<td>The navigation did not make sense to me.</td>
<td>Good navigation is helpful but poor navigation will not only limit a module but make it impossible to finish. Make sure your users can follow all steps without using their cognitive load for navigation.</td>
</tr>
<tr>
<td>The layout of the module was too complicated.</td>
<td>Navigation and layout are both important aspects of the user interface. The less cognitive energy is used for the learning environment, the more can be used for the learning itself. Even if the navigation is of a high standard, it is still very helpful to have an instrument that gives an overview of all content and helps direct users where they want to be.</td>
</tr>
<tr>
<td>There was no instrument to help me navigate the module (eg, a sitemap).</td>
<td>Worries about security and privacy are relevant in many countries and may even have a legal aspect.</td>
</tr>
<tr>
<td>I had concerns about the security and safety of the module regarding my personal information.</td>
<td>Fast and logical use of the module is also an important aspect of the user experience. Waiting on affordances or loading frustrates and distracts and should be minimized.</td>
</tr>
<tr>
<td>The module was slow and took too long to load.</td>
<td>If your module has specific needs (eg, a specific operating system such as iOS) you need to clearly state that at the beginning. Try to prevent users from experiencing your module in a wholly different way than planned because they use the wrong device.</td>
</tr>
<tr>
<td>I did not know which devices the module was compatible with, and I might have used the wrong one.</td>
<td>The duration should have been specified. Duration of videos, sections, and the module overall are taken together as one item. If there are, for example, longer videos, their duration can be added as a separate item.</td>
</tr>
<tr>
<td>The module was too long.</td>
<td>The module did not divide the content into proper sections. Learning and memory theories suggest that learning has a limited time span. Sectioning or chunking is a very effective way to help users through a bigger module.</td>
</tr>
</tbody>
</table>
Phase B: Readability and Item Interpretation

Eight residents were asked to participate and all agreed, but one was unable to come to the discussion on time. The discussion lasted 65 minutes and took place in May 2017 at the Amsterdam University Medical Center, the Netherlands. Four items were interpreted differently than intended, three items were not readable, and two items were in two domains. Details can be found in the change log online. Overall, domains and questions were well understood.

Phase C: Adjust, Rewrite, and Translate

The items from phase A were rewritten. After they had been adjusted, they were understood correctly. After finishing the
English MEES, RDL translated the survey into Dutch. Two native Dutch residents from the Amsterdam University Medical Center read the survey in May 2017. All items were clear and were understood correctly. No other changes were made. The MEES version used for the evaluation contained three positive domains (motivation, learning enhancers, and real-world translation) and two negative domains (barriers and learning discouragers), with 36 items in those domains, 5 Likert scale questions of 1 to 10, and 5 open questions asking the participants their own comments in each domain. Figure 3 provides an overview of the domains and number of questions per domain in the MEES survey.

**Phase D: Gathering Completed Surveys**

Details of the three evaluated modules are summarized in Table 2, and the scores per domain are in Table 3. All evaluations took place between July and the end of November 2018, after which we concluded the evaluation.

The higher the score in the positive domains (motivators, learning enhancers, and real-world translators), the better. In the negative domains barriers and learning discouragers, a lower score is better. Note the discrimination between the positive and negative domains.

In total, there were 77 free text comments (see Multimedia Appendix 1 for all comments). The main positive comments concerned the availability and added value of the module to local education.

*Unfortunately, surgical skills at my university are not well taught due to the large number of residents. There is also lack of standardization in teaching. I was happy to find a fun way to learn the best, standard way to perform common gynecological procedures and no longer rely on sketchy YouTube videos.*

On the negative side, users complained mostly about technical barriers such as long loading times, log-in problems, software crashes, and nonfunctioning affordances such as search functions.

*It sometimes took too long to load despite good internet connection, and I have often been forced to abandon a procedure due to this.*

*Video streaming is a serious limitation. There is a need for video downloads.*

Another frequent complaint was about the language barriers such as poor English or videos with hard-to-understand speakers.

*Difficulte de langue. Je ferais effort d’apprendre.*

### Table 2. Summary details of the three evaluated modules. For more details, see Multimedia Appendix 1.

<table>
<thead>
<tr>
<th>Module</th>
<th>Target audience</th>
<th>Location</th>
<th>Additional items</th>
<th>Survey status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Medical staff</td>
<td>Netherlands</td>
<td>0</td>
<td>160 (16 (10.0))</td>
</tr>
<tr>
<td>2</td>
<td>Residents</td>
<td>Worldwide</td>
<td>19</td>
<td>395 (36 (9.1))</td>
</tr>
<tr>
<td>3</td>
<td>OB/GYN residents</td>
<td>Worldwide</td>
<td>8</td>
<td>1600 (106 (6.6))</td>
</tr>
</tbody>
</table>

*OB/GYN: obstetrics and gynecology.

### Table 3. Domain scores (range 1-10) per domain of the three evaluated modules.

<table>
<thead>
<tr>
<th>Module</th>
<th>Motivator, median (IQR)</th>
<th>Barrier, median (IQR)</th>
<th>Learning enhancer, median (IQR)</th>
<th>Learning discourager, median (IQR)</th>
<th>Real-world translator, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.5 (2.0)</td>
<td>3.0 (3.8)</td>
<td>7.0 (2.0)</td>
<td>4.0 (2.0)</td>
<td>8.0 (3.0)</td>
</tr>
<tr>
<td>2</td>
<td>9.0 (2.3)</td>
<td>3.0 (3.0)</td>
<td>9.0 (3.0)</td>
<td>3.0 (3.0)</td>
<td>8.5 (3.0)</td>
</tr>
<tr>
<td>3</td>
<td>10.0 (2.0)</td>
<td>2.0 (5.0)</td>
<td>9.0 (2.0)</td>
<td>1.0 (4.0)</td>
<td>9.0 (2.0)</td>
</tr>
</tbody>
</table>

*IQR: interquartile range.

### Phase E: Focus Group Discussions With the E-Learning Creators

Three focus group discussions took place, one with each e-learning creator group at their main office in November and December 2018. The average age of the 10 participants was 51 years with participants having 0 to 5 years’ experience in creating e-learning, and there were content, didactic, and technical experts at the interviews. While 80% (8/10) had experience with previous evaluations, only 10% (1/10) had used any formal evaluation methods. The three subjects of discussion are now described.

Usefulness: all participants described the results as very useful.

*Grouping the results into positive (domains) and negative (domains) resulted in a clear overview of what we need to keep and what to improve. [1B]*

All groups said that the option to add items specific to a module increases the usefulness. It provides feedback on the additional items that are considered important for the creator group. The first group regretted not adding any items themselves and, seeing the results now, said they would have added them.

Understandability: going over the items one by one, some were not clear to the creators. Even though they understood the question, they did not know how to interpret it from a creator’s point of view. These items (10, 12, and 36) are in Multimedia Appendix 1.
Appendix 4. The general advice was to have an explanation manual for the creators of each item that could be consulted in the event of misunderstanding.

It would be nice to have a short explanation per item. [2C]

There were also worries about the form in which the results were presented. All the completed surveys were presented by RDL and summarized by him as well.

How much time did it take you to formulate the results like this, and can this be done by us as well? [3A]

Added value: although the participants had experience evaluating e-learning modules, only one had used a formal evaluation method (although it is unknown which one). There were three subjects that added value to the MEES, the first of which was the domains. Using the domains gave the creators a structure that they did not have with other, informal, evaluation methods. Second, the items provided concrete examples of do’s and don’ts, which inspired the changes needed in an update. Third, using a formal method gave the creators a feeling of importance and allowed them to formalize the needs for improvement. The creators believed that using a formal method would allow them to more easily convince management and increase the commercial benefits of the module.

This really helps to improve the commercial value of our e-learning. [2A]

The five phases of this study provided a first draft of the MEES, an adjusted version (Multimedia Appendix 3), evaluation data from three PGMeL modules (Multimedia Appendix 1), and the thematic analysis of three focus group discussions with the creators of these modules.

Discussion

Principal Findings

To our knowledge, the MEES is the first survey designed to evaluate PGMeL. Content validation has been completed, and this study completes all seven steps described by the AMEE. We set out to investigate the usefulness, understandability, and added value of this survey with the creators of three PGMeL modules. This study shows that the MEES is very useful, that understandability is clear with the help of a creators’ manual (Multimedia Appendix 4), and that the MEES is of added value in connection with the structured domains and validated nature of the survey. Although the MEES has reached a second stage, two questions remain.

First, how do we know the items have been correctly understood by all the participants? The pilot evaluation was carried out with Dutch participants who seemed to understand the questions in a group session. That might be generalizable to Dutch residents. However, the second and third evaluated e-learning modules involved European and worldwide users who might not have interpreted the questions correctly. To then interpret an evaluation, it is important to at least consider the content integration and evaluate the equity pedagogy [15]. Content integration means using content that will illustrate the same examples in a variety of cultures. Equity pedagogy exists when the curriculum is modified to accommodate and facilitate the academic achievements of a diverse group. Although debatable, using the cultural dimensions of Hofstede [16] can also help to place extreme high or extreme low scores in a cultural light. For example, in a culture with high power distance (in other words, where power and inequality are fundamental facets of the society), users might be tempted to express gratitude by providing extremely positive feedback.

Second, how many completed surveys are needed for a proper evaluation? Ideally, you would ask participants to keep completing the survey until a theoretical data saturation is met. This would require data analysis, after, for example, every tenth survey. But as seen above, the average reply was around 8%; thus, 92% of users are missed when reply is made voluntary. Besides the practical problem of determining data saturation, replies stopped whether you need more or not. This can be increased by, for example, asking respondents to fill out a survey before supplying a needed certificate. This might raise an ethical dilemma in a research setting like this. For this study, the response rate was less relevant. We were not aiming to evaluate the e-learning modules, we were aiming to evaluate the outcome with the creators of the modules. When using this survey in practice, the authors should consider making it mandatory to get a higher response rate. Other ways to assemble a representative group include purposive sampling [17], but the question remains as to how many is enough. The conclusion is that the more respondents, the better the data, but the reality is that researchers can only work with the data made available to them.

On the other hand, although missing 92% of users might seem to indicate a failed evaluation, the question of who is most likely to complete the survey is a valid one. Hu et al [18] show that users who provide feedback are most likely to be either very satisfied or very disappointed and thus may be exactly the respondents required; that is, it may be that the middle group yields less information of use to the evaluation.

Strengths and Limitations

Following all steps of the AMEE guide and peer publishing them might be the biggest strength of the MEES. Questionnaire validation is a complex and diverse field of expertise, and this study takes an important next step. An international Delphi study in 2010 (Consensus-Based Standards for the Selection of Health Status Measurement Instruments) helped to structure the diverse terminology within this field by providing this definition: “validity is the degree to which an instrument truly measures the constructs it proposes to measure” [8]. Many types of validity can be evaluated, and validation is a continuous process. A short list, partly based on Tsang et al [19], of forms of validation is given in Table 4 with an explanation of their applicability to the MEES. It can be seen that face and content validity are completed and that construct, criterion, and predictive validity leave room for future research. Because structural and concurrent validity are not applicable, factor analysis was deliberately not performed.
Table 4. Forms of validation of a survey in relation to the Medical E-Learning Evaluation Survey.

<table>
<thead>
<tr>
<th>Type of validation</th>
<th>Explanation</th>
<th>Relationship to MEES(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face</td>
<td>Whether the instrument is understandable and relevant</td>
<td>Checked in this study by asking the PGMeL(^b) creators about understandability and added value</td>
</tr>
<tr>
<td>Content</td>
<td>Whether the instrument measures the most important aspects of a concept that it is designed to evaluate</td>
<td>Checked in three previous studies by means of a review [10], focus groups [11], and an international Delphi study [4]</td>
</tr>
<tr>
<td>Construct</td>
<td>The degree to which the instrument’s scores relate to other measures in a manner that is consistent with an a priori hypothesis concerning the concepts being measured</td>
<td>Awaiting future validation: the construct of the MEES is predicting efficiency and effectiveness by evaluating the experience of affordances to determine the quality of the instructional design</td>
</tr>
<tr>
<td>Criterion</td>
<td>How well one measure predicts the outcome of another</td>
<td>Awaiting future validation: MEES might predict the satisfaction or learning aim transference of the PGMeL</td>
</tr>
<tr>
<td>Predictive</td>
<td>The instrument’s ability to predict future test results</td>
<td>Awaiting future validation: as regards the MEES, this is in line with the criterion validity and can be checked in the future</td>
</tr>
<tr>
<td>Structural</td>
<td>Whether all items in a scale or subscale measure the same concept of the dimensionality of the instrument</td>
<td>Not applicable; this can be done by factor analysis but assumes that a scale or subscale is highly correlated, which might not be the case in the MEES</td>
</tr>
<tr>
<td>Known-group</td>
<td>The ability to be sensitive to differences between groups of users that may be expected to score differently in the predicted direction</td>
<td>Not applicable; this can be done by comparing PGMeL designed for certain cultural groups, but the assumptions are too complex to use this in practice</td>
</tr>
<tr>
<td>Concurrent</td>
<td>The association of the instrument with accepted standards</td>
<td>Not applicable; there is no gold standard of evaluating PGMeL</td>
</tr>
</tbody>
</table>

\(^a\)MEES: Medical E-Learning Evaluation Survey.  
\(^b\)PGMeL: postgraduate medical e-learning.

Another strength lies in the involvement of end users. By including experienced residents in the focus group discussions, Delphi surveys, and pilot evaluation, we believe the MEES is truly a user-centered method of evaluation as it evaluates not only theoretical items but also subjects that matter to the user. The numbers from the Likert scale questions do not offer enough insight, but the free texts fields do add knowledge about the users’ needs and wishes. Most of the comments concerned e-learning affordances and technical execution (eg, interactive videos that load too slow). This emphasis shows the importance of evaluating not only the content of the module but the instructional design as a whole.

The biggest limitation of the MEES is also addressed above. It is not possible to know what feedback has been missed from those users who did not fill out the form. This might be reduced by making an evaluation mandatory, but it is impossible to predict how motivated users will be to provide useful feedback. We therefore believe that the MEES should always be accompanied by in-depth focus group evaluations with the users. Not only will these provide missed feedback, but they will also allow researchers to find out why some items are recognized or missed. Proper evaluation should never contain only an online survey.

**Future Research**

Validation is a never-ending story, and it is necessary to continue collecting validity evidence [9]. We believe three steps should be taken. First, as part of the construct and criterion validation, it would be interesting to see if the MEES can be used to measure improvement by taking a PGMeL, evaluating it with the MEES and a focus group discussion, adjusting it accordingly, and reevaluating to see if the second evaluation is better. This would provide insight into the actual benefit for future learning. The second step would be to evaluate readability and understandability in different languages. To this end, the survey should be translated into other languages and those new translations pilot-tested for readability and understandability.

The third step is to evaluate the understandability and reliability of the survey within different subcultures. Evaluating how different cultural groups interpret digital evaluation and the questions can provide insight into the way the creators should use the results of the survey.

**Conclusion**

This study provides the first instructional design evaluation survey for postgraduate medical e-learning. Content validation has been completed, and this study completes all seven steps described by the AMEE for the development of an evaluation instrument for medical education. The survey was experienced as useful, understandable, and of added value. Future research can continue the validation process and follow up in the daily practice of evaluating e-learning.
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Abstract

Background: The frenzy of postbirth events often takes a toll on mothers’ mental well-being, leaving them susceptible to postpartum psychological disorders such as postnatal depression (PND). Social support has been found to be effective in restoring the emotional well-being of new mothers. Therefore, mothers need to be supported during the crucial postpartum period to buffer the negative effects of childbirth and to promote healthier maternal well-being.

Objective: This study aimed to evaluate the effectiveness of a technology-based peer-support intervention program (PIP) on maternal outcomes during the early postpartum period.

Methods: A randomized, parallel-armed controlled trial was conducted. The study recruited 138 mothers (69 in intervention group, 69 in control group) at risk of PND from a tertiary hospital in Singapore. To support these mothers, 20 peer volunteers were recruited by word of mouth and trained by a psychiatrist in social support skills before the intervention commenced. The 4-week–long intervention included a weekly follow-up with a peer volunteer through phone calls or text messages. The intervention group received peer support in addition to the standard care offered by the hospital. The control group only received postnatal standard care. Maternal outcomes (PND, postnatal anxiety [PNA], loneliness, and perceived social support) were measured with reliable and valid instruments. Data were collected immediately postpartum, at 1 month postpartum and at 3 months postpartum. The general linear model was used to compare the groups for postpartum percentage changes in the outcome variables at first and third months, and the linear mixed model was used to compare the trend over the study period.

Results: There was a statistically significant difference in Edinburgh Postnatal Depression Scale scores (d=−2.11; 95% CI −4.0 to −0.3; P=.03) between the intervention and control groups at 3 months postpartum after adjusting for covariates. The intervention group had a significant change over time compared with the control group.

Conclusions: The technology-based PIP was found to be effective in reducing the risk of PND among new mothers and showed a generally positive trend in reducing PNA and loneliness and increasing perceived social support. This study highlights the importance of training paraprofessionals to provide needed support for new mothers postpartum. A further long-term evaluation of the PIP on maternal and family outcomes and its cost-effectiveness is needed to inform clinical practices.

Trial Registration: ISRCTN Registry ISRCTN14864807; https://www.isrctn.com/ISRCTN14864807
International Registered Report Identifier (IRRID): RR2-10.2196/resprot.9416
Introduction

Postnatal Depression

In a recent effort to improve women’s well-being globally, the World Health Organization has stepped up preventive efforts to reduce maternal morbidity and mortality [1]. As one of the leading causes of maternal morbidity [2], postnatal depression (PND) has an approximate global prevalence of 10% to 15% [3], with less than 1% of this population diagnosed with postpartum psychosis [4]. Common symptoms of PND include changes in appetite, insomnia, higher irritability, mood swings, anxiety [5], and even suicidal ideation in severe cases [6]. Women have also reported feelings of inadequacy [7,8], role conflicts [8,9], disconnection from others [6,9], loneliness [9], and dissatisfaction with life [7].

PND has garnered much attention because of its potential contribution to maternal mortality and its ripple effects on the family unit. According to a study by Goodman et al [10], maternal PND is the biggest risk factor for paternal PND, affecting 24% to 50% of all fathers, often jeopardizing marital relationships. Furthermore, PND adversely affects the quality of mother-child interaction and bonding [11] as mothers who suffer from PND tend to be more negligent, less tolerant, and hostile toward their children [12-14]. These tendencies not only impair the cognitive, behavioral, social-emotional development, and physical health of the child [14-17], but also increase their attachment anxiety [14], proneness to violence [18], and risks of psychopathology [14]. Therefore, early detections and interventions of PND are necessary to mitigate detrimental consequences at the individual and societal levels.

Despite its unspecified causes and suggested multifactorial etiologies [5,9], many studies have identified high-risk predictors of PND, including demographic, biological, psychological, obstetric, social, and lifestyle risk factors [9,19,20]. An in-depth analysis has also further revealed other risk factors that were derived from underlying unmet needs and social deficiencies experienced by postpartum mothers, such as the need for close, nonjudgmental confidants who empathize with them [9,21,22] and initiated support from others [5,23]. This indicates the vital role of social support during the postpartum period in reducing the risk of maternal PND.

Importance of Social Support

Social support has long been proven to buffer stress and promote healthy psychological well-being [24]. This is especially crucial for new mothers during the stressful postpartum period. Although professional advice and informational support were much preferred by mothers [23], social support from partners and family members was shown to sustain mothers’ quality of life after childbirth and serve effectively as a buffer against PND [24]. However, Dennis et al [21] also stressed on the importance of support from other paraprofessionals such as experienced mothers. Other studies discovered that the sharing of experiences among mothers helps to develop a tight-knit community, which promotes a sense of belongingness, improves one’s sense of self-worth, boosts parenting confidence, and prevents PND [6,7,25]. This suggests that a support system involving sharing with another experienced mother who has undergone similar situations can potentially meet mothers’ needs in terms of empathy and having a nonjudgmental listening ear.

Existing Technology-Based Interventions

Numerous studies identified help-seeking barriers among women at risk of psychological issues, namely lack of knowledge, practical barriers (eg, financial difficulties and work), and attitudinal barriers (eg, stigma) [21,26,27]. In a conservative multiracial country such as Singapore, traditional views and homebound confinement practices serve as additional help-seeking barriers. Therefore, technology-based interventions are an ideal alternative to increase local women’s accessibility to professional help and improve maternal outcomes [28,29]. With other advantages such as improved health care accessibility, flexibility, individualized care, and privacy [30], many randomized controlled trials have begun adopting technology-based supportive interventions [31-34].

Most of the existing literature has established the effectiveness of various technology-based interventions on maternal outcomes [31-33]. A Web-based study consisting of weekly Web educational sessions and phone calls from a coach was shown to decrease the risk of PND in 90% of the mothers at 6 months postpartum [32]. Another recent study utilizing telephone-based support provided by midwives was found to be effective in reducing the risk of PND in at-risk women at 8 and 12 weeks postpartum [33]. Similarly, a Canadian-based study [35] involving weekly telephone-based peer support was also found to reduce the risk of PND and postnatal anxiety (PNA) among at-risk mothers at 12 and 24 weeks postpartum. Despite encouraging results on maternal outcomes, these studies were mainly conducted in Western countries [34-36], required a health care professional [34], did not sample at-risk mothers [34,36], or did not have their interventions administered immediately postpartum [35,36]. Additionally, a study by Sjoberg et al [37] revealed that the new generation of mothers preferred online peer support over face-to-face or online consultations with health care professionals. Therefore, there is a need to adopt a technology-based approach and paraprofessional peer support to effectively meet the desires of new generation mothers in Singapore.

Aim and Hypotheses

According to a recent review [30], an effective technology-based PND prevention intervention should be short term, be conducted immediately postpartum at an individual level, and target at-risk women instead of the general population. By incorporating all these elements, this study aims to examine the effectiveness of...
a technology-based peer-support intervention program (PIP) among mothers at risk of PND during the early postpartum period (3 months postpartum). The secondary maternal outcomes examined were PNA, loneliness, and perceived social support.

The hypothesis is that compared with the control group, mothers in the intervention group will report significantly lower scores for PND, PNA, and loneliness and higher scores for perceived social support at 3 months postpartum.

Methods

Study Design

The protocol of this study has been published [38]. The study was conducted from May 2017 to May 2018 at a local tertiary hospital, National University Hospital, in Singapore. This study adopted a randomized controlled, single-blinded 2-group pretest and posttest design. The research assistant who was responsible for data collection was blinded to the group allocation of the participants. Participants were randomized to the intervention and control groups using opaque envelopes containing nonduplicated numbers (1-138). A set of 69 numbers was generated from a research randomizer [39] to determine the allocation of the intervention group. Specific details on the randomization process can be found in the study protocol [38].

Participants

Two samples of participants were recruited: (1) peer volunteers to facilitate the intervention program and (2) postnatal mothers at risk of PND. Peer volunteers were recruited through a blasting of emails to the study venue’s working community and by word of mouth based on the following inclusion criteria: (1) mothers who were aged at least 21 years, (2) proficient in verbal and written English, (3) delivered a healthy baby in the past, (4) had a self-reported history of and recovery from PND, (5) had a mobile phone and were willing to share their number and call needy mothers as instructed by the research team, and (6) planned to stay in Singapore for the next 6 months after recruitment to administer the peer-support intervention. Peer volunteers were excluded if they had any physical or mental conditions that interfered with their ability to participate in the study.

Mothers at risk of PND were recruited from the postnatal wards of a local tertiary hospital immediately postbirth based on the following inclusion criteria: (1) were aged at least 21 years, (2) could read and speak English, (3) owned a mobile phone and were willing to share their number, (4) planned to stay in Singapore for 3 months postbirth, (5) delivered a healthy baby without birth defects and/or medical complications, and (6) had a baseline Edinburgh Postnatal Depression Scale (EPDS) score of more than or equal to 9. Mothers were excluded if (1) they had a history of existing psychiatric illness, cognitive impairment, and/or major medical conditions that could interfere with their abilities to participate in the study and/or (2) had a vacuum- or forceps-assisted delivery with a fourth-degree perineal tear.

Sample Size Calculation

On the basis of an independent sample t test to examine the differences between the control and intervention groups, assuming that there would be at least a medium Cohen effect size of 0.6 with 80% power and 0.05 significance level (2-sided), 47 participants were required in each group [40]. Factoring an attrition rate of 30%, a total of 138 participants (69 in each group) were recruited. A specification of the estimation of the effect size and the attrition rate is reported in the study protocol [38]. On the basis of a previous similar intervention study [35], 20 peer volunteers were recruited.

Intervention

Mothers in the control group received standard routine postnatal care by the hospital, which included in-hospital care by an obstetrician, nurses, and a lactation consultant. Posthospital discharge, the only continuity of care provided, was in the form of appointments with obstetricians or neonatologists and breastfeeding hotline numbers. In addition to this standard postnatal care by the hospital, mothers in the intervention group received a technology-based peer-support program for 4 weeks postpartum. Before the recruitment of postnatal mothers, the peer volunteers underwent a half-a-day training session by a psychiatrist. The training session inculcated roleplaying and strategizing to hone skills required in administering successful technology-based peer support. Volunteers were also taught to conduct appropriate referrals to health care professionals, should the need arise. A training booklet was prepared and given to each peer volunteer for future references. The PIP intervention involved correspondence with a trained peer volunteer at least once a week (for 4 weeks) via phone calls, emails, or mobile communication applications (eg, WhatsApp), depending on each mother’s preference and convenience. During the introductory phone session, both sides shared their experience regarding emotional distress during the early postpartum period and extra efforts were made by the peer volunteer to build a strong relationship with the mother. Mothers were also informed that health care professionals would be notified if the mothers became too stressed during the correspondence. Subsequent sessions were individualized based on the unique needs of the mothers (eg, how to seek help from the family members and sharing one’s feelings with their partners). Peer volunteers were encouraged to keep a free text journal of their conversations, and the intensity and duration of each correspondence were recorded in an activity log. More specification on the peer volunteer training and intervention process can be found in the research protocol [38].

Outcome Measures

The demographic data of the mothers were collected at the baseline using a self-reported questionnaire. Symptom scores for PND (primary outcome), PNA, loneliness score, and scores for perceived social support (secondary outcomes) were measured using a self-reported face-to-face questionnaire at the baseline and via Web-based questionnaires at the 4th and 12th week postpartum. The internal consistency of each instrument was measured using Cronbach alpha.
PND symptom score was measured using the 10-item EPDS [41]. The total score ranges from 0 to 30, with a higher score indicating a higher risk of PND. On the basis of previous trials [35,42], a recommended cut-off score of 9 was used to screen mothers at risk of PND and a score of more than 12 as a probable diagnosis for PND. The internal consistencies at baseline, 1 month postpartum, and 3 months postpartum were 0.59, 0.87, and 0.86, respectively.

The 9-item Patient Health Questionnaire (PHQ-9) [43] was extracted from the full PHQ used to diagnose and measure the severity of major depression. The total score ranges from 0 to 27, with a higher score indicating a higher severity of PND. The Cronbach alpha values for this study were 0.83, 0.86, and 0.92 for baseline, 1 month postpartum, and 3 months postpartum, respectively.

The State-Trait Anxiety Inventory (STAI) [44], a 40-item questionnaire using a 4-point Likert scale, was used to measure maternal anxiety. The total score ranges from 40 to 160, with a higher score suggesting a higher severity of anxiety. The STAI had high internal consistencies of 0.96, 0.97, and 0.98 for baseline, 1 month postpartum, and 3 months postpartum, respectively.

Loneliness score was measured using the 10-item University of California, Los Angeles Loneliness Scale (ULS) [45]. Items are rated on a 4-point Likert scale, with the total score ranging from 10 to 40. A higher score represents a higher level of loneliness. The ULS had high internal consistencies of 0.96, 0.97, and 0.97 at baseline, 1 month postpartum, and 3 months postpartum, respectively.

The Perceived Social Support for Parenting (PSSP) instrument developed by Leerkes and Crockenberg [46] was used to measure maternal satisfaction of the social support received from partners and others during the postpartum period. The instrument had a 5-point Likert scale and 2 4-item subparts: (1) social support received from the partner and (2) social support received from others. The total score ranges from 5 to 40, with a higher score implying a higher level of satisfaction of the received social support. The Cronbach alpha values for baseline, 1 month postpartum, and 3 months postpartum were 0.93, 0.89, and 0.92, respectively. Detailed descriptions of the instruments can be found in the study protocol [38].

Data Collection

Nurses in the postnatal wards of the study hospital assisted in identifying suitable healthy mothers for the study. After being screened for eligibility, participants were given a thorough briefing on the study’s purpose and details. Mothers each signed a consent form upon agreeing to participate and proceeded to complete the EPDS questionnaire as a baseline measure. Mothers with EPDS scores of 9 and above were then randomly assigned to either the intervention or control group. Mothers in the intervention group were matched to a peer volunteer who contacted these mothers 2 to 3 days after their discharge from the hospital. Correspondence between peer volunteers and their paired mothers occurred at least once a week for 4 weeks via phone calls, emails, and mobile communication applications.

Mothers in both the control and intervention groups concurrently proceeded with their standard hospital care and postnatal follow-ups. Weekly text reminders were sent by the research assistant nearing the 4th and 12th weeks to remind participants to complete the upcoming Web-based questionnaires. After 4 and 12 weeks, a research assistant who was blinded to the allocation of the participants forwarded a text message containing a Web link to the follow-up questionnaires to the participants and requested them to complete the questionnaires as soon as possible. An elaboration on the data collection process can be found in the research protocol [38].

Data Analysis

All analyses were conducted using the IBM SPSS version 24.0 software (International Business Machines Corporation) with the statistical significance set at \( P<.05 \). The analysis was performed on the intention-to-treat population. Descriptive statistics were presented as mean (SD) and n (%) for continuous and categorical variables, respectively. A repeated measures analysis using a linear mixed model was used to assess the trend of the examined outcomes over the period of 3 months. The random effects were on subjects, and the fixed effects were on the following factors: age, marital status, antenatal class attendance, gender of infant, confinement period, and group and time interaction. The interaction effect of group and time was used to assess the differences over time. A general linear model was performed to compare the difference between intervention and control groups at 1 month and 3 months postpartum for the outcomes of EPDS, PSSP, ULS, and STAI by adjusting for the baseline. On the basis of previous literature [5,9,19,2], the following demographic factors were also adjusted in the general linear model for all outcomes: age, marital status, antenatal class attendance, gender of infant, and confinement period.

Ethical Considerations

Ethics approval from the National Health Group Domain Specific Review Board (Ref number: NHG DSRB: 2017/00185) was obtained before the commencement of the study. All participants were briefed in detail on the research process before their written consents were obtained. Participation was strictly voluntary, and the participants were guaranteed anonymity and informed of their rights to withdraw at any time without consequences.
Figure 1. Consolidated Standards of Reporting Trials (CONSORT) flowchart of the study.
Table 1. Comparison of demographic characteristics between the 2 groups (N=138).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total</th>
<th>Intervention group (n=69)</th>
<th>Control group (n=69)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD); range</td>
<td>32.05 (4.35); 23-43</td>
<td>32.26 (3.90); 24-43</td>
<td>31.84 (4.77); 23-43</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>58 (42.0)</td>
<td>30 (43)</td>
<td>28 (41)</td>
</tr>
<tr>
<td>Malay</td>
<td>47 (34.1)</td>
<td>26 (38)</td>
<td>21 (30)</td>
</tr>
<tr>
<td>Indian</td>
<td>16 (11.6)</td>
<td>5 (7)</td>
<td>11 (16)</td>
</tr>
<tr>
<td>Others</td>
<td>17 (12.3)</td>
<td>8 (12)</td>
<td>9 (13)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>133 (96.4)</td>
<td>66 (96)</td>
<td>67 (97)</td>
</tr>
<tr>
<td>Not married</td>
<td>5 (3.6)</td>
<td>3 (4)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Highest education level, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary and below</td>
<td>15 (10.9)</td>
<td>9 (13)</td>
<td>6 (9)</td>
</tr>
<tr>
<td>Preuniversity</td>
<td>40 (29.0)</td>
<td>17 (25)</td>
<td>23 (33)</td>
</tr>
<tr>
<td>University</td>
<td>83 (60.1)</td>
<td>43 (62)</td>
<td>40 (58)</td>
</tr>
<tr>
<td>Monthly household income (SGD $), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3000</td>
<td>44 (32.4)</td>
<td>24 (35)</td>
<td>20 (29)</td>
</tr>
<tr>
<td>&gt;$3000</td>
<td>92 (67.6)</td>
<td>44 (65)</td>
<td>48 (71)</td>
</tr>
<tr>
<td>Attendance for prenatal course, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>40 (29.0)</td>
<td>26 (38)</td>
<td>14 (20)</td>
</tr>
<tr>
<td>No</td>
<td>98 (71.0)</td>
<td>43 (62)</td>
<td>55 (80)</td>
</tr>
<tr>
<td>Type of birth, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal vaginal delivery</td>
<td>75 (54.7)</td>
<td>30 (43)</td>
<td>45 (66)</td>
</tr>
<tr>
<td>Assisted delivery</td>
<td>14 (10.2)</td>
<td>11 (16)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Cesarean section</td>
<td>48 (35.0)</td>
<td>28 (41)</td>
<td>20 (30)</td>
</tr>
<tr>
<td>Baby’s gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Twins</td>
<td>2 (1.4)</td>
<td>1 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Male</td>
<td>70 (50.8)</td>
<td>31 (45)</td>
<td>39 (57)</td>
</tr>
<tr>
<td>Female</td>
<td>66 (47.8)</td>
<td>37 (54)</td>
<td>29 (42)</td>
</tr>
<tr>
<td>Baby’s birth order, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>81 (58.7)</td>
<td>46 (67)</td>
<td>35 (51)</td>
</tr>
<tr>
<td>Second</td>
<td>32 (23.2)</td>
<td>12 (17)</td>
<td>20 (29)</td>
</tr>
<tr>
<td>Others</td>
<td>25 (18.1)</td>
<td>11 (16)</td>
<td>14 (20)</td>
</tr>
<tr>
<td>First-time mother, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>81 (58.7)</td>
<td>46 (67)</td>
<td>35 (51)</td>
</tr>
<tr>
<td>No</td>
<td>57 (41.3)</td>
<td>23 (33)</td>
<td>34 (49)</td>
</tr>
<tr>
<td>Maternity leave, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>96 (69.6)</td>
<td>53 (77)</td>
<td>43 (62)</td>
</tr>
<tr>
<td>No</td>
<td>42 (30.4)</td>
<td>16 (23)</td>
<td>26 (38)</td>
</tr>
<tr>
<td>Confinement period, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>94 (67.0)</td>
<td>48 (69)</td>
<td>46 (65)</td>
</tr>
<tr>
<td>No</td>
<td>14 (13.0)</td>
<td>6 (11)</td>
<td>8 (15)</td>
</tr>
<tr>
<td>Baby’s feeding method, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breastfeeding</td>
<td>46 (42.2)</td>
<td>21 (39)</td>
<td>25 (45)</td>
</tr>
</tbody>
</table>
Mothers mostly did not attend antenatal classes, had a normal vaginal delivery, followed a confinement period, and were first-time mothers. Follow-up assessments at 1 month postpartum were completed for all mothers in both the control (n=69) and intervention (n=69) groups. At 3 months postpartum, follow-up assessments were completed for 55 mothers from the intervention group (79%, 55/69) and 58 mothers from the control group (84%, 58/69). The overall attrition rate was 18.1%. As the intention-to-treat analysis was used, the outcome data for all 138 mothers were analyzed. Mothers who dropped out or did not provide outcome data at 3 months were still included in the main analysis (as the linear mixed model models data points rather than subjects). For sensitivity of the effect of the missing values on the results, a best-case and worst-case scenario was performed.

On the basis of previous literature, the outcome measures were adjusted for age, antenatal class attendance, gender of infant, and confinement period. Symptom scores for PND were measured using the EPDS and the PHQ.

The total scores for EPDS were lower in the intervention than the control group at both 1 month and 3 months postpartum. However, the difference of scores between groups was not statistically significant at 1 month even after adjusting for covariates (unadjusted: difference [d]=−0.91; 95% CI −2.5 to 0.6; P=.25; adjusted: d=−1.02; 95% CI −2.7 to 0.6; P=.23, but it was statistically significant at 3 months postpartum before and after adjustment (unadjusted: d=−1.77; 95% CI −3.5 to 0.0; P=.04; adjusted: d=−2.11; 95% CI −4.0 to −0.3; P=.03). On the basis of the linear mix model, there was also a statistically significant difference in the change of the total adjusted EPDS scores from baseline to 3 months postpartum for the intervention group (d=−1.16; 95% CI −2.0 to −0.4; P=.004).

The total PHQ scores for the intervention group were lower than those of the control group at both 1 month and 3 months postpartum. At 1 month and 3 months, the unadjusted difference in scores between groups were statistically significant (first month: d=−1.80; 95% CI −3.3 to −0.3; P=.02; third month: d=−1.9; 95% CI −3.7 to −0.1; P=.04). However, the difference of scores between groups at both time points was no longer statistically significant after adjusting for covariates (first month: d=−1.59; 95% CI −3.3 to 0.1; P=.06; third month: d=−1.49; 95% CI −3.4 to 0.4; P=.11). Additionally, the difference in change of the total adjusted PHQ score for the intervention group from baseline to 3 months postpartum was also statistically significant (d=−1.00; 95% CI −1.9 to −0.1; P=.03).

At both 1 month and 3 months postpartum, the total STAI scores were lower in the intervention than the control group. The difference of scores between groups at 1 month and 3 months was not statistically significant even after adjusting for covariates (first month unadjusted: d=−3.63; 95% CI −10.7 to 3.5; P=.31; first month adjusted: d=−2.45; 95% CI −9.9 to 5.0; P=.52; 3 months unadjusted: d=−8.61; 95% CI −17.2 to 0.0; P=.05; 3 months adjusted: d=−7.89; 95% CI −16.4 to 0.7; P=.07). However, the difference in change of adjusted STAI scores for the intervention group was statistically significant across the 3 months (d=−4.16; 95% CI −7.9 to −0.4; P=.03).

The total scores for ULS were higher in the control group than in the intervention group at both 1 month and 3 months postpartum. At both time points, the unadjusted and adjusted mean differences of scores between groups were not statistically significant (first month unadjusted: d=−2.14; 95% CI −6.3 to 2.1; P=.32; first month adjusted: d=−2.45; 95% CI −7.0 to 2.1; P=.29; 3 months unadjusted: d=−3.90; 95% CI −8.2 to 0.4; P=.08; 3 months adjusted: d=−3.43; 95% CI −8.0 to 1.1; P=.14). There was also no statistically significant difference in change of ULS scores for the intervention group across 3 months even after adjustment (d=−2.16; 95% CI −4.4 to 0.0; P=.06).

At 1 month and 3 months postpartum, the control group had slightly higher PSSP scores than the control group. In addition, the difference of scores between groups was not statistically significant at both 1 month and 3 months even after adjustment (first month unadjusted: d=−2.11; 95% CI −5.2 to 1.0; P=.18; first month adjusted: d=−0.86; 95% CI −3.9 to 2.1; P=.57; 3 months unadjusted: d=1.09; 95% CI −2.9 to 5.1; P=.59; 3 months adjusted: d=−0.53; 95% CI −4.7 to 3.6; P=.80). The difference in change of total PSSP scores of the intervention group from baseline to 3 months postpartum was also not statistically significant (d=0.86; 95% CI −0.9 to 2.6; P=.33).

To account for potential type 1 error for multiple outcomes, the resultant P values were inflated by the number of outcomes analyzed, which is a factor of 5. Upon doing so, only the adjusted change of EPDS scores from baseline to the third month remained significant.

Table 2 shows the changes in scores for all outcome variables, at each time point, including scores that were not adjusted for, whereas Table 3 shows the differences in change of outcome scores in the intervention group (over the control group) across 3 months. Although a change in ULS and PSSP scores between groups was not statistically significant across 3 months postpartum, Figure 2 shows good overall trending for all maternal outcomes from the baseline to 3 months postpartum. On the basis of the graph, mothers who received the intervention had better maternal outcome scores than the control group by the end of the third month.

A sensitivity analysis was also performed using the best and worst scores to replace missing values. P values from the best-case and worst-case analysis were then compared with the P values in the main analysis. The best-case analysis showed similar significant results as the main analysis. Sensitivity results are attached in Multimedia Appendices 1 and 2.
Table 2. Change in outcome scores between the intervention (I) and control (C) groups among mothers at 1 month and 3 months postpartum based on the general linear model.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>1 month</th>
<th>3 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I, mean (SD), range</td>
<td>C, mean (SD), range</td>
</tr>
<tr>
<td>Postpartum depression (EPDS&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>11.4 (2.0), 7.5 to 15.3</td>
<td>12.4 (2.1), 8.4 to 16.5</td>
</tr>
<tr>
<td>Postpartum depression (PHQ&lt;sup&gt;e&lt;/sup&gt;)</td>
<td>4.6 (2.0), 0.6 to 8.7</td>
<td>6.2 (2.1), 2.1 to 10.4</td>
</tr>
<tr>
<td>Postpartum anxiety (STAI&lt;sup&gt;f&lt;/sup&gt;)</td>
<td>85.2 (9.9), 65.4 to 104.9</td>
<td>87.6 (9.9), 67.8 to 107.4</td>
</tr>
<tr>
<td>Loneliness (ULS&lt;sup&gt;g&lt;/sup&gt;)</td>
<td>41.6 (5.5), 30.7 to 52.4</td>
<td>44.0 (5.6), 32.8 to 55.2</td>
</tr>
<tr>
<td>Perceived social support (PSSP&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>32.3 (2.6), 27.2 to 37.5</td>
<td>33.2 (2.6), 28.0 to 38.4</td>
</tr>
</tbody>
</table>

<sup>a</sup>n values for adjusted analysis.
<sup>b</sup>Adjusted estimates were obtained from general linear models after being adjusted for baseline, age, marital status, antenatal class attendance, baby’s gender, and confinement period.
<sup>c</sup>EPDS: Edinburgh Postnatal Depression Scale.
<sup>d</sup>Significant P value <.05.
<sup>e</sup>PHQ: Patient Health Questionnaire.
<sup>f</sup>STAI: State-Trait Anxiety Inventory.
<sup>g</sup>ULS: University of California, Los Angeles Loneliness Scale.
<sup>b</sup>PSSP: Perceived Social Support for Parenting.

Table 3. Differences in the change of outcome scores across 3 months between intervention and control groups based on a linear mixed model.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Trend difference (reference control group)</th>
<th>Unadjusted estimate (95% CI)</th>
<th>P value</th>
<th>Adjusted estimate&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Postpartum depression (EPDS&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>Unadjusted</td>
<td>-0.90 (-1.7 to -0.6)</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-1.16 (-2.0 to -0.4)</td>
<td>.004&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Postpartum depression (PHQ&lt;sup&gt;e&lt;/sup&gt;)</td>
<td>Unadjusted</td>
<td>-1.02 (-1.9 to -0.2)</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-1.00 (-1.9 to -0.1)</td>
<td>.03&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Postpartum anxiety (STAI&lt;sup&gt;f&lt;/sup&gt;)</td>
<td>Unadjusted</td>
<td>-3.17 (-6.9 to 0.6)</td>
<td>.09</td>
<td>-4.16 (-7.9 to -0.4)</td>
<td>.03&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Loneliness (ULS&lt;sup&gt;g&lt;/sup&gt;)</td>
<td>Unadjusted</td>
<td>-2.19 (-4.3 to -0.1)</td>
<td>.04</td>
<td>-2.16 (-4.4 to 0.0)</td>
<td>.05</td>
</tr>
<tr>
<td>Perceived social support (PSSP&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>Unadjusted</td>
<td>0.47 (-1.2 to 2.2)</td>
<td>.58</td>
<td>0.86 (-0.9 to 2.6)</td>
<td>.33</td>
</tr>
</tbody>
</table>

<sup>a</sup>Adjusted estimates were obtained from linear mixed models after being adjusted for baseline, age, marital status, antenatal class attendance, baby’s gender, and confinement period.
<sup>b</sup>EPDS: Edinburgh Postnatal Depression Scale.
<sup>c</sup>Significant P value <.05.
<sup>d</sup>PHQ: Patient Health Questionnaire.
<sup>e</sup>STAI: State-Trait Anxiety Inventory.
<sup>f</sup>ULS: University of California, Los Angeles Loneliness Scale.
<sup>b</sup>PSSP: Perceived Social Support for Parenting.
Discussion

Evaluation of Findings

This study examined the effectiveness of a technology-based PIP among mothers at risk of PND. According to the score trend, the intervention group scored better than the control group for all maternal outcomes at both 1 month and 3 months postpartum, but only the difference in the EPDS scores between groups was shown to be statistically significant. This suggests that compared with mothers who only received routine hospital care, the PIP was generally effective in reducing the risks of PND, PNA, and loneliness and in increasing perceived social support received by the end of 3 months postpartum. Mothers further expressed their satisfaction with the intervention in a separate qualitative interview [47].

Although scores between groups were only significant for the EPDS, the EPDS and PHQ scores of the intervention group were still observably lower than those of the control group at 3 months postpartum, indicating the effectiveness of the peer-support program in reducing PND among at-risk mothers. The results were similar to previous studies [35,36] in which telephone-based peer support was found to reduce PND among depressed and at-risk mothers at 3 months postpartum. Our results are also constant with studies linking higher risks of PND to reduce perceived social support, few social networks, and close relationships [20,42,48]. Additionally, the study’s results correspond with large-scale reviews [30,49] that reported how short-term, individually based, technology-based interventions targeting at-risk women that were conducted immediately postpartum were the most effective in promoting positive maternal outcomes.

Many studies also established the high correlation and comorbidity between PND and PNA [50,51]; therefore, improvements in PND scores may inevitably lead to improvements in PNA scores. This corresponds with our results, which showed a significant change of EPDS, PHQ, and STAI scores across 3 months between groups. Similar results were found in Dennis et al’s peer-support study [35] where a positive trend in favor of the intervention group was found for maternal PNA. However, little empirical attention has been given to maternal anxiety as a standalone disorder [52]; hence, further research is required to examine effective preventive measures against PNA.

From our results, another notable observation was the sudden drop in PNA scores for both groups between 1 month and 3 months postpartum compared with the first month. Despite the cessation of the PIP at 1 month, it is possible that, by then, parents would have adapted to their new roles and gained sufficient parenting confidence and enhanced self-efficacy, which, in turn, reduced the risks of PNA. This is supported by a Finnish study [53], which reported that having high maternal parenting efficacy scores at 1 week postpartum reduces PNA at 1 month postpartum, and Kohlhoff’s study [54], which revealed an inverse correlation between parenting self-efficacy and PNA and PND. Another study [55] reporting the long-term sustainability of parental self-efficacy after the termination of
a 6-week intervention could also be a plausible explanation to the sudden improvement in PNA scores in this study. Owing to the lack of studies examining the direct effects of paraprofessional peer support on parenting self-efficacy, further research is needed to validate these findings.

In terms of loneliness, there was an increase in loneliness scores for both groups from baseline to 1 month postpartum, with the control group having a steeper increase than the intervention group. Although loneliness scores continue to increase for mothers in the control group from 1 month to 3 months, loneliness scores for mothers in the intervention group decreased. This is evident that although the PIP was not able to fully relieve the sense of loneliness among mothers during the postpartum period, it still buffered mothers against loneliness compared with those who did not receive the PIP. A similar result was also noted in Dennis et al’s study [35], where although no positive trend was noted for loneliness at 3 months postpartum, the change in PND scores was significant. This conflicts with most literature that reported the predictive effects of loneliness on PND [3,20]. The trend observation was supported by a study that adopted a video conference method to examine loneliness [34]. Mothers reported that online face-to-face interactions were almost equivalent to having a physical presence and it facilitated rapport building [34]. This feature was lacking in our study. Furthermore, other face-to-face peer-support intervention studies also reported reduced feelings of loneliness among mothers [6,56]. This indicates the importance of a face-to-face element in technology-based support programs, which can better facilitate the sharing of experiences and alleviate feelings of loneliness. Another plausible cause is that at the end of the confinement period at 1 month, mothers were no longer physically isolated and could actively seek out family and friends for accompaniment [57]. Although the effectiveness of the PIP in mitigating loneliness might not be equivalent to the physical presence of a family member or friend, it can prevent the escalation of loneliness in mothers during the confinement period [35].

Mothers who did not receive peer support perceived a slight increase in social support at 1 month and a drastic decline in social support at 3 months postpartum, whereas mothers who received peer support only perceived a decrease in social support upon the termination of the intervention at 1 month to 3 months postpartum. This indicates the long-term effectiveness of the PIP in providing mothers with social support and that the termination of the program is a loss of an important source of social support to them. Over reliance on the PIP may result in a sudden drop in scores at 1 month, but the PIP also equipped them with help-seeking skills that might have caused an increase in scores at the third month. These findings correspond with other peer-support studies that reported an increased sense of perceived support in the intervention group [31,58] and studies linking the lack of social support to increased depressive symptoms [5,9,59]. However, our results conflict with other studies that reported an inverse correlation between social support and loneliness [60-62]. High social support scores of mothers in the control group for the first month could be due to the availability of instrumental and emotional support by family members, a partner, or a confinement nanny during the confinement period, whereas the decrease in scores after one month can be attributed to the end of paternal leave and the confinement period. During this time, mothers lose instrumental support from their partners and are abruptly entrusted with infant care responsibilities, which may result in an overwhelming sense of loss [63]. Social support is a three-dimensional construct consisting of emotional, informational, and instrumental support [19]. Peer-support interventions may fulfill the emotional aspect and, to a certain extent, informational support, but mothers reported higher needs for instrumental support during the postpartum period [23]. Therefore, for optimal outcomes, the PIP should be administered concurrently with instrumental help to provide well-rounded social support to mothers.

Limitations and Recommendation for Future Studies
To the best of our knowledge, this is the first technology-based peer-support study based in Asia that showed a preventive effect against PND. Therefore, it is a valuable contribution to ongoing region-specific research on the prevention of PND. However, a major limitation of this study is that it was a single-site study targeting only English-speaking mothers. Future studies can consider integrating more languages to cater to minority groups. Another limitation is that the intervention was only administered during the postpartum period. Considering that antenatal depression is a main predictor of PND, future studies should examine the effectiveness of such interventions during the perinatal period. Additionally, maternal outcomes included in this study were limited and infant outcomes were lacking. Given that most maternal outcomes are interrelated, other outcomes such as parenting self-efficacy and parenting satisfaction as well as an evaluation of the effectiveness of the program on infant development can be included in subsequent studies. Finally, an evaluation of the cost-effectiveness of the PIP will provide a holistic view on the effectiveness of this intervention.

Conclusions
This randomized controlled trial demonstrated the effectiveness of a technology-based peer-support program in reducing maternal PND. Besides receiving standard postnatal care, additional participation in the PIP was shown to improve the general well-being of mothers at the end of 3 months postpartum. This study adds value to the use of technology and trained paraprofessionals in combating PND among new mothers. Although future rigorous trials are needed to evaluate the effectiveness of the PIP further, health care professionals can involve paraprofessionals such as family members in supporting new mothers during the stressful postpartum period. This may enhance not only maternal outcomes but also the future well-being of the family, thus creating positive childbirth experiences for mothers.
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Abstract

Background: Social support is known to reduce risks of postnatal depression (PND) and improve maternal emotional well-being. However, the Asian cultural context is often neglected when appraising maternal needs and mothers’ preferences for social support. While many preventive efforts have experimented with technology, professionals, and paraprofessionals in providing social support to mothers in need, most studies determined the effectiveness of their interventions through quantitative measurements of maternal outcomes. Experiences and feedback from both participants and administrators are rarely discussed, especially in an Asian setting.

Objective: The goal of the research was to evaluate the postnatal experiences of Asian mothers at risk of PND and the perceptions of peer volunteers regarding a technology-based peer-support intervention program (PIP).

Methods: A qualitative semistructured interview was conducted with 20 Asian mothers at risk of depression (10 from the control group and 10 from the intervention group) and 19 peer volunteers from a randomized controlled trial. The PIP included weekly correspondence between peer volunteers and mothers through any telecommunication means over 4 weeks. All interviews were approximately 30 to 60 minutes long, audiotaped, transcribed verbatim, and analyzed using thematic analysis. Study findings were reported according to the Consolidated Standards of Reporting Trials checklist.

Results: Two overarching themes comprising five subthemes were generated: postnatal experience (a bouncy ride, a way forward) and evaluation of the PIP (valuable, flexible, and supportive program; building blocks of a good relationship; and lessons learned and the road ahead). Mothers from both the control and interventions groups were generally satisfied with hospital care and the support received from family. They also shared similar breastfeeding challenges and needs for more informed decisions and follow-up support from the hospital. However, mothers who received the PIP tended to have more positive outlooks of their birth experiences. Overall, peer volunteers and mothers involved in the PIP found the PIP useful and expressed satisfaction with the program’s flexibility. They also shared their personal takeaways, the qualities of their friendships, and the need for extended correspondence time and recommended outreach to non–at-risk mothers.

Conclusions: The positive endorsement of the PIP by peer volunteers and mothers suggests the success of the PIP in maintaining positive maternal emotional well-being during the postpartum period. With the help of technology, hospitals can easily provide additional peer support to at-risk mothers in addition to existing standard care offered to these mothers.

Trial Registration: ISRCTN Registry ISRCTN14864807; http://www.isrctn.com/ISRCTN14864807
International Registered Report Identifier (IRRID): RR2-10.2196/resprot.9416
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Introduction

Background on Postnatal Depression

As one of the leading causes of maternal morbidity and a potential contributor to maternal mortality, postnatal depression (PND) has garnered much attention from researchers studying women’s health over the years [1]. Apart from affecting the psychological well-being of mothers [2-4], maternal PND can potentially increase risks of depression in their partners [5] and severely hinder their children’s neurocognitive, psychological, and social development [6-8]. In consideration of long-term adverse societal consequences, various preventive measures have been implemented to battle PND, but targeting the root cause remains a challenge due to its complex multifactorial etiology (ie, biological, psychological, and social). The contribution of psychosocial factors to PND outweighs that of biological factors, with chronic social adversity in women playing a substantial role [9,10]. This is especially so in Asian countries, where polygamous marriages, conflicting influences of culture, and conflict between mothers- and daughters-in-law are unique risk factors of PND [11-13]. According to a review by Evagorou and colleagues [14], Asian and Western mothers share similar PND risk factors and have similar manifestations of physical symptoms. Differences lie in prevalence rates and cultural factors (beliefs, values, and environment). A local study has revealed a prevalence of 6.8% for PND in Singapore, which is much lower than the global average of 16% [15]. This corresponds with findings from another review [16], but the prevalence of PND varies across Asia itself as well, and South Asia collectively has higher PND rates than Western countries [17-18]. These reviews [16-18] have also highlighted cultural differences that contributed to differences in regional prevalence rates, such as Asian’s higher emphasis on family and social relationships, hence mothers’ higher dependency on their partners, their own mothers, and extended family. The lack of female empowerment, the Asian view of women as the weaker sex, and other traditional rituals such as practicing the confinement period are additional stressors for Asian mothers. Due to the collective nature of Asian societies, social support from mothers’ family members and partners plays a crucial role in mitigating PND. Therefore, positive social relationships and increased social support are exceptionally important in ensuring the healthy psychological well-being of Asian mothers [18].

Types of and Need for Social Support

Defined as an interpersonal process whereby the provider communicates to the recipient that he or she is cared for in this reciprocal relationship [19], social support is multidimensional and varies in terms of range of support network, type, source, and quality [20]. Types of support typically include (1) emotional support, involving expressions of trust, care, and empathy; (2) instrumental support, involving tangible aid; (3) informational support, such as advice, suggestions, and information; and (4) appraisal support, including advice that allows self-evaluation [21]. Additionally, preferred types of support are largely influenced by cultural differences. In an individualistic Western culture, direct forms of support involving verbal and emotional expressions are often sought explicitly from others, whereas in a collectivistic Asian culture, indirect support through companionship and attentiveness from others is preferred [22]. Given that the impact of social support on health and recovery highly depends on the match between support provided and needed, it is necessary to consider cultural contexts when providing postpartum support to mothers in need [23].

Social support from family and partners is known to be an effective stress buffer that reduces risks of maternal PND and maintains quality of life of mothers in the postpartum period [19]. The practice of a 1-month confinement period in the Asian culture also provides most mothers with additional instrumental support in terms of infant care and household chores from confinement nannies or in-laws [24,25]. However, mothers are often dissatisfied with social support, especially due to the lack of emotional support received [24,26,27]. This can be attributed to the conservative nature of Asian societies in which direct emotional expressions are often discouraged [28,29] and the availability of emotion-focused support is rare, even from those close [22]. This highlights an unspoken need for more emotional support for Asian mothers. Mothers often mentioned a need for a close, nonjudgmental confidante to initiate support and empathize with them [4,30]. Hence, peer support is a viable option as it creates a sense of belonging, boosts parenting confidence and self-esteem among mothers, and is effective in preventing PND [3,31]. Moreover, peer support provided by peer volunteers is found to ensure continuity of support during the postpartum period and fill in for health care professionals in between clinical follow-ups [32]. Although most mothers still prioritize the need for informational support from health care professionals [33], Sjoberg and colleagues [34] revealed that new-generation mothers preferred online peer support over face-to-face or online consultations with health care professionals. Using technology to support mothers will not only increase the accessibility, availability, and affordability of maternal health care but will also remove help-seeking barriers in conservative cultures [35-37]. Additionally, Singapore has been undergoing the Smart Nation initiative since 2014 [38], which encourages health care sectors to shift to telehealth in order to optimize resources and overcome manpower constraints. Previous local studies have also seen successful results with supportive technology-based interventions involving the use of online forums and mobile apps [39,40]. Therefore, technology-based supportive interventions in this context are not considered foreign and may be more ideally suited to the needs of new-generation mothers.

Review of Current Literature

While there are a substantial amount of randomized controlled trials (RCTs) that adopted a technology-based supportive approach, the effectiveness of these RCTs is usually determined
by a quantitative analysis of maternal outcomes [41-45]. In-depth qualitative analyses of user experiences and feedback are limited. Technology-based supportive interventions are effective in reducing PND in women, and study designs primarily involved weekly telephone calls or video calls by paraprofessionals or peer volunteers [41-43]. A qualitative analysis provides a descriptive and exploratory insight of user needs that can inform the further refinement and tailoring process of an intervention program to better meet user needs. The limited number of qualitative studies and the heterogeneity of available studies in terms of support source, delivery method, and frequency warrant a need to perform a qualitative study on a technology-based peer support program in an Asian setting [46-50].

Therefore, this study aimed to evaluate the postnatal experiences of mothers at risk of PND and their perceptions of a technology-based peer support intervention program (PIP). Feedback from peer volunteers was also examined in order to gain a well-rounded perspective from both recipients and administrators.

Methods

Design and Setting

This descriptive qualitative study is a follow-up of an RCT [51] that examined the effectiveness of a technology-based PIP on maternal outcomes including PND, postnatal anxiety, loneliness, and perceived social support received. The original study was conducted at a tertiary hospital in Singapore where 136 mothers at risk of PND were recruited through purposive sampling and randomized into either the intervention (n=69) or control (n=69) group. Mothers at risk were identified through an initial screening using the Edinburgh Postnatal Depression Scale. Only those who scored 9 and above were recruited for the RCT. Twenty peer volunteers, mothers who had recovered from PND, were recruited through a blasting of emails to the study venue’s working community and by word of mouth to facilitate the support program. Peer volunteers then underwent a training session by a psychiatrist to learn required skills (via role play and discussions) for successful administration of technology-based peer support, which covered topics on alleviating depression, anxiety, loneliness, and how to conduct appropriate referrals to a health care professional when necessary. Details on peer volunteer training can be found in the published protocol [52]. Each peer volunteer was matched with at least three mothers. The fidelity of the PIP intervention was maintained using the strategies proposed by Bellg et al [53] and Eaton et al [54]: (1) the protocol for intervention was developed and has been published [52]; (2) to confirm dosage of the intervention, log sheets were maintained on the time and duration of contacts made with peer volunteers; (3) to ensure consistency, peer volunteers were trained by the same psychiatrist; and (4) a peer volunteer manual was developed for a standardized delivery of information.

Participants in the control and intervention groups received standard hospital postnatal care such as lactation support, parent craft teaching, and postpartum follow-up appointments with an obstetrician. In addition, participants in the intervention group had support from peer volunteers for at least 1 month postpartum involving a minimum of once-a-week correspondence between the mothers and the volunteers through any technology-based means (ie, phone calls, text messages, and WhatsApp). Frequency and duration were tailored to maternal needs. Further details have been published elsewhere [52]. The experiences of mothers in the control group were included in this follow-up to provide different perspectives and form a basis of comparison of needs and received support during the perinatal period. Prior to this, all participants were informed of this optional extended qualitative component of the study. Qualitative feedback from peer volunteers on delivery of the intervention was made mandatory upon the initial consent for the original study.

Recruitment

Purposive sampling was used to achieve an equal number of participants from the control and intervention groups. Recruitment was conducted at 1-month postpartum through the blasting of emails to the 136 participants in the original study until data saturation was reached. Thirty-six mothers volunteered for the interviews. However, data saturation was reached at the eighth participant for both groups when no new findings emerged. Two additional mothers from each group were interviewed to confirm the findings, resulting in a total of 20 interviewed mothers (10 from the control group and 10 from the intervention group). The remaining 16 mothers consented to be excluded from the interviews. One peer volunteer had withdrawn from the original study due to time commitment issues, leaving nineteen peer volunteers in this study. Mothers and peer volunteers were informed of the approximate duration of each interview (30 to 60 minutes) and that all interviews would be audio-recorded for research purposes only.

Data Collection

When participants were between 4 and 12 weeks postpartum, a female research assistant trained in qualitative interviewing techniques conducted individual face-to-face interviews at a time and location to each mother’s convenience, typically at the mother’s home. Participants were given pseudonyms during the interviews to protect their actual identities. Peer volunteers were only interviewed after the conclusion of the intervention for all 69 mothers, and the Peer Volunteer Activity Logs, which were used by peer volunteers to record the frequency, duration, and key points of the correspondences, were submitted to the research assistant during the interviews. Three versions of a semistructured interview guide specifically tailored to the control group, the intervention group, and peer volunteers were developed and piloted to attain a comprehensive view of the delivery and recipient of the PIP and the postnatal experiences of mothers (Multimedia Appendix 1). The interviews lasted an average 40 minutes and were subsequently transcribed verbatim. Field notes were taken during the interviews to note nonverbal cues that were used to supplement the transcripts.

Data Analysis

A thematic analysis was conducted according to the six phases of analysis described in the research of Braun and Clark [55]. The authors read the 39 transcribed interviews multiple times to gain familiarity with the data and subsequently adopted a
manual color-coding method to highlight different concepts and generate the initial codes independently. These excerpts were then extracted and put into a tabular format, entailing themes and subthemes within a new document. Data source triangulation from all three groups of participants (intervention and control groups and peer volunteers) was performed to look for common themes [56]. The themes were reviewed comprehensively for homogeneity by both authors before overarching themes were decided. To achieve confirmability and objectivity in the analysis of data, the various themes and subthemes were discussed extensively in several meetings between the two authors. Any discrepancies were discussed and clarified between the two authors until a consensus was achieved. To achieve confirmability and objectivity in the analysis of data, the various themes and subthemes were discussed extensively in several meetings between the two authors. Any discrepancies were discussed and clarified between the two authors until a consensus was achieved. Field notes were also constantly referred to as supplementary materials, and constant comparative analyses were performed. Themes constituting frequently reported overlapping data were selected from the authors’ independent analyses, renamed, and included in the final analysis.

**Ethical Considerations**

Ethics approval was obtained from the National Health Group Domain Specific Review Board (reference number: NHG DSRB 2017/00185) of the participating hospital. Prior to obtaining the participants’ written informed consents, the participants were briefed thoroughly on the purpose of the research and were informed of their rights to withdraw at any time during the study. Study participation was strictly voluntary, and confidentiality was adhered to.

**Results**

**Overview**

Study findings were reported according to the Consolidated Criteria for Reporting Qualitative Research checklist (COREQ, Multimedia Appendix 2) [57]. According to our RCT results [51], the PIP was successful in significantly reducing PND symptoms at the end of three months postpartum. Although not statistically significant, there were also observable decreases in postnatal anxiety and loneliness and an increase in perceived social support at the end of three months.

**Participant Characteristics**

A total of 39 interviews were completed with 20 Asian mothers (10 from the control group and 10 from the intervention group) and 19 peer volunteers. Mothers had an age range of 25 to 40 years while peer volunteers had an age range of 25 to 54 years. The majority of the mothers were Chinese (n=10), followed by Malay (n=9) and Indian (n=1), which was likewise for the peer volunteers (Chinese, n=17; Malay, n=1; Indian, n=1). All 10 of the mother-volunteer dyads corresponded (regarding emotional needs and available resources) through WhatsApp messages at least once a week; only five dyads attempted to schedule a weekly phone call. Further details of the participants and peer volunteers can be found in Table 1.

Two overarching themes comprising five subthemes were generated: postnatal experience (a bouncy ride, a way forward) and evaluation of the PIP (valuable, flexible, and supportive program; building blocks of a good relationship; and lessons learned and the road ahead). A detailed breakdown of the themes and subthemes is shown in Figure 1. Exact quotes from the participants were used to represent their emic views, and their identities were coded to allow for anonymity, with mothers in the control group labeled with C, mothers in the intervention group labeled with T, and peer volunteers labeled with P.
Table 1. Characteristics of study participants (control n=10, intervention n=10, volunteers n=19).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control</th>
<th>Intervention</th>
<th>Peer volunteers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD), range</td>
<td>32.0 (5.0), 25-40</td>
<td>31.5 (4.7), 25-40</td>
<td>40.4 (7.9), 25-54</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>6 (60)</td>
<td>4 (40)</td>
<td>17 (90)</td>
</tr>
<tr>
<td>Malay</td>
<td>3 (30)</td>
<td>6 (60)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Indian</td>
<td>1 (10)</td>
<td>0 (0)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>10 (100)</td>
<td>9 (90)</td>
<td>17 (90)</td>
</tr>
<tr>
<td>Single</td>
<td>0 (0)</td>
<td>1 (10)</td>
<td>2 (11)</td>
</tr>
<tr>
<td>University graduates, n (%)</td>
<td>7 (70)</td>
<td>9 (90)</td>
<td>13 (68)</td>
</tr>
<tr>
<td>Monthly household income (S$), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3000</td>
<td>3 (30)</td>
<td>1 (10)</td>
<td>3 (16)</td>
</tr>
<tr>
<td>3000-5000</td>
<td>3 (30)</td>
<td>3 (30)</td>
<td>4 (21)</td>
</tr>
<tr>
<td>&gt;5000</td>
<td>4 (40)</td>
<td>6 (60)</td>
<td>9 (47)</td>
</tr>
<tr>
<td>Attended antenatal class, n (%)</td>
<td>6 (60)</td>
<td>5 (50)</td>
<td>7 (37)</td>
</tr>
<tr>
<td>Mode of delivery, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal vaginal delivery or water birth</td>
<td>8 (80)</td>
<td>5 (50)</td>
<td>8 (42)</td>
</tr>
<tr>
<td>Instrument delivery</td>
<td>0 (0)</td>
<td>3 (30)</td>
<td>5 (26)</td>
</tr>
<tr>
<td>Cesarean delivery</td>
<td>2 (20)</td>
<td>2 (20)</td>
<td>6 (32)</td>
</tr>
<tr>
<td>Number of children, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>8 (80)</td>
<td>8 (80)</td>
<td>5 (26)</td>
</tr>
<tr>
<td>Two</td>
<td>2 (20)</td>
<td>0 (0)</td>
<td>8 (42)</td>
</tr>
<tr>
<td>Three or more</td>
<td>0 (0)</td>
<td>2 (20)</td>
<td>6 (32)</td>
</tr>
<tr>
<td>Breastfeeding, n (%)</td>
<td>9 (90)</td>
<td>9 (90)</td>
<td>17 (90)</td>
</tr>
</tbody>
</table>
Figure 1. Overview of themes and subthemes. PIP: peer support intervention program.

Theme 1: A Bouncy Ride
This theme describes the bumpy postnatal experiences of mothers including the challenges of breastfeeding, their physical and emotional states, and the types of support received.

Challenges Faced
Mothers from both the intervention and control groups frequently described breastfeeding as stressful and difficult. Heavy infant care responsibilities also left mothers feeling exhausted, tired, and overwhelmed. Receiving support from family members served as a double-edged sword with a few mothers reporting conflicts in parenting styles and opinions due to generation gaps causing additional stress.

Different sides of [the] family have different cultures and different upbringings, so sometimes, it’s like you have too many inputs, you get stressed... [T9]

A combination of the above factors resulted in many first-time mothers feeling lost, worried, and scared.

Available Resources
During the short hospitalization period, all mothers were satisfied with the support received from health care professionals, often citing them as caring, encouraging, assuring, and patient when guiding them in breastfeeding and answering their queries.

The majority of mothers from both groups were grateful for the high instrumental support provided by their family members, especially their partners. With family members helping to shoulder most household responsibilities and infant care tasks, mothers had more me time to catch a breather and rest.

I feel much more relieved because I know the baby is [being] taken care [of] by my husband...It helped me to get back my sleep... [T9]

Baby care information was often sought from friends who had recently given birth, otherwise mothers were embarrassed to seek hands-on support from them. Facebook groups, forums, and websites were also commonly referred to as information sources and support, but some mothers remained skeptical of the credibility of online information.

Theme 2: A Way Forward
In general, mothers indicated a need for more informed decisions and social support to improve their birth experiences.

Increased Transparency and Information
Mothers from both groups identified a high need for hospitals to provide more information to facilitate informed decision-making in terms of medical costs and medical procedures and to increase the awareness of postnatal blues and the availability of support sources.

I’m unaware of how this system is like...We didn’t do a lot of research...We thought that they would inform us... [T9]

More Follow-Up Support
In consideration of the 1-month confinement period adhered to by most mothers, there were mixed preferences for home visits
and increasing the frequency of follow-up phone calls by health care professionals.

It’s difficult to tell to explain the situation over the phone...You really have to, like, watch and observe the problem... [C7]

There could be...more follow-ups...Actually, a phone call is good enough...At least you know that you’re being taken care of... [T3]

Mothers in the control group also expressed a need for peer volunteers as an additional support.

My friends are married...but they don’t have [a] baby, so there’s too little information I can get from them...If there’s a peer volunteer for me, I’ll definitely find it very good... [C10]

Other mothers suggested having a breastfeeding buddy or befriender in the hospital to stand in nurses’ place and guide them in breastfeeding techniques.

Some volunteer that could at least help out a bit...rather than have nobody, cause the nurses, they’re busy...I think it will make the journey a bit less stressful... [T4]

Other Suggestions

Although many mothers referred to the UK-based website babycentre for baby care information, they highly preferred a baby mobile app that could provide more locally relevant information, such as on confinement practices. They also mentioned that they would find the mobile app more reputable and reliable if it were moderated by health care professionals from local hospitals.

Google will always come up with...from [the] United States, [the] UK, that kind...Their advice is very westernized, may not be what Singaporeans follow...especially confinement... [T4]

Baby Center was the most popular thing...If there was something with the hospital...we will think it’s more reputable... [C9]

Other suggestions included mobile app features such as having baby food recipes, instant messaging with health care professionals, and an online portal with the hospital to check and update baby appointments.

Theme 3: Valuable, Flexible, and Supportive Program

This theme summarizes the feedback of peer volunteers and mothers who received support (the intervention group only) on the usefulness of the PIP. Overall, the peer volunteers were satisfied with the informative training session. The flexibility of the program was also mentioned by both mothers and peer volunteers, which made them feel supported.

Valuable Training Session

Peer volunteers found the training by the psychiatrist very useful, informative, and helpful in setting their expectations. It also enhanced their self-confidence, sensitivity, and awareness toward at-risk mothers.

It kind of gives us the assurance...the confidence level that we can do it... [P8]

It was helpful in creating more awareness in me...It helps me to be a bit more sensitive... [P3]

A few peer volunteers even mentioned how the training session established a support system for them and created a sense of belonging since they shared a common past and common goal in this study.

The sense of belonging is like...cause we all felt the need to support these mothers...Either it’s because of our own experiences or there’s a sense of same heart in supporting these women... [P16]

However, there were also suggestions for more culture-specific information and simulated roleplays to increase preparedness and their abilities to cater to mothers from different cultures.

Ease of Administration

Both peer volunteers and mothers who received the PIP praised its flexibility as the mode of contact was to their convenience and preferences, which was mostly through text messages.

It’s very hard for me to talk on the phone because of the baby and my other kid, so WhatsApp is the best mode cause I can reply as and when I am free... [T8]

WhatsApp is convenient, like, anytime that they reply, you can just reply at work...Very flexible...You can accommodate both working moms and stay-at-home moms... [P19]

Although a few pairings attempted to converse through phone calls, both parties admitted it was hard to match their busy schedules.

The baby is a bit difficult to, you know, find the right time...It’s a bit difficult to arrange... [T1]

I don’t want to call without warning...When I try to set a time, they don’t commit, then it’s not very nice also if I just call unannounced... [P4]

Emotional Support and Personal Growth

The majority of the mothers were appreciative of the extra listening ear and felt they had another friend to talk to and they were not alone. They also felt more comforted and reassured and had reduced negative feelings after receiving continuous peer support.

Whenever I have issues, she will comfort me...that I’m not the only one going through it, and it’s only normal...It was very nice to have somebody additional apart from my own family. [T8]

Almost all of the peer volunteers found the PIP experience meaningful, enriching, and fulfilling and felt happy that their previous experiences could benefit other mothers. Some even took it as a chance to self-reflect and for self-improvement.

I can learn something new...I can improve myself...The more I give, then the more I feel happy. I just want to make sure that they didn’t get depression or stressed. [P9]
Theme 4: Building Blocks of a Good Relationship

This theme describes the essential traits of a befriender and the basic underlying foundation of a good relationship.

Important Characteristics of Peer Volunteers

Most recipients of the peer support reported that the friendliness, sincerity, proactiveness, positivity, and commitment shown by the peer volunteers allowed them to gradually open up and share their problems.

She took [the] initiative to check on me when I was having my confinement...She was also quite cheerful...After that, she still asked me occasionally how I was...Despite her having so many kids, she still bothered to remember this peer volunteer friend...It was a two-way thing...Quite assuring to know that somebody could help me when I needed [it]. [T4]

Many peer volunteers shared that being understanding and open-minded was important in establishing a good relationship. Being perceptive was also vital in gauging the responses of mothers and knowing when to not be overimposing. Additionally, a strong mentality and awareness of their role limitations also helped them to cope with the lack of responses and not to take it personally.

I would also remind myself not to take it personally...The whole point of this is to be open-minded and to help them... [P4]

Common Background and Mutual Understanding

Mothers and peer volunteers who reportedly had closer friendships found it easier to relate with one another due to various common factors (ie, marital status and working background), and they possessed a mutual understanding of each other’s busy schedule and that delayed replies were inevitable.

I’m a single parent...and the lady is also a single parent, so, like, there are some common factors...We kind of support each other...so it’s more like a two-way thing...which is why I say she is more like a friend. [T3]

Theme 5: Lessons Learned and the Road Ahead

Insufficient Rapport Building

A few mother-peer volunteer pairs faced initial discomfort in sharing their thoughts with a stranger. The lack of connection resulted in awkwardness and one-sided, superficial relationships.

Sometimes, I don’t feel very connected to the person that I call...so, sometimes, it gets awkward during the phone conversation. [T2]

A lack of response from mothers also added stress and uncertainty for some peer volunteers as they were unable to identify the mother’s needs, hence disabling their support efforts. Peer volunteers were also unsure if they had provided adequate help or whether they were disturbing the mothers.

It’s a bit discouraging, so...I know they may not have the time to read the message or reply to me...I can’t do anything...I cannot help much. I don’t know what’s going on. [P2]

Matching Preferences

In order to increase relevance to self, mothers generally preferred to be matched with a volunteer of similar age, same ethnicity, employment status, marital status, recency of childbirth, and similar ages of children. One mother expressed concern over the age gap with her peer volunteer.

She doesn’t quite understand the current fast pace of a working environment and young parents like us who have to juggle so many things... [T6]

However, in order to provide relevant and effective advice, peer volunteers preferred to be matched based on delivery mode, mode of feeding, and socioeconomic and employment status.

Extension of the Peer Support Intervention Program’s Duration and Expansion of the Target Group

Both mothers and peer volunteers agreed that the PIP should be extended for at least 2 to 3 months postpartum since the onset of PND is unpredictable.

It will help, especially the second month...when confinement lady is gone...when my husband goes back to work, then you’re left alone with the kids...You need this added support. [T5]

Since PND is hard to detect in the early stages, the PIP was highly recommended to be made available to all new mothers as a safety net. Most participants acknowledged that having additional support would benefit all mothers emotionally, regardless of their risks of depression.

Some of them, they are strong enough, but sometimes, they just need a listening ear to release their stress... [P15]

Novel Suggestions

Mothers and peer volunteers were highly in favor of at least one session of face-to-face meet-up, which would allow easier rapport building and let peer volunteers provide more substantial instrumental support.

Maybe one [session] could be like a visit, to see them, say hello...Maybe they will feel better...It will be easier to build the rapport. [P19]

Developing a mobile app to locate and contact nearby befrienders who could help during emergencies was also suggested. This would increase convenience, reduce the hassle of pairing peer volunteers, and facilitate the natural occurrence of friendships.

Discussion

Principal Findings

Overall, postnatal experiences were highly similar in both groups of mothers, such as common breastfeeding issues and physical fatigue. A large-scale review of the effectiveness of various types of breastfeeding support concluded that regularly scheduled face-to-face support by health care professionals has...
Social support is a delicate balance between autonomy and dependence. Considering that negative childbirth experiences can cause partner and family strain, an external support in the form of peer-volunteers might be more ideal when providing a nonjudgmental listening ear [66].

Peer Support Intervention Program

Similar to other peer support studies [47,67,68], our peer volunteers underwent mandatory training to learn adequate support provision for at-risk mothers, which most found useful in setting personal expectations and gaining confidence and preparedness. Additionally, since peer volunteers were mothers with a history of PND, training sessions also served as a platform for mothers with similar pasts to connect and form a community of support [47].

In an effort to increase the accessibility and flexibility of support with minimal disruption to the mothers’ lives, communication through technology-based platforms was adopted. This aspect was praised by both recipients and peer volunteers as correspondence was flexible and suited to their own levels of comfort, whether it was through text messages or phone calls. Due to unpredictability and difficulty in arranging fixed calling times, most mothers and volunteers preferred correspondence through text messages. However, a few reported the lack of a personal touch and difficulty in gauging mothers’ responses over text messages, with some mothers also suggesting at least one home visit or face-to-face meet-up. A review by Shaw [60] acknowledged the effectiveness of peer-support in reducing PND, but maternal satisfaction was higher for home visits. Videoconferencing was not used in this study, but it has been shown to improve mental health outcomes [69] and increase confidence and was deemed to be almost equivalent to the physical presence of a peer volunteer [43]. Parents in a study by Linberg [43] also felt that the midwife understood their situations better with added nonverbal communication through videoconferencing. Hence, the option of using videoconferencing can be considered in future local studies to support mothers at risk of PND.

Initiating a socially meaningful relationship of trust involves certain key characteristics of peer volunteers: positivity, determination, openness, proactiveness, sincerity, and respect. These qualities are critical to successful program delivery and enable peer volunteers to overcome challenges and stress and establish effective functional relationships [68]. Mothers and volunteers shared that the mutual understanding and identification that drew on the shared experiences of parenthood and social circumstances increased feelings of connectedness and ease of sharing. Despite the differences in personality, the sharing of experiences with someone of similar backgrounds, attitudes, and experiences facilitates trust-building and easier communication [68,70]. The matching of peer volunteers to mothers is an important component of successful peer-mentoring as the provision of support should be targeted to fit the nature and situation of the family [46,50,71].

This PIP was also seen as a two-way support system. While most mothers were appreciative of the extra listening ear and support provided that improved their overall emotional well-being, peer volunteers were also glad for the opportunity to impact other lives with their experiences and felt happier...
after volunteering. Expressing satisfaction with their roles, many volunteers felt empowered and took this chance to learn new things to enhance their personal growth and self-discovery. Similarly, in other studies peer volunteers felt emotionally rewarded and enriched by their interpersonal relationships; given the chance, they would volunteer again [47,66].

However, challenges and stressful moments arose for some peer volunteers when communication was only one-sided. Mothers and volunteers attributed it to insufficient rapport-building and the discomfort of sharing with a stranger. A few volunteers perceived some relationships as superficial and obligatory, while some mothers felt that they did not need the additional support. This is common in the Asian culture as the stigma of mental illness is related to the loss of face beyond the individual level [72,73]. In a culture that emphasizes emotional restraint, avoidance of shame, and saving face, it may take a longer time for mothers to warm up and share their problems with volunteers [74].

**Implication for Future Research and Clinical Practice**

Given the easy accessibility and wide availability of technological devices today, technology-based peer support is a potentially time-saving and cost-effective way to extend social support to mothers in need. Being able to provide mothers with a personalized continuity of care post–hospital discharge should incentivize health care sectors to dedicate more resources to train peer volunteers and implement the technology-based peer support to a wider population.

In consideration of the collectivistic culture and strong interdependence on family, future studies on technology-based peer support in Asia can involve partners and family members, which might reduce the emotional strain between mothers and family members during the stressful postpartum period. Future research can also consider including videoconferencing or developing a peer volunteer mobile app with detailed profiles to provide more targeted forms of support. Given that breastfeeding remains a key stressor to mothers, future interventions can adopt a holistic approach of providing both instrumental and emotional support to new mothers. Additionally, the introduction of peer volunteers to mothers should ideally take place during the third trimester, when mothers still have the time to build rapport. Last, the practice of the confinement period may see mothers receiving more help from family, in-laws, or confinement nannies during the immediate postpartum period for one month [24]. Instead, the second month postpartum, when all added help is depleted, may be more crucial as mothers resume work and the full responsibility of infant care. Therefore, the extension of the PIP’s duration will be beneficial to mothers during this period.

**Strengths and Limitations**

Unique to this study is the valuable insight of cultural influences on preferred types of social support and the help-seeking behaviors of Asian mothers in the postpartum period. The inclusion of both mothers’ and peer volunteers’ perspectives also provided a well-rounded overview of the PIP. To our knowledge, this is the first technology-based peer support intervention in Asia. Therefore, the study findings are vital in informing future research on PND prevention using technology-based peer support, especially in an Asian context.

However, the cross-sectional nature of this study disallows the comparison of the pretest and posttest perceptions of mothers, making it difficult to determine the effectiveness of the intervention. Additionally, due to previous childbirth experiences, the sample inclusion of non–first-time mothers may bias the findings positively and provide inaccurate information on the usefulness of the PIP. Hence, future interviews should consider interviewing an equal number of first-time and experienced mothers and analyzing if there is any uniqueness in their individual experiences of receiving the PIP.

**Conclusion**

This study not only provided insight into the postnatal experiences and needs of at-risk Asian mothers but also evaluated the perceptions of both recipients and administrators of the technology-based PIP. The positive endorsement by mothers and volunteers suggests the PIP’s success and usefulness in meeting mothers’ postpartum needs. The technology-based PIP has the potential to connect with and give support to vulnerable mothers and enable them to access services in ways that complement the work of health professionals. However, given the suggestions for improvement by stakeholders, more research and rigorous testing are needed to further refine this approach before its implementation to a wider community.
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Abstract

Background: Participation in online health communities (OHCs) is a popular trend in the United Kingdom. However, so far, no evidence exists to indicate an association between participation in OHCs and improved health outcomes.

Objective: This study aimed to (1) determine changes in patient activation over 3 months in new users of an OHC, (2) describe patterns of engagement with an OHC, (3) examine whether patients’ characteristics at baseline were associated with subsequent patterns of engagement, and (4) determine if patterns of engagement during the 3 months were associated with changes in patient activation, health care utilization, and health status.

Methods: Active new OHC users on HealthUnlocked (HU) were surveyed to measure demographics, levels of patient activation (describing a person’s confidence in managing their own health; scale 0-100 with 4 categories), health care utilization, and health status using a Web-based survey at baseline and 3 months. Patient activation at baseline and 3 months was compared (aim 1). Alongside, for a sample of HU users and survey responders, daily OHC website usage data were automatically captured. This was used to identify clusters of engagement with HU (aim 2). For survey responders, baseline characteristics, patient activation, health care utilization, and health status were compared at baseline and 3 months, overall, and between engagement clusters using t tests and chi-square tests (aims 3 and 4).

Results: In 329 people who completed both surveys, baseline activation was most frequently level 3, described as taking action but still lacking confidence. At follow-up, a change of 2.6 points was seen, with the greatest change seen in those at lowest baseline activation levels. In addition, 4 clusters of engagement were identified: low, medium, high, and very high, who were active on HU for a mean of 4, 12, 29, and 59 days, respectively. Survey responders were more commonly high or very high engagers. Baseline activation was highest in low and very high engagers. Overall activation increased over time in all engagement groups. Very high engagers had the greatest improvement in activation (5 points), although the average change was not above what is considered clinically meaningful for any group. Fewer accident and emergency visits were seen at follow-up in those with higher engagement, although this trend was not seen for other health care utilization measures. There was no change in health status at 3 months.

Conclusions: This observational study provides some insight into how patterns of engagement with OHCs are associated with changes in patient activation, health care utilization, and health status. Over 3 months, overall, the change in activation was not clinically significant, and there were some indications that OHCs may be of benefit to particular groups. However, the study limitations prevent firm conclusions about causal relationships.
Introduction

The internet is used by more than 90% of the population in the United Kingdom, according to a national survey in 2017. Of those who had used the internet in the last 3 months, 53% of people had looked for health-related information [1]. In addition to accessing websites from trusted organizations, such as the National Health Service, and patient organizations or charities, for example, Cancer Research UK, people are increasingly using peer-to-peer online health communities (OHCs). OHCs are forums where people with specific conditions can share information and experiences with other people with the same condition through peer support and discussion. A survey of US adults found that 1 in 4 people read or watched commentary of another person’s experiences of health or medical issues on the Web [2]. Learning about other people’s experiences online may have a number of impacts, ranging from finding information and feeling supported to affecting behavior [3].

One way that OHCs may be particularly useful is in helping with self-management of chronic diseases. Studies analyzing OHC content have found that conversations may support self-efficacy [4,5]. A cross-sectional survey of users of OHCs for 3 different conditions (breast cancer, fibromyalgia, and arthritis) found that 74% felt they now had the right knowledge to manage their illness after participation in an OHC [6]. One might therefore argue that accessing online information and peer support would lead to empowerment, improved coping, reduced uncertainty, and potentially even reduced health care utilization [7]. Studies have found OHC use to be associated with increased empowerment [6,8,9] with themes of feeling better informed and social support [6-8,10,11]. Conversely, there are arguments that information in OHCs may not be reliable or accurate, and peer support, rather than information from health care professionals, may amplify anxiety [12,13].

Patient activation is defined as a person’s knowledge, skills, and confidence in managing their health or chronic condition [14]. As a concept, patient activation differs slightly from empowerment; it builds on self-efficacy and aims to capture the development of a patient’s engagement with managing their own health, from believing they have an active role to having the confidence to self-manage their own health when under stress [15]. The measure has been shown to be reliable and valid [15] in a variety of countries and populations [16-21]. Higher activation has been associated with positive health behaviors such as attending screenings and eating 5 or more fruits and vegetables per day [22]. Studies have shown that those with lower activation scores are more likely to be hospitalized and more likely to visit an accident and emergency department [23]. At present, it remains uncertain as to whether interventions to improve disease knowledge can improve activation and in turn lead to improved behaviors and health outcomes. Studies investigating similar concepts such as empowerment and self-efficacy are frequently cross-sectional [5,6]. To date, only 1 study has examined the relationship between OHCs and activation specifically. In this study, experienced users of an OHC had higher activation scores than new users, and activation scores in both groups increased after 3 months’ OHC use, with higher scores in those who self-reported using the site more frequently [24]. This study did not investigate subsequent health care utilization.

Studying the relationship between engagement with OHCs and patient activation and health outcomes is complex because of (1) confounding by indication (where people accessing the platform are inherently different from those who do not, which in turn affects their probability of the outcomes of interest) [25], (2) natural changes in health care utilization at different stages of disease (eg, general practitioner [GP] visits may naturally be higher around the time of diagnosis than in subsequent periods), and (3) challenges in quantifying the exposure of OHC engagement [26]. However, because website visits leave digital traces, it is possible to measure how commonly people interact with a site, thereby allowing the relationship between different engagement patterns and outcomes to be studied.

This study aimed to (1) determine change in activation over 3 months in new users of an OHC, (2) describe patterns of engagement with an OHC, (3) examine whether patient characteristics at baseline were associated with subsequent patterns of engagement, and (4) determine if patterns of engagement during the 3 months were associated with changes in patient activation, health care utilization, and health status.

Methods

Setting

HealthUnlocked (HU) is a host to multiple OHCs with more than 4.5 million visitors each month. HU has more than 700 communities for a variety of health conditions as well as hosting communities to support aspects of well-being, for example, weight loss and healthy eating [27]. These OHCs are built in collaboration with patient organizations, who moderate the communities, to ensure safety of its users and verify credibility of content shared. Often, expert users with no formal association with a patient organization volunteer to moderate communities focused on health and well-being.

Once registered on the platform, a user can choose to follow communities relevant to their health interest and post questions, updates, or any information that they wish to share, or reply to previous posts from other users. In addition to text, users can post images on these OHCs. Users can also like other posts or follow other users to build a network around them. An exemplar post is included in Multimedia Appendix 1.
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Data
This study used data from a survey (Multimedia Appendix 2) designed and run by HU in conjunction with a research team at King’s Health Economics to understand health and economic outcomes in new users of HU. The anonymized survey data were sent to the University of Manchester after the survey ended, and this analysis was designed to meet our study aims.

Population
HU is freely available to the public, and people sign up with their email address and password. Those who signed up, followed at least one of the communities included in this study, and were active on the website between 48 and 72 hours after signing up were eligible for the study and were emailed the survey. People who completed the baseline survey were sent a follow-up survey 3 months later. Reminder emails for both surveys were sent 2 days after the original email. The survey started in September 2016 and continued until the sample size reached at least 300. This was based on the study having 90% power to identify a mean difference of 3 between baseline and follow-up in patient activation score.

Survey
The survey asked about demographics (eg, age, gender, occupation, education, and ethnicity); information about health: main diagnosis (collected as free text and verified against community group followed); disease duration in response to the question “How long since you were diagnosed with the condition?”; with the options less than a year ago, 1 to 3 years, 4 to 6 years, 7 to 9 years, and 10 years or more; and comorbidities in response to the question “Do you currently have other long-term concerns in addition to your diagnosis?” with the options No, Yes I have 1 more, Yes I have 2 more, and Yes I have more than 3. Patient activation was measured using the Patient Activation Measure (PAM). The measure contains 13 statements where respondents indicate whether they strongly agree (4 points), agree (3 points), disagree (2 points), or strongly disagree (1 point) with each of the statements [15]. Using a standardized table, these scores were converted to a score out of 100 where a higher score indicates a person showing greater activation. People with a score of 100 at baseline or follow-up were removed from the cohort during analysis as a score of 100 is considered implausible (Personal communication, C Delaney, 2018). PAM score was then converted to 4 levels of activation, as defined by the authors: level 1 (PAM score <47): overwhelmed and passive in managing their own health; level 2 (PAM score 47.1-55.1): lack of knowledge and confidence; level 3 (PAM score 55.2-72.4): taking action but still lacking confidence; and level 4 (PAM score 72.5-100): have adopted good health behaviors but may have problems when under stress [15].

Health status was measured using the EuroQol-5D (EQ-5D), which contained 5 questions about mobility, self-care, usual activities, pain, and depression or anxiety. Each question was scored between 1 and 5, and the score for each of these questions was weighted using a value set for the UK population and a single score created with the anchors 0 and 1 [28]. The health care utilization questionnaire asked, “In the last 3 months, roughly how many times have you visited the following healthcare services?”: GP, outpatient clinic, primary care nurse, accident & emergency (A&E) with the options never, 1 to 3 times, 4 to 6 times, and more than 6 times, and “In the last 3 months, roughly how many days have you spent admitted in a hospital?”: a free-text box allowed respondents to indicate the number of days. For the first question, categories 4 to 6 times and more than 6 times were combined because of small numbers. Number of days in hospital was categorized into none, 1 to 5 days, 6 to 10 days, and more than 10 days based on the spread of the data.

Analysis
Mean PAM scores at baseline and follow-up were compared using a t test. The proportion of people at each PAM level at baseline and follow-up were compared. Users were then grouped into clusters based on their daily HU engagement data. First, for each day, a person was flagged as having engaged with HU on that day if any of the HU engagement measure counts were not zero. As this was time series data, a first-order Markov Mixture model with an expected maximization algorithm was used to identify clusters [29]. First, the model identified the states of engagement each day, with 3 latent states assumed: high engagement, low engagement, or disengaged. Everybody started at high engagement, and disengagement was assumed to be an absorbing state after which there would be no further engagement. People were then clustered based on transitional probabilities of changing engagement state. The optimum number of cluster groups was identified using the elbow method [30]. Baseline characteristics were compared among cluster groups, and the mean number of days of engagement for each cluster group was reported.

Patient activation score, EQ-5D score, and health care utilization at baseline and follow-up were compared between cluster groups. Health care utilization measures were reduced to binary measures of whether participants had any visits in the last 3 months because of low numbers of people with a high number of visits. Box and whisker plots were used to show the distribution of PAM at baseline and follow-up. Kruskal-Wallis tests checked if there was a statistically significant difference in PAM scores between cluster groups. The proportion with a change of PAM score by more than 5 points (a suggested clinically meaningful difference [14]) was reported by engagement cluster. PAM score was then categorized into levels and compared at baseline and follow-up, with the proportions where PAM had increased, remained stable, and reduced reported by cluster group. EQ-5D scores were compared at
baseline and follow-up, and a t test was used to see if there was a statistically significant difference. The percentage of people with each type of health care visit at baseline and follow-up for each cluster group was compared using chi-square tests.

Ethical Approval
As this survey was service evaluation conducted by HU and King’s Health Economics, NHS ethical approval was not required. Ethical approval for the analysis was confirmed as not required by the University of Manchester’s ethics committee, as the data were already collected and were anonymized.

Results

Survey Response
The survey was sent to 9469 people; 990 people completed the baseline survey, of whom 329 completed the follow-up survey and had HU usage data available. Of those who completed the follow-up survey, 78.5% (258/329) were aged 50 years or older, 76.6% (252/329) were female, and 93.0% (305/328) were white. 87 (26.4%) were from musculoskeletal community groups (fibromyalgia, lupus, rheumatoid arthritis, polymyalgia rheumatica and giant cell arteritis, pain), and 67 (20.4%) were from endocrine (diabetes and thyroid) community groups (Table 1).

Patient Activation
There were 15 people with a PAM score of 100 at baseline, follow-up, or both; therefore, change in PAM score is reported for only 314 people. For those who completed both surveys, the mean PAM scores at baseline and follow-up were 60.2 and 62.8, respectively, a statistically significant difference of 2.6 points (standard deviation: 8.4 points, \( P < .001 \)). When stratified by baseline PAM level (1 and 2 vs 3 and 4), those at levels 1 and 2 had a statistically significant 5.5-point increase (95% CI 4.1-6.8; \( P < .001 \)). Those at levels 3 and 4 had a nonsignificant 1.1-point increase (95% CI 2.3 to –0.05). When categorized into PAM levels, nearly half (49.4%, 155/314) were at level 3 (taking action but still lacking confidence), and overall, PAM level increased at follow-up (Multimedia Appendix 3).

Engagement With HealthUnlocked
HU activity data were available across the 3-month period for all 329 participants who completed both surveys, random samples of 336 people who did not complete either survey, and 337 people who completed baseline only (total 1002).

Those who completed both surveys engaged with HU more frequently (median: 47 days) than those who only completed baseline (median: 24 days) or did not complete either survey (median: 9 days), although there was a wide spread in the number of people engaged with HU in each response group (Multimedia Appendix 4). In terms of people’s activities at visits to HU, 50.90% (510/1002) of participants posted at least once with a median 1 post per person (interquartile range [IQR]: 0-2) and a maximum of 84 posts over 3 months. A total of 15,431 comments were made by 63.07% (632/1002) of participants, with a median of 2 comments (IQR: 0-11) and a maximum of 1549 comments over 3 months. Those who did not complete either survey had fewer written posts, comments, and posts liked per visit to HU than those who completed both surveys, whereas those who completed the baseline survey only had similar numbers of written posts, comments, and likes per visit compared with those who completed both surveys.

The hidden Markov model identified 4 clusters: (1) low engagers: (142/1002, 14.17%) who were active on HU for a mean of 4.4 (SD 2.1) days before not visiting the platform further; (2) medium engagers: (216/1002, 21.55%) who were active on HU for a mean of 11.9 (SD 6.3) days; (3) high engagers: (338/1002, 33.72%) who were active for a mean of 29.1 (SD 13.0) days; and (4) very high engagers: (306/1002, 30.54%) who were active for a mean of 59.2 (SD 22.2) days (Figure 1).

The majority of those completing the follow-up survey were high or very high engagers (114/329, 34.7%; and 163/329, 49.5%, respectively). The mean number of active days was slightly higher in those who completed the survey (Table 2).

All further results refer to those who completed both surveys.
Table 1. Baseline characteristics of respondents (N=329).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>26 (7.9)</td>
</tr>
<tr>
<td>40-49</td>
<td>45 (13.7)</td>
</tr>
<tr>
<td>50-59</td>
<td>94 (28.6)</td>
</tr>
<tr>
<td>60-69</td>
<td>118 (35.9)</td>
</tr>
<tr>
<td>&gt;70</td>
<td>46 (14.0)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>77 (23.4)</td>
</tr>
<tr>
<td>Female</td>
<td>252 (76.6)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>305 (93.0)</td>
</tr>
<tr>
<td>Asian</td>
<td>6 (1.8)</td>
</tr>
<tr>
<td>Black/African/Caribbean</td>
<td>7 (2.1)</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Multiple ethnicities</td>
<td>9 (2.7)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>97 (29.6)</td>
</tr>
<tr>
<td>On sick leave, unable to work</td>
<td>37 (11.3)</td>
</tr>
<tr>
<td>Retired</td>
<td>160 (48.8)</td>
</tr>
<tr>
<td>Student</td>
<td>3 (0.9)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>31 (9.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>5 (1.5)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>156 (47.6)</td>
</tr>
<tr>
<td>University degree</td>
<td>116 (35.4)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>51 (15.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td><strong>Comorbidities</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>137 (42.0)</td>
</tr>
<tr>
<td>1</td>
<td>103 (31.6)</td>
</tr>
<tr>
<td>≥2</td>
<td>86 (26.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>3 (0.9)</td>
</tr>
<tr>
<td><strong>Community</strong></td>
<td></td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>41 (12.5)</td>
</tr>
<tr>
<td>Respiratory</td>
<td>12 (3.6)</td>
</tr>
<tr>
<td>Cancers</td>
<td>34 (10.3)</td>
</tr>
<tr>
<td>Mental health</td>
<td>7 (2.1)</td>
</tr>
<tr>
<td>Digestive system</td>
<td>44 (13.4)</td>
</tr>
<tr>
<td>Endocrine</td>
<td>67 (20.4)</td>
</tr>
<tr>
<td>Genitourinary</td>
<td>16 (4.9)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Values, n (%)</td>
</tr>
<tr>
<td>--------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Musculoskeletal</td>
<td>87 (26.4)</td>
</tr>
<tr>
<td>Nervous system</td>
<td>4 (1.2)</td>
</tr>
<tr>
<td>Blood disorders</td>
<td>16 (4.9)</td>
</tr>
<tr>
<td>Reproductive</td>
<td>1 (0.3)</td>
</tr>
</tbody>
</table>

**Time since diagnosis (years)**

<table>
<thead>
<tr>
<th>Time</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1</td>
<td>113 (35.1)</td>
</tr>
<tr>
<td>1-6</td>
<td>105 (32.6)</td>
</tr>
<tr>
<td>&gt;7</td>
<td>104 (32.3)</td>
</tr>
<tr>
<td>Missing</td>
<td>7 (2.1)</td>
</tr>
</tbody>
</table>

**Figure 1.** The number of days of engagement with HU and states of engagement by engagement cluster for a sample of all users (N=50). Each line represents a respondent, each dot represents a day the respondent engaged with the HU platform, the colors represent the engagement clusters, where blue indicates low engagers, red medium engagers, green high engagers, and purple very high engagers. The shading of the color represents the state of engagement where dark color indicates high engagement, and light color indicates low engagement. HU: HealthUnlocked.
Table 2. Number of days of engagement with HealthUnlocked by cluster.

<table>
<thead>
<tr>
<th>Engagement cluster</th>
<th>Both surveys completed (N=329)</th>
<th>Baseline survey completed (N=337)</th>
<th>No surveys completed (N=336)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Active days, mean (SD)</td>
<td>n (%)</td>
</tr>
<tr>
<td>Low</td>
<td>18 (5.4)</td>
<td>6 (2.4)</td>
<td>31 (9.1)</td>
</tr>
<tr>
<td>Medium</td>
<td>34 (10.3)</td>
<td>14.3 (6.5)</td>
<td>69 (20.4)</td>
</tr>
<tr>
<td>High</td>
<td>114 (34.6)</td>
<td>34.4 (12.9)</td>
<td>144 (42.7)</td>
</tr>
<tr>
<td>Very high</td>
<td>163 (49.5)</td>
<td>66.4 (15.8)</td>
<td>93 (27.5)</td>
</tr>
</tbody>
</table>

Characteristics

The characteristics of each cluster of survey responders are shown in Table 3. High and very high engagers had a higher proportion of females (95/114, 83.3% and 124/163, 76.1%, respectively) compared with medium and low engagers (22/35, 64% and 11/18, 61%, respectively). Higher engagers had less comorbidity: 22.2% (n=36/162) of very high engagers had 2 or more comorbidities compared with 55.6% (n=10/18) of low engagers, and a shorter time since diagnosis: 39.0% (n=62/159) of very high engagers were diagnosed less than a year ago compared with 19% (n=3/16) of low engagers.

Patient Activation by Engagement Cluster

Figure 2 shows the distribution of PAM scores for each engagement cluster at baseline and follow-up. Median baseline PAM scores differed little across the 4 engagement groups with a difference of only 6 points from highest to lowest. PAM scores increased at follow-up in all engagement groups. Medium engagers had the lowest change of 0.5 points, and very high engagers had the highest change of 5.1 points.

When scores were categorized into PAM levels, 81% (13/16) of low engagers were at level 3 or 4 at baseline, increasing 94% (15/16) at follow-up. All other engagement clusters had around half at level 3 at baseline. Medium engagers had the highest proportion at level 2, and very high engagers had the highest proportion at level 4. At follow-up, the proportion at level 3 increased for all engagement clusters, and the only engagement cluster with an increased proportion at level 4 was the high engagement cluster (13.6% [15/110] at baseline vs 17.3% [19/110] at follow-up). Moreover, 22.2% (36/163) and 20.5% (33/163) of very high engagers were at level 4 at both baseline and follow-up, respectively (Table 4).

A PAM score increase of at least 5 points was seen in 35.0% (110/314) of respondents, with the highest proportion in the very high engagers (63/156, 40.4%) and lowest proportion in medium engagers (6/32, 18%). A PAM score decrease of at least 5 points was seen in 15.0% (47/314), with proportions similar across engagement clusters.

Health Status

Respondents had a mean EQ-5D score of 0.69 at baseline and 0.70 at follow-up, where 1 indicates perfect health, and less than zero indicates a state worse than death. There was little difference in average health status between baseline and follow-up within the 4 engagement clusters, with a maximum mean change within groups of 0.02 units.

Health Care Utilization

At baseline, 88.4% (283/320) of people visited their GP at least once and 37.5% (102/272) visited a primary care nurse at least once in the previous 3 months. 64.2% (190/296) people visited outpatients in the previous 3 months. 21.7% (62/286) visited A&E and 21.6% (71/328) were hospitalized in the previous 3 months. At follow-up, the proportion of people visiting a GP was slightly lower at 83.8% (268/320), and the proportion visiting a primary care nurse was similar to baseline. The proportion of people visiting outpatients or A&E or being hospitalized reduced, the biggest reduction being in A&E visits where only 12.6% (36/285) visited A&E at follow-up (Table 5). When stratified by engagement cluster, all engagement clusters had fewer people visiting a GP, outpatients, and being hospitalized at least once at follow-up, except medium engagers where the proportion of people visiting A&E remained the same. The proportion of people visiting a primary care nurse varied across engagement clusters with no clear pattern. The only statistically significant difference between engagement clusters was for A&E visits at follow-up, where there was a trend toward those with greater engagement with HU having a smaller proportion of people visiting A&E at follow-up. Low engagers had a 12% more people visiting A&E, and very high engagers had a 12.6% fewer people visiting A&E at follow-up (Table 5).
Table 3. Baseline characteristics of baseline and follow-up survey respondents by engagement cluster (N=329).

<table>
<thead>
<tr>
<th>Baseline characteristic</th>
<th>Engagement cluster, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low (n=18)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>1 (5)</td>
</tr>
<tr>
<td>40-49</td>
<td>3 (16)</td>
</tr>
<tr>
<td>50-59</td>
<td>6 (33)</td>
</tr>
<tr>
<td>60-69</td>
<td>6 (33)</td>
</tr>
<tr>
<td>&gt;70</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (38)</td>
</tr>
<tr>
<td>Female</td>
<td>11 (61)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>17 (94)</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Black/African/Caribbean</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Latino</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Multiple ethnicities</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>3 (16)</td>
</tr>
<tr>
<td>On sick leave, unable to work</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Retired</td>
<td>9 (50)</td>
</tr>
<tr>
<td>Student</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>3 (16)</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>10 (55)</td>
</tr>
<tr>
<td>University degree</td>
<td>5 (27)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
</tr>
<tr>
<td>Comorbidities</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>4 (22)</td>
</tr>
<tr>
<td>1</td>
<td>4 (22)</td>
</tr>
<tr>
<td>≥2</td>
<td>10 (55)</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
</tr>
<tr>
<td>Community</td>
<td></td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Respiratory</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Cancers</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Mental health</td>
<td>5 (27)</td>
</tr>
<tr>
<td>Digestive system</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Endocrine</td>
<td>4 (22)</td>
</tr>
</tbody>
</table>
Table 4. Baseline and follow-up Patient Activation Measure level by engagement cluster.

<table>
<thead>
<tr>
<th>PAM level</th>
<th>Baseline, n (%)</th>
<th>Medium, n (%)</th>
<th>High, n (%)</th>
<th>Very high, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline PAM level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1 (6.3)</td>
<td>2 (6.3)</td>
<td>11 (10.0)</td>
<td>8 (5.1)</td>
</tr>
<tr>
<td>2</td>
<td>2 (12.5)</td>
<td>12 (37.5)</td>
<td>28 (25.5)</td>
<td>42 (26.9)</td>
</tr>
<tr>
<td>3</td>
<td>10 (62.5)</td>
<td>16 (50.0)</td>
<td>56 (50.9)</td>
<td>73 (46.8)</td>
</tr>
<tr>
<td>4</td>
<td>3 (18.7)</td>
<td>2 (6.3)</td>
<td>15 (13.6)</td>
<td>33 (21.2)</td>
</tr>
<tr>
<td>Follow-up PAM level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1 (6.3)</td>
<td>3 (9.4)</td>
<td>6 (5.5)</td>
<td>3 (1.9)</td>
</tr>
<tr>
<td>2</td>
<td>0 (0.0)</td>
<td>7 (21.9)</td>
<td>22 (20.0)</td>
<td>31 (19.9)</td>
</tr>
<tr>
<td>3</td>
<td>11 (68.8)</td>
<td>20 (62.5)</td>
<td>63 (57.3)</td>
<td>90 (57.7)</td>
</tr>
<tr>
<td>4</td>
<td>4 (25.0)</td>
<td>2 (6.3)</td>
<td>19 (17.3)</td>
<td>32 (20.5)</td>
</tr>
</tbody>
</table>

*aPAM: Patient Activation Measure.
Table 5. Health care utilization at baseline and follow-up by engagement cluster.

<table>
<thead>
<tr>
<th>Healthcare utilization type</th>
<th>Total, n (%)</th>
<th>Low, n (%)</th>
<th>Medium, n (%)</th>
<th>High, n (%)</th>
<th>Very high, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>At least one GP\textsuperscript{a} visit in the last 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>283 (88.4)</td>
<td>15 (88.2)</td>
<td>28 (84.8)</td>
<td>103 (92.8)</td>
<td>137 (86.2)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>268 (83.8)</td>
<td>14 (82.4)</td>
<td>28 (84.8)</td>
<td>97 (87.4)</td>
<td>129 (81.1)</td>
</tr>
<tr>
<td><strong>At least one nurse visit in the last 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>102 (37.5)</td>
<td>7 (40.7)</td>
<td>6 (21.4)</td>
<td>34 (36.6)</td>
<td>55 (40.7)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>101 (37.1)</td>
<td>5 (44.4)</td>
<td>9 (32.1)</td>
<td>27 (29)</td>
<td>60 (44.4)</td>
</tr>
<tr>
<td><strong>At least one Outpatient visit in the last 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>190 (64.2)</td>
<td>11 (64.7)</td>
<td>16 (51.6)</td>
<td>65 (63.1)</td>
<td>98 (67.6)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>170 (57.4)</td>
<td>9 (52.9)</td>
<td>14 (45.2)</td>
<td>62 (60.2)</td>
<td>85 (58.6)</td>
</tr>
<tr>
<td><strong>At least one A&amp;E\textsuperscript{b} visit in the last 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>62 (21.7)</td>
<td>2 (11.8)</td>
<td>5 (17.2)</td>
<td>27 (27.8)</td>
<td>28 (19.6)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>36 (12.6)</td>
<td>4 (23.5)</td>
<td>4 (13.8)</td>
<td>18 (18.6)</td>
<td>10 (7)</td>
</tr>
<tr>
<td><strong>At least one hospitalization in the last 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>71 (21.6)</td>
<td>4 (22.2)</td>
<td>7 (21.2)</td>
<td>28 (24.6)</td>
<td>32 (19.6)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>51 (15.5)</td>
<td>1 (5.6)</td>
<td>4 (12.1)</td>
<td>22 (19.3)</td>
<td>24 (14.7)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}GP: general practitioner.
\textsuperscript{b}A&E: accident & emergency.

**Discussion**

**Principal Findings**

This study found that a group of HU users, who had completed a baseline and follow-up survey, had, on average, a moderate activation score at level 3 taking action but lacking in confidence. The improvement in activation over 3 months was, on average, only a modest 2.6 points overall. Overall, 1 in 3 respondents had a lower baseline PAM at levels 1 or 2: this group had the highest change in PAM, with an average increase of 5.8 points, a change thought to be clinically meaningful [14]. There were 4 different levels of engagement with the HU platform (low, medium, high, and very high engagers). Very high engagers used the platform on average 60 days over 3 months, were more frequently female, had no comorbidities, and a diagnosis within the previous year. Their activation increased the most over 3 months. Perhaps, indicating that those most recently diagnosed and with few comorbidities gain the most benefit from high engagement with HU. In terms of health care utilization, overall health care utilization reduced over follow-up. Those who engaged most with HU had fewer visits to A&E at follow-up, although this trend was not seen in other health utilization measures. If these findings represent a causal relationship (see below), it would have important implications for how OHCs can improve outcomes in patients with long-term conditions. Information provision from health care professionals and emerging initiatives such as social prescribing [31] could include directing patients to OHCs. Robust evidence on the effectiveness of OHCs as well as their cost-effectiveness would allow clearer positioning within the armamentarium of treatments for people living with health conditions.

**Representativeness**

The study reports on a population of people who completed a baseline survey and a follow-up survey 3 months later. We were able to compare this group with people who completed only the baseline survey and a random sample of other HU users. We noted that survey responders had higher levels of online engagement than those who did not complete the survey. This is perhaps unsurprising as those more motivated to engage with the platform may be more likely to complete the surveys. Nonetheless, this does not detract from comparisons among engagement groups in our study. Thinking further about representativeness, the population for this study was predominately female, older than 50 years, and White. A study of health-related social media users in the United States found similar proportions of health forum users were female [32]; therefore, this population may be a true representation of OHC users in terms of gender. It was expected that users of OHCs would be a younger population, as seen in other studies [6,24,32]; therefore, our older cohort may reflect some selection bias related to willingness to complete surveys. It has been shown that there are still digital disparities in terms of ethnicity, which may reflect why our sample is predominantly White [33]. It has been shown that African Americans had lower PAM levels; these were shown to be mediated through education and health literacy [34,35]. Unfortunately, the numbers are too small to investigate whether PAM was lower in those of non-Caucasian ethnicity in this study.

**Previous Studies**

Activation, as measured by the PAM, was similar to a UK sample whose mean PAM score was 59.4. Interestingly, when categorized into levels, only 17% were at level 4 at baseline in...
this study compared with 21% of a random sample of the UK population, many with chronic conditions [36]. One might have expected patients accessing an OHC to have had higher levels of activation. In a study that examined activation in a Hebrew online social network, the authors found that people who were experienced users of the online social network, classified as those who had used the site for 6 months or more, had significantly higher PAM scores than new users, with a mean PAM 69.3 points for experienced users compared with 62.8 points for new users [24]. Both new and experienced users had higher PAM scores than scores in this study where responders had a mean score of 60.2 and 62.8 points at baseline and follow-up, respectively, although in this study experienced users had only used the OHC for 3 months.

**Strengths and Limitations**

This was a prospective study of changes to patient activation, health care utilization, and health status with the ability to associate changes with different patterns of engagement with an OHC, with a reasonably large sample size. Meaningful changes in activation were seen in some groups; however, we need to be careful in our interpretation of these findings and must consider some important limitations. First, there was no control group; therefore, we do not know how activation changes in people who did not use an OHC. This makes it difficult to make causal inferences: the small increases in PAM observed in all groups may well be an expected change from the point at which someone signs up to an OHC. It is indeed reasonable to hypothesize that people will sign up at times of greater clinical need. Over the course of the subsequent 3 months, their activation and health care utilization might change for the better regardless of OHC use. Although the clustering allowed identification of those who used HU very little and enabled comparisons across levels of engagement with an OHC, with a reasonably large sample size. Meaningful changes in activation were seen in some groups; however, we need to be careful in our interpretation of these findings and must consider some important limitations. First, there was no control group; therefore, we do not know how activation changes in people who did not use an OHC. This makes it difficult to make causal inferences: the small increases in PAM observed in all groups may well be an expected change from the point at which someone signs up to an OHC. It is indeed reasonable to hypothesize that people will sign up at times of greater clinical need. Over the course of the subsequent 3 months, their activation and health care utilization might change for the better regardless of OHC use. Although the clustering allowed identification of those who used HU very little and enabled comparisons across levels of engagement, the numbers were very small, with only 18 and 34 participants in the low and medium engagement groups who completed both baseline and follow-up surveys, making the comparisons across engagement groups less robust. Second, as already mentioned, this was a self-selecting population with only 329 people completing both baseline and follow-up surveys of over 9000 people contacted. This means the sample may not be representative of users of the OHC as a whole, with a skew toward those who engage more with the site. Third, there have been very few longitudinal studies where PAM has been repeatedly measured, which makes it difficult to interpret change in PAM over time. It has been suggested that a change of 5 points is a meaningful difference [14], and we found that 1 in 3 had an increase in PAM score of 5 points or more, although 1 in 10 had a decrease in PAM of 5 or more points. The appropriateness of this threshold for clinical importance is somewhat questionable having been derived from cross-sectional data, where 5 points was identified as the common difference in mean PAM score in people with healthy versus unhealthy behaviors [14]. Fourth, the study’s follow-up was 3 months, which is not very long in terms of disease course and may not be long enough to identify a clear change in activation, health status, or health care utilization. We found a mean increase in PAM of 2.6 points, which is a small change—a longer follow-up may have allowed us to identify a larger change were one to transpire. We were unable to show, despite the small increase in activation, any significant change in health status. This may be because of the length of follow-up. Any interpretation of health status is again hampered by the lack of a control group. In the absence of any engagement with an OHC, it could be argued that health status would either improve (in response to a recent diagnosis and treatment) or worsen (because of progression of disease). We therefore do not know how the OHC engagement has influenced health status. Given these limitations, further investigation is warranted to see how activation changes seen compare with a control population and if certain groups of patients may benefit from OHC use, such as newly diagnosed patients. Understanding what functions within OHCs would deliver better outcomes would also be worthy of future investigation.

**Conclusions**

The main findings of this study are that HU users have varied levels of activation when they start using the platform. Patient activation seems to increase over time, although the extent of change did not seem to differ markedly between different levels of platform engagement. Activation increased the most in those with very high engagement with the HU platform and in those with low activation at baseline; however, it is unknown whether these improvements would have been seen irrespective of the use of the platform. Understanding the impact of participation in an OHC on health outcomes will require studies designed specifically to examine this putative causal association.
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Abstract

Background: Facebook has shown promise as an economical means of recruiting participants for health research. However, few studies have evaluated this recruitment method in Canada, fewer still targeting older adults, and, to our knowledge, none specifically in Newfoundland and Labrador (NL).

Objective: This study aimed to assess Facebook advertising as an economical means of recruiting a representative sample of adults aged 35 to 74 years in NL for a cross-sectional health survey.

Methods: Facebook advertising was used to recruit for a Web-based survey on cancer awareness and prevention during April and May 2018; during recruitment, additional advertisements were targeted to increase representation of demographics that we identified as being underrepresented in our sample. Sociodemographic and health characteristics of the study sample were compared with distributions of the underlying population to determine representativeness. Cramer V indicates the magnitude of the difference between the sample and population distributions, interpreted as small (Cramer V=0.10), medium (0.30), and large (0.50). Sample characteristics were considered representative if there was no statistically significant difference in distributions (chi-square $P>.01$) or if the difference was small (V$\leq0.10$), and practically representative if $0.10<V\leq0.20$. The cost per recruit of Facebook advertising was compared with a quote for a random digit dialing (RDD)–recruited postal survey to determine if this method was economical.

Results: Facebook advertising is feasible and economical to conduct survey research, reaching 34,012 people, of which 2067 clicked on the ad, for a final sample size of 1048 people at Can $2.18 per recruit versus the quoted Can $23,316.05 for 400 recruits (Can $35.52 per recruit) via RDD. The sample was representative of rural and urban geography ($P=0.02$; $V=0.073$), practically representative of age ($P=0.003$; $V=0.145$) and income ($P<0.001$; $V=0.188$), and over-representative of women ($P<0.001$; $V=0.507$) and higher levels of education ($P<0.001$; $V=0.488$). The sample was representative of the proportion of people with a regular health care provider ($P=0.94$; $V=0.025$), diabetes prevalence ($P=.002$; $V=0.096$), and having had a colonoscopy or sigmoidoscopy ($P=0.27$; $V=0.034$), and it was practically representative of smoking status ($P<0.001$; $V=0.14$), and body mass index ($P<0.001$; $V=0.135$). The sample was not representative of arthritis prevalence ($P<0.001$; $V=0.573$), perceived health ($P<0.001$; $V=0.384$), or time since last seasonal flu shot ($P<0.001$; $V=0.449$).
Conclusions: Facebook advertising offers an easy, rapid, and economical means to recruit a partially representative (representative or practically representative of 8 of the 13 characteristics studied) sample of middle-aged and older adults for health survey research. As Facebook uses a nonrandom targeting algorithm, caution is warranted in its applications for certain types of research.

Methods
Study Design
To participate in this survey, participants must have (1) been aged 35 to 74 years, (2) been living in NL, for 2 or more years, and (3) provided consent to participate in the survey.

To ensure transparency in the study design and recruitment process, we followed the reporting guidelines for the checklist for reporting results of internet surveys, reporting these details throughout our methods [11]. A Facebook page was created for the study as a medium for posting advertisements, responding to inquiries, and for knowledge translation once the research was completed. No incentives were offered for participation. The central theme of our survey was cancer awareness and prevention, focusing largely on health behaviors. Google Forms was used to host the open survey and allow for automatic capture of responses into a spreadsheet. We did not use item randomization or adaptive questioning. There were 134 items and 13 screens, 9 for the survey, 1 for the introduction and consent, 1 for eligibility, and 1 to thank participants and offer the opportunity to contact us or provide feedback. No completeness check was used, but participants could return to previous pages and change responses.

Recruitment
The Facebook platform captures sociodemographic information that is self-reported by users (Facebook requires self-reporting for age and gender but not for education) and geographic location is captured based on data provided by the user, data from their device, and their Facebook activity [12]. Initially, we had just 1 generic advertisement (see Figure 1) targeted to all individuals aged 35 to 65 years and older (the maximum age that can be specified for Facebook ad targeting is 65 years and older) living in NL. While recruitment was underway, we regularly evaluated the distribution of respondent demographics to assess if any were under-represented in our sample. We noticed that (1) men, (2) individuals from rural NL, (3) individuals aged 35 to 44 years, and (4) individuals with lower levels of education were under-represented in our sample. We created 4 different advertisements to target these specific groups as a means of purposive sampling to obtain a more representative sample. Details on these advertisements and the specific targeting criteria can be found in Multimedia Appendix 1.

We then created multiple versions of the same survey, each with its own unique link, to track the respondents recruited by each advertisement.
Daily advertisement spending was increased or decreased for each ad to increase or decrease the number and frequency of advertisements shown and, consequently, the rate at which individuals from specific demographics were being recruited. Advertisements ran for a total of 40 days, during April and May 2018, until the cutoff date for recruitment. Owing to the length and format of the survey, advertisements were targeted to desktop users but not mobile device users, as we believed the survey would be easiest to complete on a full-screen device.

For geographic targeting, we created an ad (rural ad) that targeted people aged 35 to 65 years and older in rural postal codes in NL. For the purpose of this study, we used Canada Post’s classification system to determine whether an area was rural or urban, with rural areas being indicated by having a 0 for the second character in the postal code [13]. Facebook allows advertisements to be targeted geographically by forward sortation area (the first 3 characters of the postal code), and so we targeted the rural ad to all forward sortation areas in NL that contained a 0.

To target by age, we created an ad (age ad) that was shown to individuals aged 35 to 44 years. To target by gender, we created an ad (gender ad) that was only shown to men.

To target by education (education ad), we applied exclusion criteria rather than inclusion criteria for ad targeting. We excluded individuals with higher levels of education so that the ad was only shown to people who had graduated high school, had completed some high school, or had not specified their level of education. We targeted by exclusion because educational attainment is optionally self-reported and so we believed it was less likely to be reported accurately by Facebook users. Applying inclusion criteria would have been more specific but it would have excluded an estimated 36,000 Facebook users in our study population who did not specify their level of education, leaving a target audience of only 18,000 Facebook users who had specified they were high school grads or had some high school (estimate obtained using Facebook ad manager).

**Exclusion Criteria**

Respondents (those who submitted the survey) were excluded from the sample if they did not meet all of the inclusion criteria or if they had more than 10 missing variables on the remainder of the survey (not including questions on screening history or any text-based responses, as these might not have been relevant for all respondents). The age and postal code of each respondent was checked to confirm that they met the inclusion criteria for the study. If they did not, or this information was not provided, the respondents were excluded.

**Statistical Analysis**

Data analyses comprised the following 3 major aspects: (1) data cleaning and checking, (2) descriptive analysis of Facebook ad metrics and costs to determine cost per recruit, and (3) descriptive analyses to provide an overview of our sample and univariate analysis to examine whether the distributions of the sample’s sociodemographic and selected health characteristics...
were consistent with the target population. Census data were obtained from Statistics Canada for the 2016 census of the NL population for people aged 35 to 74 years [14]. The NL Centre for Health Information (NLCHI) provided data from the 2016 cycle of the Canadian Community Health Survey (CCHS) on NL residents aged 35 to 74 years. All statistical analyses were conducted using Microsoft Excel Version 16.17.

**Campaign and Recruitment Measures**

We investigated and reported advertisement campaign parameters, including the number of impressions, paid reach (unique individuals who saw the advertisement), unique link clicks, link clicks, ad spend, cost of administering the advertisements, cost per click, ad spend per recruit (only cost of advertisement included, which was used to compare results from different targeted advertisements), and cost per recruit (including ad spend and administrative costs). All costs are reported in Canadian dollars.

With respect to response rates, the number of unique site visitors could not be determined with Google Forms and so we used the numbers of unique link clicks provided by Facebook’s ad manager. Because the advertisement link directed people to the first page of the survey, the number of unique link clicks on the ad over the number of unique individuals who saw the ad (Facebook’s paid reach metric) will be considered the landing page view rate. Completion rate was defined as the number of recruits in our final sample over the unique link clicks. Google Forms does not track number of surveys started—only the number of surveys submitted—and there is no way to prevent, or identify when there are, multiple entries from the same individual, unless they were precise duplicates.

**Feasibility**

Feasibility was assessed both subjectively (the ease of conducting research and time commitment) and objectively (costs per recruit). Recruitment costs included both advertising costs and administrative costs during the entire recruitment period. We then compared this cost per recruit with an estimate provided by a local university-based research support unit for what they would have charged to conduct a postal survey using RDD sampling and telephone recruitment.

**Representativeness**

Representativeness of the Facebook sample was assessed by comparing sociodemographic characteristics of participants with the underlying population, obtained from the 2016 Census of the NL population between the ages of 35 and 74 years. These characteristics were as follows: age, gender, rural and urban geography, education, and household income. To further assess the representativeness of our sample, selected health characteristics were compared with the underlying population, using data from the 2016 CCHS of the NL population aged between 35 and 74 years. These characteristics were as follows: prevalence of arthritis, prevalence of diabetes, perceived health, having a regular health care provider, time since last seasonal flu shot, smoking status, body mass index (BMI), and whether they have ever had a colonoscopy or sigmoidoscopy.

Goodness-of-fit chi-square tests were conducted for each indicator to compare frequency counts from our sample with the expected relative frequency of the population to determine if the distribution of the Facebook sample was statistically consistent with the population. For the purpose of this analysis, $P < .01$ was considered to indicate rejection of the null hypothesis at significance level .01 ($H_0$: distribution consistent with population; $H_1$: distribution not consistent with the population). Likewise, $P > .01$ indicates failure to reject the null hypothesis at significance level .01, meaning that we can assume the sample distribution is consistent with the census distribution (ie, representative).

We then conducted post hoc tests for characteristics that had more than 2 categories using the methods described by Beasley and Schumacker [15] to find adjusted residuals ($Z$) and identify which categories were and were not consistent with the population. If the adjusted residual was $-2.58 \leq Z \leq 2.58$, the observed frequency for that category was considered similar to that expected under the null hypothesis at significance level .01 (ie, that the category was representative).

To determine the magnitude of difference between the sample distribution and the population, Cramer V posttest for effect size was calculated and interpreted as per Cohen [16], where values of 0.10, 0.30, and 0.50 corresponded to small, medium, and large effect sizes. We considered a characteristic to be representative of the population if (1) the chi-square test showed no statistically significant difference or, in case that there was a statistically significant difference, if (2) the Cramer V ($df^* = 1$) is less than 0.10. If Cramer V ($df^* = 1$), is between 0.10 and 0.20, we considered this small to medium effect size as practically representative of the population.

**Targeting**

The effectiveness of targeted advertisements at increasing representation of targeted demographics was assessed by comparing the distribution of the sample including the respondents from the targeted ad (observed) with the distribution of the sample excluding the respondents of the targeted ad (expected), using a chi-square statistical test at significance level of .01. If the targeted advertisement made a statistically significant change in the distribution that was closer to the target distribution of the underlying population, we considered the targeted advertising to be effective. We then compared advertisements based on dollars spent per recruit on advertising (ad spend per recruit).

**Ethical Considerations**

Ethical approval was obtained from the NL Health Research Ethics Authority. Consent was obtained before individuals could begin the survey and if it was not provided, participants were redirected away from the survey. The survey itself was anonymous and all efforts were made to maintain confidentiality of individuals who participated. Facebook was used only to advertise and direct interested individuals to the survey link, which was hosted with Google Forms. Data were securely kept on password-protected computers and cloud storage accounts.
Results

Statistical Analysis

Campaign and Recruitment Measures

There are numerous metrics for measuring Facebook ad performance. The primary metrics and results are in Table 1. The cost of Facebook advertising was Can $1750 and the cost of a graduate student to administer this survey over the 40 days was approximately Can $539 (24.5 hours work). Figure 2 details the recruitment and selection process. The final sample had 1048 recruits, at an average cost per recruit of Can $2.18 (Can $1.67 ad spend per recruit). Administrative duties included creating the advertisements, responding to comments and questions, answering emails, and reviewing results and optimizing advertisements and targeting.

It was costlier to recruit men than women, with an average Can $3.63 ad spend per man recruited versus Can $1.69 ad spend per woman recruited. Considering all advertisements, women were more likely to be shown the ad than men (reach=21,416 for women vs 11,188 for men), were more likely to click on the link—the landing page view rate was 7.10% (1522/21,416) for women versus 4.16% (465/11,188) for men, and cost less per link click (Can $0.64 ad spend for women vs Can $1.16 ad spend for men). Women (799/21,416, 3.77%) who saw that ad were more likely than men (242/11,188, 2.16%) to complete it (number of recruits over paid reach). However, the actual completion rate—the number of recruits per unique clicks on the ad link—was similar for women and men (799/1522, 52.50% and 242/465, 52.0%, respectively).

To provide a brief understanding of the sampling frame and size of the NL population based on the 2016 census, there were 295,300 people aged between 35 and 74 years in NL [14]. The estimated reach provided to us by Facebook’s ad management tool was 110,000 active users aged 35 to 65 years. As Facebook’s ad manager tool does not provide the option to set the age range to between 35 and 74 years, we cannot provide an accurate estimate of the percentage of the population that is represented in our sampling frame.

Table 1. Facebook advertising campaign and recruitment metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Women</th>
<th>Men</th>
<th>Unknown</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delivery&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impressions&lt;sup&gt;b&lt;/sup&gt;</td>
<td>85,693 (64.91)</td>
<td>41,370 (31.34)</td>
<td>4958 (3.76)</td>
<td>132,021 (100)</td>
</tr>
<tr>
<td>Paid reach&lt;sup&gt;c&lt;/sup&gt; (No. of unique Facebook users)</td>
<td>21,416 (62.97)</td>
<td>11,188 (32.89)</td>
<td>1409 (4.14)</td>
<td>34,012&lt;sup&gt;d&lt;/sup&gt; (100)</td>
</tr>
<tr>
<td>Engagement&lt;sup&gt;e&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unique link clicks&lt;sup&gt;g&lt;/sup&gt;</td>
<td>1522 (73.63)</td>
<td>465 (22.50)</td>
<td>80 (3.87)</td>
<td>2067 (100)</td>
</tr>
<tr>
<td>Overall link clicks</td>
<td>1697 (73.27)</td>
<td>527 (22.75)</td>
<td>92 (3.97)</td>
<td>2316 (100)</td>
</tr>
<tr>
<td>Costs, Can $</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ad spend</td>
<td>1084.63</td>
<td>609.60</td>
<td>55.77</td>
<td>1750</td>
</tr>
<tr>
<td>Administrative costs of recruitment&lt;sup&gt;f,g&lt;/sup&gt;</td>
<td>269.50</td>
<td>269.50</td>
<td>—&lt;sup&gt;h&lt;/sup&gt;</td>
<td>539</td>
</tr>
<tr>
<td>Performance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recruits, n (%)</td>
<td>799 (76.24)</td>
<td>242 (23.09)</td>
<td>7 (0.67)</td>
<td>1048 (100)</td>
</tr>
<tr>
<td>Landing page view rate (unique link clicks/paid reach)&lt;sup&gt;f&lt;/sup&gt;, %</td>
<td>7.10</td>
<td>4.16</td>
<td>5.68</td>
<td>6.08</td>
</tr>
<tr>
<td>Completion rate (recruits/unique link clicks)&lt;sup&gt;f&lt;/sup&gt;, %</td>
<td>52.5</td>
<td>52.0</td>
<td>—</td>
<td>50.7</td>
</tr>
<tr>
<td>Ad spend per recruit&lt;sup&gt;f&lt;/sup&gt;, Can $</td>
<td>1.36</td>
<td>2.52</td>
<td>—</td>
<td>1.67</td>
</tr>
<tr>
<td>Cost per recruit&lt;sup&gt;f&lt;/sup&gt;, Can $</td>
<td>1.69</td>
<td>3.63</td>
<td>—</td>
<td>2.18</td>
</tr>
</tbody>
</table>

<sup>a</sup>Metrics are estimated by Facebook.

<sup>b</sup>Impressions: the number of times any part of an ad appears on the user’s screen.

<sup>c</sup>Paid Reach: the number of unique people who have seen the advertisement.

<sup>d</sup>The total of paid reach is listed as 34,012 in the Facebook Ad Manager data tables, even though the sum of the 3 categories (women, men, and unknown) is 34,013. This has been left unaltered for transparency.

<sup>e</sup>Link Clicks: the number of clicks on the ad’s destination link to the survey.

<sup>f</sup>Administrative costs (Graduate student’s time: 24.5 hours or approximately 4.3 hours per week) include creating the advertisements, responding to comments/questions, answering emails, reviewing metrics and response to optimize advertisements.

<sup>g</sup>These metrics are not provided by Facebook but were calculated by the authors.

<sup>h</sup>Not applicable.
Feasibility
Economic considerations suggest Facebook advertising is a feasible means to recruit survey participants. The research was very easy to conduct, manageable by 1 graduate student as a research assistant committing 24.25 hours over 40 days. This method is also feasible for rapid recruitment of a large sample, with n=1048 participants being recruited in only 40 days and at a total cost of Can $2289 or Can $2.18 per recruit (excluding administrative costs, Can $1.67 ad spend per recruit). In comparison, we were quoted Can $21,316.05 as an estimate to contact 600 people with the anticipation of a final sample size of n=400 (Can $35.52 cost per recruit) using RDD. This considerably lower cost provides preliminary evidence to suggest that Facebook may be an economical recruitment method.

Representativeness
The sociodemographic characteristics of the sample are reported in Table 2. There was a statistically significant difference (P=.003) between the sample and population distributions for age. However, posttests showed a small effect size (V=0.145) between the 2 distributions. Post hoc analysis of adjusted residuals shows that the only age group that was not consistent with the population was the group aged 60 to 64 years, which was over-represented in our sample (Z=2.72; sample proportion is 180/1048, 17.17% vs population proportion is 14.23%). Considering the variation was small and was largely because of 1 age group, we concluded the age distribution of this sample is practically representative. Looking at the distribution of rural and urban recruits, there was no statistically significant difference between the sample and target population distributions at significance level .01 (P=.02), thus suggesting the distribution of rural and urban recruits is representative of the population distribution.

The distribution of annual household income was not consistent with the population (P<.001). Posttests showed a small to medium effect size (V=0.188). Post hoc analysis of adjusted residuals indicates that the variation is largely because of under-representation of individuals with household incomes under Can $30,000 (Z=−3.48; sample proportion is 141/942 [14.8%] vs population proportion is 19.84 %) and over-representation of individuals with household incomes between Can $50,000 and Can $59,999 (Z=3.43; sample proportion is 87/942, [10.2%] vs population proportion is 7.20%). All other income groups were consistent with the population. This, therefore, suggests that income is practically representative of the population.
Table 2. Comparison of selected sociodemographic characteristics of the Facebook sample with the underlying population of Newfoundland and Labrador from the 2016 census.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Facebook, n (%)</th>
<th>2016 census, %</th>
<th>Goodness-of-fit, (\chi^2) (df)</th>
<th>(p) value</th>
<th>Cramer V (effect size)</th>
<th>Adjusted residual, (Z)</th>
<th>Interpretation, representative?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>242 (23.25)</td>
<td>48.56</td>
<td>267.1 (1)</td>
<td>&lt;.001</td>
<td>0.507 (large)</td>
<td></td>
<td>No</td>
</tr>
<tr>
<td>Women</td>
<td>799 (76.75)</td>
<td>51.44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-39</td>
<td>96 (9.15)</td>
<td>10.41</td>
<td>21.9 (7)</td>
<td>.003</td>
<td>0.145 (small-medium)</td>
<td></td>
<td>Practically</td>
</tr>
<tr>
<td>40-44</td>
<td>98 (9.34)</td>
<td>11.68</td>
<td></td>
<td></td>
<td>0.188 (small-medium)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45-49</td>
<td>125 (11.92)</td>
<td>13.09</td>
<td></td>
<td></td>
<td>0.145 (small-medium)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-54</td>
<td>159 (15.16)</td>
<td>14.43</td>
<td></td>
<td></td>
<td>0.145 (small-medium)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-59</td>
<td>170 (16.21)</td>
<td>14.59</td>
<td></td>
<td></td>
<td>0.145 (small-medium)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60-64</td>
<td>180 (17.16)</td>
<td>14.23</td>
<td></td>
<td></td>
<td>0.145 (small-medium)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-69</td>
<td>147 (14.01)</td>
<td>12.70</td>
<td></td>
<td></td>
<td>0.145 (small-medium)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70-74</td>
<td>73 (6.96)</td>
<td>8.86</td>
<td></td>
<td></td>
<td>0.145 (small-medium)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geography</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>470 (44.85)</td>
<td>48.42</td>
<td>5.4 (1)</td>
<td>.02</td>
<td>0.073 (small)</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Urban</td>
<td>578 (55.15)</td>
<td>51.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No postsecondary</td>
<td>237 (22.72)</td>
<td>47.10</td>
<td>248.8 (1)</td>
<td>&lt;.001</td>
<td>0.488 (large)</td>
<td></td>
<td>No</td>
</tr>
<tr>
<td>Postsecondary</td>
<td>806 (77.28)</td>
<td>52.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Household income, Can $</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 30,000</td>
<td>141 (14.8)</td>
<td>19.84</td>
<td>33.6 (5)</td>
<td>&lt;.001</td>
<td>0.188 (small-medium)</td>
<td></td>
<td>Practically</td>
</tr>
<tr>
<td>30,000-49,999</td>
<td>188 (19.8)</td>
<td>18.01</td>
<td></td>
<td></td>
<td>0.188 (small-medium)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50,000-59,999</td>
<td>87 (10.2)</td>
<td>7.20</td>
<td></td>
<td></td>
<td>0.188 (small-medium)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60,000-79,999</td>
<td>140 (14.7)</td>
<td>12.82</td>
<td></td>
<td></td>
<td>0.188 (small-medium)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80,000-99,999</td>
<td>114 (12.0)</td>
<td>10.36</td>
<td></td>
<td></td>
<td>0.188 (small-medium)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than 100,000</td>
<td>272 (28.6)</td>
<td>31.76</td>
<td></td>
<td></td>
<td>0.188 (small-medium)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(a\) Totals may not match because of missing responses.

\(b\) Italicized \(\chi^2\) and \(p\) values indicate failure to reject null (\(H_0\): distribution consistent with population) at significance level .01, that is, consistent with census distribution.

\(c\) Italics indicate if Cramer V suggests the distribution is representative (Cramer V ≤ 0.10) or practically representative (0.10 < Cramer V ≤ 0.20). Cramer V effect size indicates the size of the difference between the sample and population, with smaller being more representative.

\(d\) Italics indicate if Cramer V suggests the distribution is representative (Cramer V ≤ 0.10) or practically representative (0.10 < Cramer V ≤ 0.20). Cramer V effect size indicates the size of the difference between the sample and population, with smaller being more representative.

\(e\) Practically representative decision based on authors’ interpretations of \(\chi^2\), post hoc adjusted residuals (\(Z\)), Cramer V effect size, and practical significance.

\(f\) Data not applicable.
Table 3. Comparison of selected health characteristics of the Facebook sample and the 2016 Canadian Community Health Survey for Newfoundland and Labrador (Canadian Community Health Survey data provided by the Newfoundland and Labrador Centre for Health Information).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Facebook, n (%)</th>
<th>CCHS&lt;sup&gt;b&lt;/sup&gt; 2016, %</th>
<th>Goodness-of-fit, $\chi^2$ (df)&lt;sup&gt;c&lt;/sup&gt;</th>
<th>$P$ value&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Cramer V, (effect size)&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Adjusted residual, $Z$&lt;sup&gt;e&lt;/sup&gt;</th>
<th>Interpretation&lt;sup&gt;f&lt;/sup&gt;, representative?</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Has arthritis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>89 (8.48)</td>
<td>35.98</td>
<td>344.4 (1)</td>
<td>&lt;.001</td>
<td>0.573 (large)</td>
<td></td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>960 (91.52)</td>
<td>64.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Has diabetes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>95 (9.06)</td>
<td>12.20</td>
<td>9.7 (1)</td>
<td>.002</td>
<td>0.096 (small)</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
<td>954 (90.94)</td>
<td>87.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-perceived health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>93 (8.87)</td>
<td>17.92</td>
<td>154.7 (4)</td>
<td>&lt;.001</td>
<td>0.384 (medium-large)</td>
<td></td>
<td>No</td>
</tr>
<tr>
<td>Very Good</td>
<td>421 (40.17)</td>
<td>42.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>373 (35.59)</td>
<td>22.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>144 (13.74)</td>
<td>11.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>17 (1.62)</td>
<td>5.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Last flu shot</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 year ago</td>
<td>461 (44.89)</td>
<td>29.57</td>
<td>207.0 (3)</td>
<td>&lt;.001</td>
<td>0.449 (medium-large)</td>
<td></td>
<td>No</td>
</tr>
<tr>
<td>1 year to &lt;2 years ago</td>
<td>62 (6.04)</td>
<td>7.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 years ago or more</td>
<td>215 (20.93)</td>
<td>14.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>289 (28.14)</td>
<td>48.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Has regular health care provider</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>951 (90.83)</td>
<td>90.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>96 (9.17)</td>
<td>9.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Smoking status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily or Occasional</td>
<td>182 (17.86)</td>
<td>23.88</td>
<td>20.3 (1)</td>
<td>&lt;.001</td>
<td>0.141 (small-medium)</td>
<td></td>
<td>Practically</td>
</tr>
<tr>
<td>Do not smoke</td>
<td>837 (82.14)</td>
<td>76.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Body mass index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal to underweight</td>
<td>246 (23.93)</td>
<td>27.06</td>
<td>18.7 (2)</td>
<td>&lt;.001</td>
<td>0.135 (small-medium)</td>
<td></td>
<td>Practically</td>
</tr>
<tr>
<td>Overweight</td>
<td>353 (34.34)</td>
<td>37.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese</td>
<td>429 (41.73)</td>
<td>35.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Has ever had a colonoscopy or sigmoidoscopy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>460 (43.89)</td>
<td>42.20</td>
<td>1.2 (1)</td>
<td>.27</td>
<td>0.034 (small)</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>No (or no answer)</td>
<td>588 (56.11)</td>
<td>57.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Totals may not match because of missing responses.
<sup>b</sup>CCHS: Canadian Community Health Survey.
<sup>c</sup>Italicized chi-square and $P$ value indicate failure to reject null ($H_0$: distribution consistent with population) at significance level .01, that is, consistent with census distribution.
<sup>d</sup>Italics is used to indicate if Cramer V suggests the distribution is representative (Cramer V $\leq$0.10) or practically representative (0.10 $<$ Cramer V $\leq$0.20). Cramer V effect size indicates the size of the difference between the sample and population, with smaller being more representative.
<sup>e</sup>Italicized Z indicates post hoc adjusted residual $Z$ is $-2.58 < Z < 2.58$, meaning observed number of cases is statistically similar to what would be expected if null hypothesis was true, at significance level of .01, that is, consistent with census proportion for category.
Representativeness decision based on authors’ interpretations of $\chi^2$, post hoc adjusted residuals ($Z$), Cramer $V$ effect size, and practical significance.

Data not applicable.

Question asked slightly differently between CCHS and our Facebook Study, but results are unlikely to vary.

Gender was not representative of the population ($P<.001$; $V=0.507$), with women being considerably over-represented (see Table 2). Likewise, the distributions of high and low education in our sample were not consistent with population distributions ($P<.001$; $V=0.488$).

Table 3 shows the distribution of health characteristics of the sample in comparison with the underlying population. Our sample was representative of the proportion of people with diabetes in the population ($P=.002$; $V=0.096$), of the proportion of people with regular health care providers ($P=.94$), and of ever having a sigmoidoscopy or colonoscopy ($P=.27$; $V=0.034$). The sample was practically representative of smoking status ($P<.001$; $V=0.14$) and BMI ($P<.001$; $V=0.135$). The sample was not representative of the proportion of people with arthritis ($P<.001$; $V=0.573$), of perceived health status ($P<.001$; $V=0.384$), and of flu shot frequency ($P<.001$; $V=0.449$).

Caution should be used in considering the results for BMI mentioned in Table 3, as there is a potential data quality error for which we adjusted through imputation. When asked about body weight, participants were asked to please specify pounds or kilograms, as we presumed this choice would make it easier for the user to specify their weight. Unfortunately, a considerable number (n=225) provided a number but no units. To correct for this, any values that were equal or greater than 91 were assigned as pounds (n=221) and any values less than 91 were assigned as kilograms (n=4). This decision was made because pounds are most commonly used to specify weight in NL (and 95% of our sample that specified units did so in pounds). The cutoff of 91 was chosen because this was the sample’s minimum value for weight in pounds. We then determined if the distribution of BMI class for the participants whose BMI was calculated based on our correction (Group 1) was similar to the distribution of the group of participants who needed no corrections to calculate BMI (Group 2). Using an independent samples chi-square test, we found no statistically significant differences between Groups 1 and 2 ($\chi^2=1.1; P=.57$). On the basis of this test, we deemed our method of imputing units onto values appropriate because it did not change the distribution of BMI, and for this reason we decided to retain the participants with corrected weights in the sample.

Targeting

The results of the targeted advertisements are shown in Table 4, presenting sociodemographic distributions of recruits, by the advertisement used to recruit them.
Table 4. Sociodemographic characteristics of samples recruited with each Facebook advertisement and the costs associated with each advertisement.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Advertisement source</th>
<th>Gender (men)</th>
<th>Age (years; 35-44)</th>
<th>Education (low)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td>Generic and rural</td>
<td>Gender (men)</td>
<td>Age (years; 35-44)</td>
</tr>
<tr>
<td>Men</td>
<td></td>
<td>86 (11.7)</td>
<td>150 (92.0)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Women</td>
<td></td>
<td>644 (87.6)</td>
<td>13 (8.0)</td>
<td>57 (95)</td>
</tr>
<tr>
<td>Other/not specified</td>
<td></td>
<td>5 (0.7)</td>
<td>_c</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-39</td>
<td></td>
<td>51 (6.9)</td>
<td>10 (6.1)</td>
<td>31 (52)</td>
</tr>
<tr>
<td>40-44</td>
<td></td>
<td>61 (8.3)</td>
<td>5 (3.1)</td>
<td>27 (45)</td>
</tr>
<tr>
<td>45-49</td>
<td></td>
<td>94 (12.8)</td>
<td>18 (11.0)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>50-54</td>
<td></td>
<td>127 (17.3)</td>
<td>20 (12.3)</td>
<td>_</td>
</tr>
<tr>
<td>55-59</td>
<td></td>
<td>123 (16.7)</td>
<td>29 (17.8)</td>
<td>_</td>
</tr>
<tr>
<td>60-64</td>
<td></td>
<td>131 (17.8)</td>
<td>38 (23.3)</td>
<td>_</td>
</tr>
<tr>
<td>65-69</td>
<td></td>
<td>100 (13.6)</td>
<td>29 (17.8)</td>
<td>_</td>
</tr>
<tr>
<td>70-74</td>
<td></td>
<td>48 (6.5)</td>
<td>14 (8.6)</td>
<td>_</td>
</tr>
<tr>
<td>Geography, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td></td>
<td>364 (49.5)</td>
<td>67 (41.1)</td>
<td>8 (13)</td>
</tr>
<tr>
<td>Urban</td>
<td></td>
<td>371 (50.5)</td>
<td>96 (58.9)</td>
<td>52 (87)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No postsecondary</td>
<td></td>
<td>164 (22.5)</td>
<td>37 (22.7)</td>
<td>6 (10)</td>
</tr>
<tr>
<td>Postsecondary</td>
<td></td>
<td>566 (77.5)</td>
<td>126 (77.3)</td>
<td>54 (90)</td>
</tr>
<tr>
<td>Associated costs, Can $</td>
<td></td>
<td>Ad spend</td>
<td>486.62 (rural ad); 426.58 (generic ad)</td>
<td>495.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Administrative cost</td>
<td></td>
<td>378.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total cost</td>
<td>1291.22</td>
<td>579.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ad spend per recruit</td>
<td>1.24</td>
<td>3.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total cost per recruit</td>
<td>1.76</td>
<td>3.56</td>
</tr>
</tbody>
</table>

aThe first sample source (ad—generic and rural) included recruits from both the generic ad and the rural ad. Owing to an error in the survey links used in the rural and generic advertisements, we were not able to distinguish which ad the participants had been recruited with, and so we had to present them together.

bTotals may not match because of missing responses.

cNo participants in this category were recruited by this ad.

dAdministrative costs for each ad was calculated by multiplying the total administrative cost for all advertisements (Can $539) by the fraction of total recruits recruited by that ad.

eTotal cost was calculated by adding ad spend together with administrative costs.

Targeting by Geography

Respondents to our survey were representative of both rural and urban geographies in NL. Owing to an error in the survey link, we were not able to differentiate which respondents were recruited from the generic ad and which were recruited from the rural ad, as both advertisements directed people to the same survey instead of 2 different surveys as intended. The respondents to the generic and rural advertisements were evenly distributed between rural and urban regions (364/735, 49.5% and 371/735, 50.5%, respectively), whereas the other advertisements, combined, favored urban regions (207/313, 66%) over rural (106/313, 34%). This suggests, but does not confirm, that targeting by geography is effective, and the cost of these advertisements (Can $1.24 ad spend per recruit) was relatively low.

Targeting by Gender

The gender-targeted ad was effective for targeting men, although costlier. Without targeting, the sample would have been 10.5%
men (92/878) and 89.5% women (786/878). With the gender-targeted ad, the final sample consisted of 23.25% men (242/1041) and 76.75% women (799/1041). Although the final sample did not achieve the same distribution as the census population, this showed that targeting by gender could increase the representation of the targeted gender in the sample in a statistically significant way ($P<0.01$). However, the advertising costs were much greater than other targeted advertisements at Can $3.04 ad spend per recruit.

**Targeting by Age**

Without age targeting, the sample would have been 6.5% (65/988) of people aged 35 to 39 years and 7.2% (71/988) of people aged 40 to 44 years. With the age-targeted ad, the final sample was 9.16% (96/1048) of people aged 35 to 39 years and 9.35% (98/1048) of people aged 40 to 44 years. The difference was statistically significant ($P=0.005$). The cost of age targeting (Can $1.39 ad spend per recruit) was not considerably more than the generic and rural targeted advertisements (Can $1.24 ad spend per recruit), and so this additional recruitment was effective and economical.

**Targeting by Education**

Without the education-targeted ad, 21.7% (207/952) of the sample had no postsecondary education and 78.4% (746/952) did. With the education-targeted ad, 22.72% (237/1043) had no postsecondary education and 77.28% (806/1043) did, but this difference was not statistically significant ($P=0.43$). The cost to recruit these participants was considerably higher at Can $2.86 ad spend per recruit. Therefore, targeting by education was ineffective at increasing the proportion of participants who had lower levels of educational attainment.

**Discussion**

**Principal Findings**

This study is a novel investigation assessing whether or not Facebook advertising can be used to feasibly recruit a representative sample of middle-aged and older adults in the province of NL to complete a health survey. Representativeness was assessed by comparing numerous sociodemographic and health characteristics of our sample with the underlying population. Feasibility was assessed based on an assessment of costs, ease of use, and recruitment time. Moreover, this is the first Canadian study we know of to investigate Facebook advertising for the recruitment of adults aged up to 74 years; the vast majority of the national and international literature on social media recruitment focuses on the youth and young adults, with some focusing on middle-aged adult populations [5,10]. These results should be of considerable interest to academic researchers, community organizations, and governments, because they suggest this method can dramatically reduce barriers to conducting research with minimal sacrifices to representativeness.

**Feasibility**

The research was very easy to conduct, manageable by 1 graduate student as a research assistant committing 4.3 hours per week. This method is also feasible for rapid recruitment of a large sample, with 1048 participants being recruited in only 40 days. A major advantage over other nonprobability-based sampling methods is that it was easy to use targeted advertisements to improve representativeness of a sample and to recruit hard-to-reach populations. There was also essentially no footwork involved, such as putting up recruitment posters, and we believe there was less selection bias than using email listservs or snowball sampling.

We also found that Facebook advertising is an economical means of recruiting participants for survey research. As anticipated, compared with the quoted cost of RDD recruitment, Facebook advertising was considerably less expensive. Granted, this is comparing our nonprobability-based sample with a probability-based sample. Though perhaps not entirely fair comparison to make, it nonetheless demonstrates the considerable degree of reduction in cost. In comparison with other Facebook-recruited samples in the literature, our research appears more economical. A total of 2 systematic reviews exploring Facebook recruitment for health, medical, or psychosocial research found median recruitment costs of US $17.48 and US $14.41 per completing participant across various study designs, and the cost per recruit in cross-sectional surveys similar to our own was US $11.46 [5,10]. Although costs are not directly comparable because of differences in geography, topic of research, and targeted demographics, it appears that our Facebook recruitment was considerably more economical than in these previous studies. This could be because of the higher interest of the population in cancer as an issue that affects everyone. Many other studies focused on less prevalent health issues—such as vaccine-hesitancy, Human Immunodeficiency Virus–related knowledge, vertigo, endometriosis, or risky sexual behavior [5]—that might not elicit the same response as our research on cancer awareness and prevention did. This would increase the costs associated with advertising to reach a larger number of people to obtain the same sample size.

**Representativeness and Targeting**

The Facebook-recruited sample was representative of the population with respect to age, geography, diabetes prevalence, having ever had a colonoscopy or sigmoidoscopy, and prevalence of having a regular health care provider, whereas it was practically representative with respect to income, smoking status, and BMI (see Tables 2 and 3). In their review, Thornton et al [5] found 16 Facebook-recruitment studies included a formal test of representativeness, with 9 testing the sample against the population of interest and 5 testing against traditional recruitment methods, such as phone and postal surveys, and 2 studies testing against both the population and traditional methods. Only 36% reported their samples were representative of their populations, but 86% were representative of samples recruited using traditional recruitment methods [5]. With 8 of 13 sociodemographic and health status variables representative or practically representative of the target population, our research further supports the conclusion that Facebook can yield a sample that is partially representative of the population. Targeted advertising was useful, but if we had begun targeted advertising earlier in the recruitment period and allocated more advertising dollars toward it, we believe we could have achieved a greater degree of representation from these groups.
Sociodemographic Characteristics

Targeting by age and gender was effective in increasing representation. Targeting men, although effective, was costlier. We suspect that targeting by geography helped increase the representation of rural participants in our study. However, because of the aforementioned error in the survey link for the rural ad, this is only a speculation. There was over-representation of people with higher levels of education, but targeting advertisements proved both costly and ineffective at improving representation of participants with lower levels of educational attainment. We hypothesize this might be because targeting for education relies on the data that Facebook users optionally provide about their educational background. As such, it is possible that what is reported on a user’s Facebook profile won’t match their actual educational background. In contrast, age and gender targeting may have been relatively more effective because Facebook requires new users to report age and gender data when creating their Facebook account.

Lastly, even after specifically targeting men, our final sample had markedly more women than men. This is unsurprising because women are more likely to participate in health research [17]. The over-representation of women in this sample could be further explained by higher rates of Facebook use among women (60% women vs 40% men) in our targeted audience (information obtained on March 1, 2019 from Facebook’s audience insights tool) and because 63% of the people who saw the ad were women. Gender-representation in our sample might have been improved by increased spending on the ad targeted toward men, but it was 2.14 times costlier to recruit men than women (Can $3.63 vs Can $1.69 ad spend per recruit).

Overall, our difficulties recruiting certain demographics and obtaining a fully representative sample are common in other sampling methods [17-20]. Being under-representative of people in the lowest income bracket is typical across both random and nonrandom sampling methods [17,18,20]. This may be because of socioeconomic barriers, such as not being able to afford internet or landline phones, which could reduce their chances of selection. Furthermore, people with lower socioeconomic status may be less interested in participating in research [17,21].

Health Characteristics

The self-reported health of participants in our sample was not representative of the population, with more participants self-reporting their perceived health status as good, and considerably less self-reporting it as excellent or poor. However, our recruited sample appeared to be more health conscious than the general population, according to various health characteristics compared in our study. For instance, compared with the population, a higher proportion of our sample had a flu shot within the last year. Influenza vaccination uptake is known to be associated with positive beliefs toward prevention, trust in the health care system, socioeconomic status, and a number of other personal, intermediate, and structural factors [22]. Overall, we believe the general health of the sample was at least partially representative of the population, given that 5 out of the 8 assessed health characteristics were representative of the population (see Table 3).

Strengths

Our study contributes to the evidence based on the use of social media for health research. We compared more sample characteristics with the population and used more formal tests of representativeness than many other studies have [1,5,10]. This method of Web-based recruitment works effectively in the context of NL. Furthermore, we have shown that Facebook can be used to recruit older adults to research surveys, where the vast majority of previous research on this subject has only considered younger populations. In addition, we went beyond simple tests of statistical significance by using Cramer V and post hoc adjusted residuals to add a greater depth to our analysis of how the sample distributions compare with the target population.

Limitations

It should be noted that large sample size constrains the value of statistical tests because even small differences can appear significant when dealing with large sample sizes [23]. The feasibility assessment we employed was not rigorous, based mostly on subjective interpretations and on a cost comparison between our Web-based survey recruited through nonprobability-based sampling and a postal survey recruited through random sampling. As our analysis compares representativeness with the population (census or CCHS), it is not possible to directly compare representativeness of samples recruited with Facebook with different methods of recruitment, such as RDD. We encourage future research to consider conducting studies that allow for direct comparisons with probabilistic and nonprobabilistic sampling methods.

With respect to targeting advertisements by level of educational attainment, our use of exclusion criteria for targeting (excluding any Facebook users who have any higher level of education reported), rather than inclusion criteria (targeting only Facebook users who self-report education as high school or less), might have been too inclusive. The choice to use exclusion criteria was because there were approximately 36,000 people (Facebook-estimated potential reach) whose education was unspecified that would not have been shown the ad if we targeted for inclusion of high school grad or some high school. Although using inclusion criteria would have resulted in a smaller potential reach, it would have likely resulted in a higher proportion of recruits with lower levels of educational attainment. Future research employing Facebook advertising for recruitment might consider more specific targeting by using inclusion criteria for educational attainment.

There were 2 potential limitations with our data itself. First, the aforementioned issue with the rural-targeted ad. This limits our ability to conclude whether geographic targeting was effective, but we strongly believe that it is worth using geographic targeting for advertisements, which will be of benefit to researchers who want a geographically representative sample. The second data limitation is related to BMI calculations, already discussed above. The correction we employed (by imputing units for weight where they were not specified) did not affect the distribution in a statistically significant way, and so we believe this limitation has minimal impact on our findings.
Considerations for Future Research

As our study examines effectiveness in a province with high Facebook usage, it may be more challenging to recruit representative samples in areas where Facebook use is lower. However, as NL has higher traditional landline usage than any other province (at 70% as of 2013), it is likely that traditional recruitment methods in other provinces would also yield less representative results [3]. For example, traditional landline usage rates are 43% in Quebec, 57% in British Columbia, and 61% in Ontario [3].

We believe there are many potential applications of Facebook advertising for researchers, governments, and community-based organizations who wish to learn about the populations they serve. Facebook advertising could also be used in qualitative research, sociological, and psychological research, where nonprobabilistic sampling is more common. Beyond research recruitment, we see Facebook advertising as having potential value in program planning and evaluation. For example, organizations planning a public health campaign may take a participatory approach by using Facebook advertising to reach individuals from their target population who they can ask to provide feedback on the campaign to optimize messaging and imagery.

Although the unique nature of Facebook advertising could warrant its own distinct sampling method classification, it is otherwise best described as nonprobabilistic purposive sampling. Although this technique is more common in qualitative research, it can be used to serve many purposes for both quantitative and qualitative studies [24]. A limitation of Facebook is that it is not possible to assess nonresponse bias, as there is little information on the nonrespondents, other than the age and gender of who has seen the advertisement. Another limitation of Facebook’s advertising tool is that it does not allow for specification of age targets above 65 years, thus limiting us to choosing the range of 35 to 65+ years.

Facebook’s health care research team recently published a scholarly paper suggesting the potential in using Facebook to advance the social determinants of health [25]. If Facebook has an interest in promoting health and health care research, we have several relatively simple recommendations on how this can be done. We strongly encourage Facebook to provide an option for random sampling of target audiences, as this will have considerable benefit in all areas of research—academic and otherwise. We further encourage Facebook to remove the 65+ years limitation for age targeting and allow users to specify any age range. This will be especially important as the number of older adults using Facebook continues to grow.

The greatest limitation of Facebook for research recruitment is, ironically, what makes it so useful as a marketing tool: Facebook’s targeting algorithm, which learns from people’s interactions with the ad, and then preferentially shows the ad to people with similar profiles. This produces an inherent sampling bias toward people who are more likely to respond to the advertisement. Therefore, because of the nonprobabilistic sampling nature of Facebook advertising, we caution against making certain inferences about the population—even if the sample is apparently representative of population demographic characteristics. Furthermore, given how the internet is constantly changing as technology grows, it is possible that this recruitment method may become more or less representative over time. Future changes to Facebook’s targeting algorithm may also impact its reliability in recruiting samples.

Researchers should carefully weigh the importance of having a probabilistic sampling method in achieving their research objectives with the importance of achieving a robust sample size within resource and time constraints. If researchers believe the latter is of higher importance, then Facebook advertising should be considered. It could be especially effective in comparison with other nonprobabilistic sampling methods; other research has noted that Facebook may be able to obtain more representative samples than other types of nonprobabilistic methods [19]. Moreover, probabilistic sampling does not inherently result in representative inferences, so although some may criticize nonprobabilistic sampling, it can yield valid inferences with proper weighting and adjustment [26].

Finally, the literature addresses many concerns and provides guidance and tools for researchers to deal with issues, such as data ownership, privacy, bias, and communication between participants and potential participants [19,27-29]. The pertinent issue that arose in our study was that of communication with and between participants. Anyone who sees the advertisement may comment on it and so researchers should carefully consider how they will interact with participants, particularly in response to questions and comments. For example, after noticing a few inappropriate comments on our own advertisements, we deemed it necessary to create a comments policy to guide how we handled responses including profanity, spam, irrelevant remarks, unauthorized medical advice, stigmatizing messages, and false statements. We published this policy as a note on our Facebook page and referred to it as necessary. In summary, there are numerous ethical concerns to social media recruitment and internet research which should be considered by future investigators using social media for recruitment.

Conclusions

Overall, we achieved a partially representative sample, that is, it was representative or practically representative of 8 out of 13 sociodemographic and health characteristics assessed. Considering that this is a nonprobabilistic sampling method and the sociodemographic groups under-represented in our sample are commonly under-represented in probabilistic sampling methods, we believe these results are promising. These findings also suggest that purposively targeting subpopulations can improve representativeness. These findings suggest that Facebook advertising is a highly feasible and economical means of recruiting middle-aged and older adults for survey research. We, therefore, believe that Facebook advertising is useful for recruiting practically representative samples for many types of research and strongly encourage it in place of traditional nonprobabilistic methods where applicable. That said, there are inherent limitations to Facebook’s current targeting algorithm that limit its usefulness when probabilistic sampling is required for inferences. We urge researchers who wish to employ Facebook advertising for recruitment to be detailed and highly transparent when describing their methods.
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Abstract

Background: There has been significant effort in attempting to use health care data. However, laws that protect patients’ privacy have restricted data use because health care data contain sensitive information. Thus, discussions on privacy laws now focus on the active use of health care data beyond protection. However, current literature does not clarify the obstacles that make data usage and deidentification processes difficult or elaborate on users’ needs for data linking from practical perspectives.

Objective: The objective of this study is to investigate (1) the current status of data use in each medical area, (2) institutional efforts and difficulties in deidentification processes, and (3) users’ data linking needs.

Methods: We conducted a cross-sectional online survey. To recruit people who have used health care data, we publicized the promotion campaign and sent official documents to an academic society encouraging participation in the online survey.

Results: In total, 128 participants responded to the online survey; 10 participants were excluded for either inconsistent responses or lack of demand for health care data. Finally, 118 participants’ responses were analyzed. The majority of participants worked in general hospitals or universities (62/118, 52.5% and 51/118, 43.2%, respectively, multiple-choice answers). More than half of participants responded that they have a need for clinical data (82/118, 69.5%) and public data (76/118, 64.4%). Furthermore, 85.6% (101/118) of respondents conducted deidentification measures when using data, and they considered rigid social culture as an obstacle for deidentification (28/101, 27.7%). In addition, they required data linking (98/118, 83.1%), and they noted deregulation and data standardization to allow access to health care data linking (33/98, 33.7% and 38/98, 38.8%, respectively). There were no significant differences in the proportion of responded data needs and linking in groups that used health care data for either public purposes or commercial purposes.

Conclusions: This study provides a cross-sectional view from a practical, user-oriented perspective on the kinds of data users want to utilize, efforts and difficulties in deidentification processes, and the needs for data linking. Most users want to use clinical and public data, and most participants conduct deidentification processes and express a desire to conduct data linking. Our study confirmed that they noted regulation as a primary obstacle whether their purpose is commercial or public. A legal system based on both data utilization and data protection needs is required.
Introduction

There has been considerable effort to use health care data [1,2], and many countries have implemented regulations to protect the privacy of patients and research subjects [3-5]. Owing to the sensitivity of health care data, privacy protection laws have limited its use [6]. Regulations that focus only on protecting privacy are emerging as a major challenge in using health care data [7-9].

Health care institutions and governments both generate a large amount of heterogeneous data [10]. To use these decentralized data, there have been dramatic increases in linking data from diverse sources [11]. By using big data analytic approaches, which leverage data drawn from multiple sources [12], data-driven research has the potential for widespread positive impact and global implications [13-16]. Efforts have been made to use health care data for the following purposes: ensuring a high level of evidence by using a large number of samples [17], identifying risk factors [18], and improving diagnosis and treatment standards [19].

However, in Korea, this use conflicts with the current regulations because data linking requires the data be identified and shared [20,21]. The privacy law of Korea is known as the strongest principle in Asia [22-24]. Although most discussions about privacy laws have centered on data protection, discussions about the privacy law are now about the need to facilitate the development of industries that utilize data beyond protection [8]. However, there has been no mention of what makes data usage and deidentification processes difficult or users’ needs for data linking from a practical perspective.

The objective of this study is to investigate (1) the status of big data utilization in different medical areas (general hospitals, universities, industry, and academic society); (2) institutional obstacles and efforts in deidentification processes, which is an alternative approach for using health care data; and (3) users’ data linking needs.

Methods

Study Design and Data Collection

This study is designed to investigate the demand for health care data, identify the difficulties in using health care data, and develop improvements for using health care data from the practical users’ perspective. For this, we conducted a cross-sectional online survey. To recruit participants who use health care data, we (1) publicized the survey promotion campaign through social media (Facebook) and (2) sent official documents to academic societies encouraging participation in the online survey. Through the provided documents, anyone who used health care data was able to participate in the questionnaire (online open survey; see details in Multimedia Appendix 1).

The online questionnaire was developed and distributed using Office forms (Naver, Korea). This questionnaire could be accessed from mobile phones and personal computers. To ensure important questions were answered, seven mandatory items were designated among the 17 questions. This function was used to prevent participants from submitting responses without checking the answers on mandatory items before submission. However, the questionnaire did not verify data consistency. For example, respondents who replied that they did not have a demand for health care data could also select “clinical data” as a response to the question asking about required data. To ensure the validity of the questionnaire, the items on the questionnaire were developed through 15 revisions in consultation with eight experts over a period of approximately one month. The final questionnaire consisted of 16 items within five parts. Each screen contained one to eight questions; there were a total of eight screens in the survey (on mobile and PC screens).

Ethical clearance was obtained from the Public Institutional Review Board designated by The Korean Ministry of Health and Welfare (number: 2018-2199-001) before data collection.

Participant Recruitment

We selected five academic societies (Korean Society of Medical Informatics, Korean Society for Preventive Medicine, Korean Cancer Association, Korea Society of Artificial Intelligence in Medicine, and Korean Society of Epidemiology) that exhibit a high demand for health care data or were recommended by experts. Then, we encouraged participation in the survey by sending an official letter requesting cooperation for online surveys to the secretariat of each academic society.

A web link to access the survey was provided to interested respondents. Respondents were required to provide consent through this link. To receive consent from respondents, the first screen of the online questionnaire included the background, purpose, and duration of the research, as well as a description of the disadvantages or limitations. After respondents approved this introduction, the link led to the anonymous online questionnaire. As an incentive for participation, they were offered coffee gift vouchers by submitting their cell phone numbers. To transfer the coffee vouchers and exclude duplicate responses, informed consent to collect cell phone numbers was received separately. The cross-sectional online survey was conducted between October 5 and 19, 2018.

By the end of the survey period, 128 participants responded to the online survey. Responses that were contradictory (n=2) or did not exhibit a demand for health care data (n=8) were excluded; therefore, a total of 118 participants were included in the analysis. The overall eligible population of subjects was unknown because the online survey was sent to the five academic societies and was advertised through a social media promotion.
Among the responses (N=118), quality improvement of welfare services and research promotion were considered to be public purposes (81/115, 70.4%) and industrial development and profit generation were classified as commercial purposes (34/115, 29.6%); this classification excludes other minor purposes (n=3).

Questionnaire Items

The survey items were categorized into five parts. The first part included items that investigated the work experience and basic information of participants. The second part inquired about the type of data participants wanted. The third part related to obstacles and improvement suggestions for data use. The fourth part investigated the identification process, and the last part investigated data linking (details in Multimedia Appendix 2).

Statistical Analysis

Analyses were conducted using R (version 3.5.1) and Microsoft Excel (version 2016). Descriptive statistics for proportions of respondents, work profiles (e.g., age, work experience, expertise area, working institution), and responses regarding data demand, data linking, and deidentification were explored.

For categorical variables, such as data needs, obstacles, and improvement suggestions, chi-square tests were performed to show these responses were different between participants using data for public purposes and those using data for commercial purposes. We conducted chi-square tests with one section as the response to specific questions, such as obstacles to using health care data. Chi-square tests could not be performed for responses to questions that allowed participants to choose more than one answer (multiple response questions), such as data needs, because the responses were not independent. For questions that could have multiple responses, post hoc chi-square tests were performed (Multimedia Appendices 3 and 4). Post hoc pairwise chi-square tests involved testing each value of the nominal variable versus the sum of all others. After applying the same principle of chi-square to get the \( P \) value for each comparison, we then used Bonferroni correction to counteract the problem of type I error that occurs when multiple comparisons are made.

Results

Overall Population

The majority of online survey participants worked in a general hospital (62/118, 52.5%; multiple response question) or university (51/118, 43.2%; multiple response). Most participants were in the field of research (84/118, 71.2%), in their thirties (56/118, 47.5%), and had work experience between 1 and 5 years (56/118, 47.5%; Table 1).

Table 1. Profile of online survey respondents (N=118).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>21 (17.8)</td>
</tr>
<tr>
<td>30-39</td>
<td>56 (47.5)</td>
</tr>
<tr>
<td>40-49</td>
<td>34 (28.8)</td>
</tr>
<tr>
<td>50-59</td>
<td>5 (4.2)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td><strong>Institution (multiple response question)</strong></td>
<td></td>
</tr>
<tr>
<td>General hospital</td>
<td>62 (52.5)</td>
</tr>
<tr>
<td>University</td>
<td>51 (43.2)</td>
</tr>
<tr>
<td>Industry</td>
<td>15 (12.7)</td>
</tr>
<tr>
<td>Academic society</td>
<td>6 (5.1)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (2.6)</td>
</tr>
<tr>
<td><strong>Expertise</strong></td>
<td></td>
</tr>
<tr>
<td>Research</td>
<td>84 (71.2)</td>
</tr>
<tr>
<td>Data analysis</td>
<td>18 (15.3)</td>
</tr>
<tr>
<td>Planning</td>
<td>11 (9.3)</td>
</tr>
<tr>
<td>Device development</td>
<td>5 (4.2)</td>
</tr>
<tr>
<td><strong>Expertise experience</strong></td>
<td></td>
</tr>
<tr>
<td>≥10 years</td>
<td>9 (7.6)</td>
</tr>
<tr>
<td>5 years to &lt;10 years</td>
<td>32 (27.1)</td>
</tr>
<tr>
<td>1 year to &lt;5 years</td>
<td>56 (47.5)</td>
</tr>
<tr>
<td>&lt;1 year</td>
<td>21 (17.8)</td>
</tr>
</tbody>
</table>

See https://www.jmir.org/2019/8/e14126/
Data Demand, Obstacles, and Improvement Suggestions

More than half of participants replied that they had a need for clinical data (82/118, 69.5%) and public data (76/118, 64.4%; Table 2). Only the general hospital group selected clinical data in a high proportion (56/62, 90.3%).

Participants reported that the most significant obstacles in trying to use health care data were conflicts with the law (53/118, 44.9%) and data standardization (50/118, 42.4%). However, the obstacles most frequently selected by each group were different. Overall, the four groups of respondents by institution (general hospital, university, industry, and academic society) reported data standardization problems and legal conflicts as the main challenges in using data.

Similarly, most participants indicated that legislation improvement was required to overcome these data utilization limitations (54/118, 45.8%), followed by the need for technical measures for data standards (47/118, 39.8%). Overall, participants suggested that law revision was the first priority of improvement (Table 2).

There was no statistically significant difference in the percentage of obstacles in groups that used health care data for either commercial or public purposes ($P = .38$). However, both groups indicated that data standardization and current laws function as constraints of health care data use (Table 3).

Table 2. Data needs, obstacles, and developmental proposals for data utilization.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Respondents, n (%)</th>
<th>General hospital (n=62)</th>
<th>University (n=51)</th>
<th>Industry (n=15)</th>
<th>Academic society (n=6)</th>
<th>Other (n=3)</th>
<th>Total (N=118), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data needs (multiple response question)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical data (collected during care process in hospital)</td>
<td>56 (90.3)</td>
<td>29 (56.9)</td>
<td>10 (66.7)</td>
<td>5 (83.3)</td>
<td>0 (0.0)</td>
<td></td>
<td>82 (69.5)</td>
</tr>
<tr>
<td>Public data (managed by nation)</td>
<td>40 (64.5)</td>
<td>32 (62.7)</td>
<td>10 (66.7)</td>
<td>5 (83.3)</td>
<td>3 (100.0)</td>
<td></td>
<td>76 (64.4)</td>
</tr>
<tr>
<td>Research data (clinical research or trial data)</td>
<td>38 (61.3)</td>
<td>33 (64.7)</td>
<td>3 (2.0)</td>
<td>5 (83.3)</td>
<td>0 (0.0)</td>
<td></td>
<td>61 (51.7)</td>
</tr>
<tr>
<td>Life log data (patient generated health data)</td>
<td>17 (27.4)</td>
<td>16 (31.4)</td>
<td>8 (53.3)</td>
<td>4 (66.7)</td>
<td>1 (33.3)</td>
<td></td>
<td>36 (30.5)</td>
</tr>
<tr>
<td>Genetic data</td>
<td>13 (21.0)</td>
<td>18 (35.3)</td>
<td>1 (6.7)</td>
<td>2 (33.3)</td>
<td>1 (33.3)</td>
<td></td>
<td>28 (23.7)</td>
</tr>
<tr>
<td><strong>Obstacle</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conflict of laws</td>
<td>30 (48.4)</td>
<td>19 (37.3)</td>
<td>8 (53.3)</td>
<td>2 (33.3)</td>
<td>0 (0.0)</td>
<td></td>
<td>53 (44.9)</td>
</tr>
<tr>
<td>Data standardization</td>
<td>24 (38.7)</td>
<td>23 (45.1)</td>
<td>5 (33.3)</td>
<td>3 (50.5)</td>
<td>3 (100.0)</td>
<td></td>
<td>50 (42.4)</td>
</tr>
<tr>
<td>Strict social recognition</td>
<td>5 (8.1)</td>
<td>4 (7.8)</td>
<td>2 (13.3)</td>
<td>1 (16.7)</td>
<td>0 (0.0)</td>
<td></td>
<td>9 (7.6)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (1.6)</td>
<td>1 (4.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>None</td>
<td>2 (3.2)</td>
<td>3 (5.9)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
<td>4 (3.4)</td>
</tr>
<tr>
<td><strong>Improvement suggestion (multiple response question)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Law revision</td>
<td>29 (46.8)</td>
<td>22 (43.1)</td>
<td>7 (46.7)</td>
<td>4 (66.7)</td>
<td>2 (66.7)</td>
<td></td>
<td>54 (45.8)</td>
</tr>
<tr>
<td>Technical measures</td>
<td>22 (35.5)</td>
<td>23 (43.1)</td>
<td>6 (40.0)</td>
<td>3 (50.0)</td>
<td>1 (33.3)</td>
<td></td>
<td>47 (39.8)</td>
</tr>
<tr>
<td>Utilization support</td>
<td>12 (19.4)</td>
<td>7 (13.7)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
<td>16 (13.6)</td>
</tr>
<tr>
<td>Public consensus</td>
<td>6 (9.7)</td>
<td>11 (21.6)</td>
<td>2 (13.3)</td>
<td>1 (16.7)</td>
<td>1 (33.3)</td>
<td></td>
<td>22 (18.6)</td>
</tr>
</tbody>
</table>
Table 3. Comparison of data demand, obstacles, and improvement suggestions between health care data use for commercial and public purposes (N=115). Sample size excludes the n=3 for other minor purposes.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Respondents, n (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Public purpose (n=81)</td>
<td>Commercial purpose (n=34)</td>
<td></td>
</tr>
<tr>
<td>Data needs (multiple response question)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical data</td>
<td>53 (65.4)</td>
<td>28 (82.4)</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Public data</td>
<td>53 (65.4)</td>
<td>23 (67.6)</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Research data</td>
<td>44 (54.3)</td>
<td>16 (47.1)</td>
<td>.382</td>
</tr>
<tr>
<td>Life log data</td>
<td>18 (22.2)</td>
<td>18 (52.9)</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Genetic data</td>
<td>17 (21.0)</td>
<td>9 (26.5)</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Obstacles</td>
<td></td>
<td>2.9 (4)</td>
<td>.38</td>
</tr>
<tr>
<td>Conflict with laws</td>
<td>38 (46.9)</td>
<td>13 (38.2)</td>
<td></td>
</tr>
<tr>
<td>Data standardization</td>
<td>35 (43.2)</td>
<td>15 (44.1)</td>
<td></td>
</tr>
<tr>
<td>Strict social recognition</td>
<td>6 (7.4)</td>
<td>3 (8.8)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1 (1.2)</td>
<td>2 (5.9)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1 (1.2)</td>
<td>1 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Improvement (multiple response question)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Law revision</td>
<td>38 (46.9)</td>
<td>15 (44.1)</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Technical method</td>
<td>33 (40.7)</td>
<td>14 (41.2)</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Data utilization support</td>
<td>15 (18.5)</td>
<td>1 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Public consensus</td>
<td>14 (17.3)</td>
<td>6 (17.6)</td>
<td></td>
</tr>
</tbody>
</table>

Deidentification

When using health care data, 101 participants responded that they conduct deidentification measures (101/118, 85.6%). The majority of participants reported that multiple deidentification methods are used (64/101, 63.4%). The most common method was pseudonymization (72/101, 71.3%), followed by masking (57/101, 56.4%). Most respondents who conducted deidentification considered privacy issues induced by rigid social culture as the biggest problem for deidentification (28/101, 27.7%), followed by the absence of clear criteria for deidentification measures (24/101, 23.8%; Table 4).
Table 4. Responses about the current state of data deidentification (N=118).

<table>
<thead>
<tr>
<th>Measures</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deidentify when using health care data (n=118)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>101 (85.6)</td>
</tr>
<tr>
<td>No</td>
<td>17 (14.4)</td>
</tr>
<tr>
<td>Number of applied deidentification methods (n=101)</td>
<td></td>
</tr>
<tr>
<td>1 method</td>
<td>37 (31.4)</td>
</tr>
<tr>
<td>2 methods</td>
<td>33 (28.0)</td>
</tr>
<tr>
<td>3 methods</td>
<td>18 (15.3)</td>
</tr>
<tr>
<td>4 methods</td>
<td>4 (3.4)</td>
</tr>
<tr>
<td>5 methods</td>
<td>9 (7.6)</td>
</tr>
<tr>
<td>Applied methods (n=101; multiple response question)</td>
<td></td>
</tr>
<tr>
<td>Pseudonymization</td>
<td>72 (71.3)</td>
</tr>
<tr>
<td>Masking</td>
<td>57 (56.4)</td>
</tr>
<tr>
<td>Data reduction</td>
<td>37 (36.6)</td>
</tr>
<tr>
<td>Data suppression</td>
<td>30 (29.7)</td>
</tr>
<tr>
<td>Aggregation</td>
<td>22 (21.8)</td>
</tr>
<tr>
<td>Difficulties when deidentifying data (n=101)</td>
<td></td>
</tr>
<tr>
<td>Strict social culture</td>
<td>28 (27.7)</td>
</tr>
<tr>
<td>Absence of clear deidentification guideline</td>
<td>24 (23.8)</td>
</tr>
<tr>
<td>Usefulness of deidentified data</td>
<td>15 (14.9)</td>
</tr>
<tr>
<td>Lack of understanding of deidentification policy and technology</td>
<td>14 (13.9)</td>
</tr>
<tr>
<td>Lack of relevant institution support</td>
<td>11 (10.9)</td>
</tr>
<tr>
<td>Lack of deidentification measure for unstructured data</td>
<td>9 (8.9)</td>
</tr>
</tbody>
</table>

Data Linkage

The majority of participants answered that they require data linking (98/118, 83.1%). The difference in the proportion of respondents who wanted to use data linkage for public or commercial purposes was not statistically significant (P=.64). The 98 respondents who said that data linking was necessary indicated that the purpose of linking data was to obtain longitudinal data (62/98, 63.3%). In addition, deregulation and data standardization comprised a large proportion of data linking improvement suggestions (33/98, 33.7% and 38/98, 38.8%, respectively). In the two items that investigated the reason for data linkage and suggestions to facilitate data linking, the proportion of responses in both the public purpose and commercial purpose groups did not significantly differ (P=.16 and P=.47, respectively).

The groups that used data for public purposes responded that health care data are to be used to develop health care policy (41.8%, 28/81). On the other hand, the group that used data for commercial purposes primarily responded that data was to be used for the development of diagnostic technology (n=12; Table 5).
Table 5. Demand for health care data linking.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Participants, n (%)</th>
<th>Chi-square (df)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Public purpose</td>
<td>Commercial purpose</td>
<td>Other (n=3)</td>
</tr>
<tr>
<td>Data linking</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Required</td>
<td>67 (82.7)</td>
<td>30 (88.2)</td>
<td>1 (33.3)</td>
</tr>
<tr>
<td>Not required</td>
<td>14 (17.3)</td>
<td>4 (11.8)</td>
<td>2 (66.7)</td>
</tr>
<tr>
<td>Reason for data linking (n=98)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obtain longitudinal data</td>
<td>39 (58.2)</td>
<td>23 (76.7)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Obtain larger number of subjects</td>
<td>15 (22.4)</td>
<td>5 (16.7)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Develop policy predicated on data</td>
<td>13 (19.4)</td>
<td>2 (6.7)</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>Suggestions for facilitating health care data linking (n=98)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deregulation</td>
<td>22 (32.8)</td>
<td>11 (36.7)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Data standardization</td>
<td>28 (41.8)</td>
<td>10 (33.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Effective guidelines including procedure, responsibility, and technology</td>
<td>11 (16.4)</td>
<td>8 (26.7)</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>Improvement of social recognition</td>
<td>6 (9.0)</td>
<td>1 (3.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Usage details (n=98)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Development of health care policy</td>
<td>28 (41.8)</td>
<td>2 (6.7)</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>Development of diagnostic technology</td>
<td>15 (22.4)</td>
<td>12 (40.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Development of treatment modality</td>
<td>12 (17.9)</td>
<td>4 (13.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>General research</td>
<td>8 (11.9)</td>
<td>4 (13.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Development of medical device</td>
<td>2 (3.0)</td>
<td>6 (20.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Development of new drug</td>
<td>1 (1.5)</td>
<td>1 (3.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (1.5)</td>
<td>1 (3.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>67 (100.0)</td>
<td>30 (100.0)</td>
<td>1 (100.0)</td>
</tr>
</tbody>
</table>

aPublic versus commercial.

Discussion

Principal Findings

The primary finding of this study was the clarification of each health care area’s need for data. Most wanted to use clinical data and public data, except for university respondents. Considering the amount of stored data depending on the health care field [25], it is understandable that clinical data are in high demand.

Secondly, most participants who use health care data conduct deidentification measures before data use. The majority of deidentification measures are implemented using more than one method. This survey was not able to distinguish between cases in which deidentification was not conducted when required and cases in which it was not conducted because the data was not identifiable (whether due to the exclusion of personal information or the lack of legal deidentification requirements). Although it is not clear whether these respondents voluntarily implemented deidentification measures or were obligated to do so, it appears they consider health care data to be sensitive information. Their use of multiple deidentification measures may be considered proof of action to mitigate concerns about privacy infringement. However, they pointed out that rigid social culture acts as a primary obstacle in data deidentification. Therefore, if we prove that privacy is guaranteed, we can achieve social consensus and relieve sociocultural rigidity.

Lastly, the proportion of respondents who need to link data was significantly larger than the proportion of respondents who do not; these respondents indicated that deregulation and standardization are necessary to facilitate data linkage. This suggests that many of these respondents face difficulties due to intensive regulation. Data users may experience legal conflicts when they want to link data from external data sources. When linking with external data, an identifier is required, which is often personal information. If consent has been obtained for other research purposes previously, this identifier can be used; however, in big data analysis, there are limitations on obtained consent [21]. Furthermore, for personal information to be provided to third parties, they must obtain the consent of the subjects (article 17, Personal Information Protection Act [PIPA]). Practically, it has been burdensome for controllers to...
recontact individual subjects and obtain consent; thus, they may be obstructed by law [26]. Data sharing and linkage are limited by the PIPA [27].

In recent years, some countries have attempted to revise their information protection legislation to prepare for the development of a new information industry [28,29]. The United States has enacted the Final Rule, a revision of the Common Rule, to reduce the regulatory burden and create a new concept of broad consent to enhance both the use and protection of data [4,30]. The European Union, by enacting the General Data Protection Regulation, has strengthened data protection principles while including principles such as the right to data portability [31]. In Japan, the concept of anonymizing processed information is defined by law, and the use of personal information is being promoted [32].

Yet, privacy remains an issue in countries that are trying to implement centralized electronic health records (EHRs), such as Canada. Centralized EHRs could have interoperability in terms of data structure because the same data schema enables data linking and communication. This would reduce the obstacle for health care data use. However, in terms of comprehensive use and communication of data, the privacy issue must be handled for secondary use. Therefore, as long as privacy remains an issue, there will also be a need for data linking. For example, a study on a Canada-wide EHR system stated that privacy systems should address the issues of deidentifying health care data and privacy concerns [33,34]; skeptics have warned against adopting a Canada-wide EHR system until then [35]. Furthermore, even with centralized EHRs, the privacy issue will remain in situations of linking with privately collected data, such as mobile data and data collected by wearable devices. In a survey conducted in the United States to identify digital health adoption and sentiments of consumers, results showed people are rarely willing to provide personal health data to pharmaceutical companies, research institutes, or information technology companies [36].

Considering this global trend, the regulation of personal information in Korea does not reflect these changes [37]. There have been many studies on methods by which regulation can be improved to reflect changes in secondary data usage; however, to provide a basis for these legislative improvements, there was a need for evidence to show that actual users experienced these difficulties and needs for data linking.

The results of this study confirm that the use of health care data conflicts with the law, which leads to the implication that legislation should be revised to facilitate data utilization. However, it should not simply be deregulated, but balanced between protection and utilization, as is the case of major countries. To improve this legal system, a survey of opinions on the use of health care data also should be conducted on the data supplier and beneficiary side (the general population). In the United States, these surveys about digital health consumer’s sentiments have been conducted, and most respondents remain wary about sharing their health data with technology companies [36]. Likewise, surveys on how the opinions of hospital’s data managers differ from those of the users in our study should be conducted to achieve a better social consensus and reconcile the two areas of data utilization and protection.

Limitations
The respondents in this study were primarily involved in general hospitals and universities, whereas the respondents in academia and industry were few. Respondents affiliated with universities are considered to hold concurrent positions in general hospitals. In addition, we did not obtain significant information on the characteristics of the entire population in the survey because survey promotion was conducted through social network services and the transmission of official documents. However, considering the number of medical institutions in Korea (tertiary hospitals or secondary hospitals) and the number of universities, it is natural that many respondents belong to medical institutions and universities. Although this may not directly represent the opinion of the entire population in need of health care data, in the absence of previous studies that directly investigate the opinions of data users, this study has the advantage of illuminating the present status of Korean data users’ perspectives in a cross-sectional way.

In addition, to represent the overall opinion of the population, it is necessary to select the population for each institution and extract a sample using a stratified sampling method. We examined the current circumstances of health care data use from data users’ perspectives, but data managers and beneficiaries should also be surveyed for policy development to ensure that all parties are considered in bridging the gap between data privacy and utilization.

Conclusion
This study provides a cross-sectional view from a practical user-oriented perspective on the types of data users find valuable, the efforts and obstacles that characterize deidentification processes, and users’ needs for data linking. Most respondents seek to use clinical and public data. Moreover, most implement deidentification measures. We confirmed that they want to link data but are limited by regulations regardless of whether their purpose is commercial or public. A legal system that is founded on both the utilization and protection of data is necessary.
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Abstract

Background: The literature abounds with increasing numbers of research studies using genomic data in combination with health data (eg, health records and phenotypic and lifestyle data), with great potential for large-scale research and precision medicine. However, concerns have been raised about social acceptability and risks posed for individuals and their kin. Although there has been public engagement on various aspects of this topic, there is a lack of information about public views on data access models.

Objective: This study aimed to address the lack of information on the social acceptability of access models for reusing genomic data collected for research in conjunction with health data. Models considered were open web-based access, released externally to researchers, and access within a data safe haven.

Methods: Views were ascertained using a series of 8 public workshops (N=116). The workshops included an explanation of benefits and risks in using genomic data with health data, a facilitated discussion, and an exit questionnaire. The resulting quantitative data were analyzed using descriptive and inferential statistics, and the qualitative data were analyzed for emerging themes.

Results: Respondents placed a high value on the reuse of genomic data but raised concerns including data misuse, information governance, and discrimination. They showed a preference for giving consent and use of data within a safe haven over external release or open access. Perceived risks with open access included data being used by unscrupulous parties, with external release included data security, and with safe havens included the need for robust safeguards.

Conclusions: This is the first known study exploring public views of access models for reusing anonymized genomic and health data in research. It indicated that people are generally amenable but prefer data safe havens because of perceived sensitivities. We recommend that public views be incorporated into guidance on models for the reuse of genomic and health data.

(J Med Internet Res 2019;21(8):e14384) doi:10.2196/14384
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Introduction

Background

We are witnessing a rapid expansion in the availability and use of genomic data to inform research and clinical care. The trajectory is for this trend to increase with the falling cost of whole-genome sequencing, rapid technical advances, and rise of data management facilities [1]. Work with genomic data spans the whole spectrum, from large-scale research using many thousands of records to precision medicine at the individual level. To date, the majority of genomic data have been used in large-scale research such as genome-wide association studies (GWAS) and exome-wide association studies (EWAS), among others. GWAS and EWAS are essential observational studies comparing DNA sequences and exploring variants that may be associated with a phenotypic trait. Precision medicine, where treatments and medication regimes are informed by individual
genetic status, seeks to use the findings of observational studies to inform tailored clinical care. There are strong drivers for precision medicine, such as reducing the use of poorly effective interventions, thereby leading to better patient outcomes and saving costs. The UK Chief Medical Officer has expressed her dream for genomic medicine to become commonplace: “I want the NHS across the whole breadth to be offering genomic medicine - that means diagnosis of our genes - to patients where they can possibly benefit” [2]. The Department of Health program seeking to sequence 100,000 genomes has achieved this target, thereby creating a valuable data resource toward this goal [3]. The US National Institute of Health has initiated a program called All of Us, aiming to gather data from at least 1 million citizens to accelerate the introduction of precision medicine into all areas of health and health care on a large scale [4]. The Canadian government has made a major investment to advance cutting-edge developments in genomics research [5]. Successes in precision medicine are growing, but there is much further work to be done to gain the advantages and for it to become mainstream.

Between the ends of the spectrum, large scale studies using genomic data and precision medicine using individual genomic information, there is a vast range of work and many permutations of research to enable meaningful findings to be taken forward. With the exception of certain single-gene conditions such as cystic fibrosis and sickle cell anemia, the relationship between genotype and phenotype is highly complex, involving multiple genes and expression profiles. Research using genomic data in conjunction with health data (defined here as health records, phenotypic data, and lifestyle data) in condition-specific cohorts or population-level studies plays a unique role. In this type of research, it is often genomic derivatives (eg, variants and risk scores) rather than sequence data that are used with health data. Such studies allow the relationships between genomic markers, lifestyle factors, and phenotypes of interest to be explored. However, for this research to take place, genomic data collected for research studies need to be available for reuse. To be most effective, the data need to be linkable at the individual level so that genomic and wider factors can be taken into account.

There are some prevalent concerns about social acceptability and the risks posed for individuals and their kin in the use of genomic data for research. These include possible discrimination in relation to insurance coverage and employment opportunities for people with genetic conditions or high perceived risks of developing a disease [6]. However, public views on the use of genomic data have been found to be variable. The Global Alliance for Genomics and Health (GA4GH) has been running a public survey extending across numerous countries seeking views on the use of genomic data [7]. Among over 10,000 respondents, 52% felt information from DNA was different from other medical data, with 48% unsure or making no distinction. In relation to web-based data, respondents considered their banking data as needing most protection, above medical and genomic information [8]. However, although there is public engagement on various aspects of this topic, there is a lack of information about public views on models of data access. From a review on published studies using genomic data (to be published separately), we categorized 3 main data access models: open access where data are publicly available on a website, curated data released to specified researchers, and data accessed by specified researchers within a safe haven. We define a data safe haven as a secure virtual environment within which data are managed and analyzed and from which anonymized results can be released [9].

**Study Aim**

To date, the majority of extant genomic data have been collected for research studies; the reuse of these datasets in deidentified form formed the focus of our study. The main aim of this study was to address the lack of information on the social acceptability of access models for reusing genomic data collected for research in conjunction with health data. This included public views on the use of the data with informed consent, without informed consent, and without consent but with notification for each of the 3 models. The reuse of any genomic data collected for clinical care and incorporated into the electronic health record (EHR) is out of scope for this study. It is assumed that the sharing of EHR data is subject to health provider mechanisms and agreements with recipient parties in line with relevant jurisdictional legislation.

**Methods**

**Study Design**

The study used a mixed methods approach, collecting and integrating quantitative and qualitative data. Public views were ascertained using a series of 8 workshops held between February and November 2018. Groups were selected purposively on the basis of having an interest in health care, health research, biological science, or data linkage research. The reasoning for this was 2-fold: we wanted to gain the views of groups with an interest in at least one of these areas as the study was breaking new ground; and it meant that we could tailor and reduce the explanation of concepts to meet the needs of the audience in the time available for the workshops. The groups comprised pupils at sixth-form college (in Neath Port Talbot); students at a further education college (in Pembrokeshire); university staff and students; a business professionals group; a general public consumer panel; science festival attendees, a grand round of health professionals; and University of Third Age members. All workshops were held in Wales, and where the location is not mentioned, the meetings took place on Swansea University premises. As the workshops took place at preexisting meetings with no registration process, it was not possible to control the numbers attending or influence participant selection.

Ethical approval for research with public participants was obtained from the Swansea University Medical School Research Ethics and Governance Committee. We note that in working with the public, we generally referred to genetic data rather than genomic, as genetics was a more familiar term to the participants. We did, however, explain the terms and the difference between them.

The workshops were led by KHJ and HD and ran for 1 hour. Notes of the discussions were taken (by HD and KHJ) and compared for consensus.
research examples was given by KHJ, who also initiated the discussions. The information was presented in a deliberately neutral way not to preempt or influence viewpoints. The information was presented consistently across all workshops with each following the same format.

**Initial Discussions on Public Knowledge**

This involved asking the audience about the latest news item they had heard about genetics, their awareness of genetic data being used in research, and how they believe the data are used.

**Introduction to the Study**

This included describing the study purpose; the focus on the reuse in deidentified form of genetic data collected for research, as distinct from the process of data collection for clinical purposes; types of genetic data and wider health data; and how data can be accessed in terms of the 3 main models (open access, released externally, or within a data safe haven). We included a brief explanation of genetic data sequence and derivatives such as traits, variants, and risk scores.

Examples of organizations operating differing access were genetic and health data made openly available in the Personal Genome Project [10], UK Biobank collates and releases anonymized linked genetic and health data to approved researchers for specific studies [11], and the Sax Institute provides access to anonymized genetic and health data to approved researchers for specific studies within a data safe haven [12]. It was explained that, although data may be used in anonymized form, identifiable data are needed to process the primary research data for reuse and enable linkage to health data. Through these examples, we provided practical descriptions of each operating model, and how the ethical and other regulatory permissions needed for researchers to access the data can vary.

Participants were provided with examples of research studies that have used genetic data, particularly with health data, and arising from the commercial and noncommercial sectors. Studies included large-scale work to identify variants of interest, considering lifestyle factors in relation to the BRCA mutations, and medication monitoring based on genetics. We also included an introduction to direct-to-consumer genetic testing companies, such as Patients Like Me [13] and 23andMe [14], which provide sequencing services and personal genetic information to individuals, then retain and use the resulting data for research.

**Discussions on Public Views**

At this stage in the workshop, an open discussion was encouraged by asking the audience how they felt about these kinds of research taking place and what could be done to address any concerns they have.

**Exit Questionnaire**

Participants were asked to complete a questionnaire at the end of the workshop (Multimedia Appendix 1). This asked about knowledge and views on the use of genetic data and specifically asked about the relative acceptability of the 3 models of access. The questionnaire data were collected in anonymized form, and it gave the participants the opportunity to provide their views individually and privately.

Quantitative responses to the questionnaire were analyzed in IBM SPSS (version 22). Descriptive statistics were used to characterize the respondents, and for frequencies, the chi-square test was used to assess independence between categories, and the two-proportion z-test was used to compare proportions with Bonferroni correction where appropriate [15]. Free-text qualitative responses from the questionnaire were analyzed thematically by manual assessment and comparison between members of the research team (HD and KHJ) for consensus on theme identification and data convergence. A similar thematic analysis was conducted on the topics arising in the open discussions. Most analyses were based on the questionnaire responses, with the information from the open discussions being used more generally for context setting.

**Results**

**Overview**

The initial discussions (step 1) on public knowledge raised topics from news stories such as 3-parent babies and designer babies, inheritable genetic conditions such as Huntington disease, the potential for cancer research, gene editing, and invasive testing of embryos for genetic problems. Participants perceived the great value and opportunities becoming available with the increasing use of genetic data. These benefits were reiterated in the open discussion (step 3), but participants also drew attention to various concerns about privacy and confidentiality depending on data use and parties concerned. These included statements such as, “I would be worried about being discriminated against (insurance, work etc.),” “I am fearful of data in the hands of commercial companies,” and “I’m concerned about legislative and attitudinal ‘creep’—what we enforce now will, no doubt creep over time.” In terms of what could be done to address their concerns, participants highlighted the need for robust governance, data anonymization, data security, and greater transparency in data use.

**Characterizing the Respondents**

Information about the attendees was collected in part A of the questionnaire shown in Multimedia Appendix 1. There were 116 respondents in total: 54 men and 62 women. The denominator in all percentage values is 116 unless otherwise stated. The age profile was as follows: 16 to 25 years: 18.9% (22/116); 26 to 35 years: 31.8% (37/116); 36 to 45 years: 15.5% (18/116); 46 to 55 years: 9.4% (11/116); 56 to 65 years: 6.8% (8/116); and older than 65 years: 17.2% (20/116). As the data were collected in age bands, mean age and standard deviation are not known. This profile was compared with the 2011 UK census figures [16] to gauge representativeness of the sample. The age bands are slightly different in the census but are close enough to provide an indicative measure. From this, we observed that our sample was overrepresented in the 26 to 35 year age band. Among the respondents, 50 (43.1%, 50/116) had children, and the remainder did not. Just more than half (n=58, 52%) held a degree with almost one-third (n=32, 33%) holding a degree in a biological subject. This higher rate than in the general population was to be expected because of the nature of the groups. By comparison, approximately 40% of the UK population are graduates [17].
Participants were asked to gauge their own background knowledge of genetics in 5 categories from none to very good. This was a matter of personal perception of one’s own ability, and as a general summary, the frequencies were no knowledge: 6.8% (8/116); a little: 34.4% (40/116); middling: 36.2% (42/116); good: 14.6% (17/116); and very good: 6.8% (8/116). This was examined further by taking into account the highest education level of the respondents in a biological subject and separately in any subject. All the qualifications are UK based, apart from degrees and professional qualifications, which are more generic categories: General Certificate of Secondary Education (GCSE) examinations are taken at age 16 years, Advanced Level (A level) examinations are taken at 18 years, Higher National Certificate/Diploma qualifications are often taken in post-16 Further Education colleges, and National Vocational Qualifications are work-based examinations. When all the categories of education level in Q5a or Q5b were included, there was no association between attainment level and self-reported knowledge. This may have been because of the variability between the categories of qualification. However, when the categories were restricted to those known to be hierarchical (GCSE, A level, and degree), attainment in a biological subject was found to be associated with higher self-reported knowledge (chi-squared $P=.02$). The relationship between self-reported knowledge and attainment across all subjects remained insignificant.

### Respondents’ Views on Data Use

The majority (78/116, 67.2%) of questionnaire respondents placed a high or very high value on using genetic data for research, with only 8 people (7/116, 6.8%) considering the value to be low or very low. No specific definition of value was presented to allow participants to make their own interpretations. Placing higher value on the use of genetic data was associated with higher attainment in a hierarchical biological subject (chi-square $P=.005$) and all subjects (chi-square $P=.02$).

There was no association between levels of value of using genetic data and levels of concern across all respondents. The most frequent level of concern about the use of genetic data for research was moderate, with 53/116 people (48%) indicating this response, 38/116 people (34%) showing low or very low concern, and 20/116 people (19%) having high or very high concern. The level of concern was not associated with educational attainment in either a biological subject or other subjects. It was also not associated with age or workshop attended. It was, however, associated with gender, with women showing higher levels of concern than men (chi-squared $P=.01$). A variety of themes emerged from the free-text responses in relation to causes for concern (Table 1), with the most frequent being misuse of data tied with concerns about information governance. Respondents noted that their concerns would be allayed if they could be assured of appropriate data use, data security, and proper information governance to avoid the data falling into the hands of agents who might discriminate against them.

### Table 1. Concerns about the use of genetic data for research (N=116).

<table>
<thead>
<tr>
<th>Type of concern</th>
<th>Respondents, n (%)</th>
<th>Percentage of total concerns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data misuse</td>
<td>30 (25.9)</td>
<td>23</td>
</tr>
<tr>
<td>Information governance</td>
<td>30 (25.9)</td>
<td>23</td>
</tr>
<tr>
<td>Purpose of use</td>
<td>23 (19.8)</td>
<td>18</td>
</tr>
<tr>
<td>Discrimination</td>
<td>22 (19.0)</td>
<td>17</td>
</tr>
<tr>
<td>Security</td>
<td>16 (13.8)</td>
<td>13</td>
</tr>
<tr>
<td>Disclosure risk</td>
<td>7 (6.0)</td>
<td>6</td>
</tr>
</tbody>
</table>

Respondents’ concerns about the use of genetic data for research are given in themed areas. Each participant was asked to provide up to 3 concerns, which were then grouped into themes.

The questionnaire asked participants to provide their views on access to their genetic data in each of the 3 main access models: openly accessible on a website, released to researchers, and access within a data safe haven. For each option, they were asked to indicate whether they were willing, not sure, or unwilling in relation to whether they were consented, not consented, or not consented but notified. The results of analyzing these categorical data are shown in Figure 1. Participants showed a preference for informed consent over the other options and a preference for data use within a safe haven compared with other access models. A similar, but more cautious, pattern was observed for the use of data pertaining to participants’ children.

Interestingly, less than 5% of respondents stated they would be unwilling for their genetic data to be reused in a data safe haven if they were asked for consent to do so.

For each model, attendees indicated their willingness for their data to be used with consent, without being consented, and notified.

The significance of the apparent differences was tested by comparing the proportions of respondents willing for their data to be reused across consent options within each data access model (ie, intramodel seen horizontally in Figure 1). Similarly, we compared the proportions willing between models of data access (ie, intermodel seen vertically in Figure 1). We repeated these 2 analyses for willingness for children’s data reuse. We also compared proportions willing for the use of their own and their children’s data by access model for a given consent status.
Figure 1. Participant views on access to their and their children’s genetic data in each of the three main access models.

Intramodel Comparison of Data Access Preferences

We found that there was a significant difference between willingness for the reuse of respondents’ genetic data with versus without consent and with consent versus notified within all 3 access models. This was the case with and without the Bonferroni correction. There was, however, no significant difference in the proportion of respondents willing for their data to be reused between the options of without consent and notified. The same pattern was observed in their willingness for their children’s data to be reused (Table 2). This indicates that the respondents’ preferences are to be consented to the reuse of genomic data collected for research. It was not considered appropriate for reuse of genomic research data to proceed without consent, nor sufficient to be merely notified.

Table 2. Intramodel comparison: with consent, without consent, and notified.

<table>
<thead>
<tr>
<th>Consent status — access model</th>
<th>With consent: without consent</th>
<th>With consent: notified</th>
<th>Without consent: notified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
<td>CI</td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Open: own</td>
<td>≤ .001</td>
<td>0.33 to 0.56</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Open: children</td>
<td>≤ .001</td>
<td>0.17 to 0.41</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Release: own</td>
<td>≤ .001</td>
<td>0.34 to 0.58</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Release: children</td>
<td>≤ .001</td>
<td>0.27 to 0.54</td>
<td>≤ .001</td>
</tr>
<tr>
<td>DSH&lt;sup&gt;b&lt;/sup&gt;: own</td>
<td>≤ .001</td>
<td>0.46 to 0.68</td>
<td>≤ .001</td>
</tr>
<tr>
<td>DSH: children</td>
<td>≤ .001</td>
<td>0.22 to 0.51</td>
<td>≤ .001</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values above .05 were not considered significant.

<sup>b</sup>DSH: data safe haven.

This table displays comparisons of respondent preferences between consent options within each of the 3 models of data access: openly accessible, released externally to researchers, and accesses within a safe haven. Preferences in relation to their own and children’s data are shown. The significance level is 95%. The CIs are the interval lower and upper limits for the difference in proportions using the two-proportion z-test. Frequency denominators varied between questions with none less than 100 (of 116 participants) and were used accordingly. A Bonferroni correction was applied (for 3 tests in each set, thus requiring a P value < .017 to remain significant at the 95% level), but in this case, it did not affect the results.

Intermodel Comparison of Data Access Preferences

We found no significant differences in respondents’ willingness for their genomic data to be reused when the open access model was compared with the release model. The results were similarly not significant between the release model and access within a data safe haven, with the Bonferroni correction. The same pattern was seen for the reuse of children’s data. There were, however, some significant differences between the open access and data safe haven models, corresponding with the greater degree of respondent concern about data being openly accessible compared with accessed within a safe haven (Table 3).
Table 3. Intermodel comparison: open access, release, and within data safe haven.

<table>
<thead>
<tr>
<th>Access model—consent status</th>
<th>Open: release</th>
<th>Open: DSH</th>
<th>Release: DSH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
<td>CI</td>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>With consent: own</td>
<td>.11</td>
<td>−0.24 to 0.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>With consent: children</td>
<td>.14</td>
<td>−0.04 to 0.26</td>
<td>.01&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Without consent: own</td>
<td>.07</td>
<td>−0.01 to 0.19</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Without consent: children</td>
<td>.21</td>
<td>−0.04 to 0.17</td>
<td>.04&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Notified: own</td>
<td>.17</td>
<td>−0.03 to 0.18</td>
<td>.001</td>
</tr>
<tr>
<td>Notified: children</td>
<td>.06</td>
<td>0.00 to 0.21</td>
<td>.004</td>
</tr>
</tbody>
</table>

<sup>a</sup>DSH: data safe haven.
<sup>b</sup>P values above .05 were not considered significant.
<sup>c</sup>Not significant when Bonferroni correction applied.

This table displays comparisons of respondent preferences between access models for each of the 3 consent options: with consent, without consent, and without consent but notified. Preferences in relation to their own and children’s data are shown. The conditions for the two-proportion z-test and Bonferroni correction were as for Table 2. Some results were no longer significant when adjusting for multiple testing.

**Own Versus Childrens’ Data Reuse Comparison**

The comparisons showed no significant differences in the reuse of respondents’ own against children’s data for any model when the options were without consent or without consent but notified. As can be seen from Figure 1, the proportions of respondents willing for their, or their children’s, data to be reused under these options were low. There were some differences in willingness for the reuse of respondents’ own against children’s data when the option was with consent. However, the only 1 remaining significant after Bonferroni correction was reuse within a data safe haven. This was the model favored by the respondents with a greater degree of caution seen in relation to the reuse of children’s data compared with their own (Table 4).

Table 4. Comparison between the use of own and children’s data by access model for a given consent status.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
<td>CI</td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Open</td>
<td>.027&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.02 to 0.30</td>
<td>.94</td>
</tr>
<tr>
<td>Release</td>
<td>.033&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.01 to 0.29</td>
<td>.62</td>
</tr>
<tr>
<td>DSH&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.002</td>
<td>0.08 to 0.34</td>
<td>.92</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values above .05 were not considered significant.
<sup>b</sup>Not significant when Bonferroni correction applied.
<sup>c</sup>DSH: data safe haven.

Respondent preferences between the use of their own and children’s data by access models and consent option are shown. The conditions for the two-proportion z-test and Bonferroni correction were as for Table 2. Most results were not significant, and this was further reduced when the Bonferroni correction was applied.

**Respondents’ Reasons for Viewpoints**

Participants elaborated on reasons for their views in relation to each model. Their free-text viewpoints provided context to the numerical data. Their main concerns included data security, protection of identity, the right to make informed choices, control over data use, who might access the data under the various models, and concern about unknown future developments. Example responses for each of the access models (openly accessible, data released externally to researchers, and data accessed within a data safe haven) from a variety of participants are given below. Information about each respondent has been included for context.

In relation to data being openly accessible, viewpoints included the following:

**Potential for re-identification by unscrupulous people/organisations.** [Female, aged 16-25 years, no children, A level in a biological subject, professional qualification in another subject, data use: high value and moderate concern] [I am] sufficiently unhappy with the idea that it would be an active deterrent from having children at all/going abroad to have them. [male, aged 26-35 years, no children, degree in a biological subject, data use: moderate value and very high concern]
It’s not my place to give info of my children to strangers for any reason. [male, aged 26-35 years, has children, degree in a biological subject, data use: very high value and low concern]

...want to help with research...my DNA can’t be used to re-identify me yet. [female, aged 16-25 years, no children, GCSE in a biological subject, data use: high value, low concern]

In relation to data released externally, viewpoints included the following:

I don’t know enough about it [but] I’d like to help researchers find cures and things. [female, aged 16-25 years, no children, GCSE in a biological subject, data use: moderate value, moderate concern]

My primary concern is the security of data if it is sent out to researchers. [male, aged >65 years, has children, degree in a biological subject, data use: very high value, low concern]

If going to researchers, then it is less likely to be abused by others online etc. who are not researchers. [male, aged 46-55 years, has children, professional qualification in a biological subject, data use: moderate value and low concern]

Not sure if people could be identified [female, aged 26-35 years, no children, degree in a biological subject, data use: very high value and moderate concern]

In relation to data accessed within a safe haven, viewpoints included the following:

[Data used] to what end is my main concern. But overall happier in a safer environment. [male, aged 26-35 years, no children, A level in a biological subject, degree in another subject, data use: very high value and low concern]

I fully expect this to be used—missing a trick otherwise. [female, aged 36-45 years, has children, degree in a biological subject, data use: high value and moderate concern]

I would want to be reassured of safeguards. [female, aged 26-35 years, has children, A level in a biological subject, degree in another subject, data use: very high value and moderate concern]

Happy for my data to be used as I’m and adult and I’m told. Not for my children. They need to be able to make that decision. [male, aged 26-35 years, has children, GCSE in a biological subject, degree in another subject, data use: very high value and low concern]

Where additional views were given, they further polarized the preference for consent and data reuse in a safe haven.

In relation to linked genetic and wider health data being openly accessible in anonymized form, participant views included the following:

Scholars need these websites to check their daily work
Fine as long as there is consent
I would need to see what the data looks like. There are too many concerns for me to agree to this
I feel it’s not safe and I don’t want the discrimination

For the release of linked anonymized genetic and wider health data, responses included the following:

I do not mind as long as it is anonymous
Acceptable as long as there is consent and data is held securely
Dependent on the research question and access limitations
Unsafe—would depend on safeguards imposed

For accessing linked anonymized genetic and wider health data in a safe haven, viewpoints included the following:

Most comfortable with this
Safe, secure, governance, auditable—okay
Data being used by verified researchers for public benefit is a good thing. Having the data kept safe and controlled is a must
I am happy for this to happen provided it is safe, not sold etc

Discussion

Principal Findings

This study has begun to address the lack of knowledge on the social acceptability of access models for reusing genomic data collected for research in conjunction with wider health data. This is the first known study to address this topic. As noted earlier, it does not relate to the reuse of genomic data collected for clinical care, incorporated into the health record. Our findings indicate that most public participants place a high to very high value on the reuse of genomic data. This viewpoint was associated with higher educational attainment in a biological subject but was also present across all educational subjects. Their areas of concern included data misuse, how data are governed, disclosure risk, possible discrimination, and the purpose of data use and were in accord with the large-scale survey conducted by the GA4GH [7,8]. Levels of concern were not, however, associated with educational attainment but were associated with gender with women showing greater concern than men. This might be due, in part, to the fact that women show greater levels of anxiety than men in the general population [18].

A comparison of response frequencies indicated that participants preferred to give informed consent for the reuse of their own or children’s genomic data that had been collected for research, over being notified or not consented. Tests of statistical
significance between without consent and without consent but notified suggest the respondents saw little difference between these 2 options and bolstered the preference for consent. Participants favored data use within a safe haven compared with the release and open access models in terms of response frequencies. However, this difference was only significant between the open access and safe haven models of data access. Free-text responses provided information on reasons for preferences. These included the desire to support research but strong views against open access, which go some way to explaining the observed results.

Although there was little statistical significance, participants expressed more caution in relation to children’s data than their own in terms of the response frequencies on access model and consent options and their elaborations on reasons for their choices. Respondents felt it was important that children are able to make their own choices in relation to the reuse of their genomic data. In practice, this depends on the age of valid consent but supports the reconsenting of young people once that age is attained. However, we also acknowledge that this might not always be practicable and propose that participants coming of age should always be taken into account at the outset so that it can be accommodated in the research plans.

We have limited this study to public views on the reuse of genomic data collected for research because this is the main source of extant genomic data and because the sharing of data contained in the health record is subject to health provider data governance, including repurposing in line with jurisdictional legislation. There are numerous long-established enterprises across the world that reuse population health data in anonymized form for research, using datasets drawn from existing health records rather than engaging in primary data collection [19]. We recognize this as distinct from data collected for research and are not making any recommendations in relation to the work of these enterprises other than to state that an insistence on additional consent for the reuse of health record data would be impractical and highly detrimental to such research [20].

The use of genomic data through web-based open access is current practice in large-scale GWAS and EWAS because of the compute capacity required in processing the data files and the need to access data across multiple sources [21]. GWAS and EWAS often use genomic data without associated wider health data because they are concerned with profiling variants of possible significance [22]. We acknowledge the indispensable value of such studies, such as for sequence alignment and variant calling. The GA4GH has proposed a system of registered access for web-based use of genomic data with health data to facilitate the reuse of data within the bounds of consent restrictions and other ethical obligations [23]. We welcome this as an improvement, as our findings with little favor for sharing genomic data through open web-based access suggest that open access would not be socially acceptable as an extensible model for research linking genomic to wider health data. Release to specified researchers or especially access within a data safe haven was preferred and also reflects the general trend in working with linked health data [9].

Limitations
We recognize the limitations of our study. The sample size was relatively small but included a range of ages, interest areas, and backgrounds. In the interests of privacy, we did not collect the full demographic details of our participants, and having grouped age into 10-year bands, we could not drill down further on this variable. The sample size also meant that we were limited in our options for stratified analyses. The workshops took place across South Wales, and although we do not know if public opinion on the reuse of genomic data with other health data would be significantly different in other parts of the United Kingdom or wider world, we acknowledge location as a possible limitation. As noted, we also acknowledge that a greater number of our participants were educated to degree level than the general population. However, further work could be undertaken to expand the study and address this possible source of bias in the opinions expressed. We have not included a consideration of legal and ethical requirements and how they vary; as we are preparing a further publication to do these issues justice and keep the focus of this paper on public views.

Recommendations for Future Work
The reuse of genomic data with health data is an expanding area and one that needs much further work with the public and other stakeholders. Although our participants expressed a preference for consent, there are questions around the purpose and nature of the consent. If the data are to be reused in anonymized form, then strictly speaking, consent is not required for that reuse. But identifiable data are necessary to create anonymized data, thus calling for consent for data processing into anonymized form. This would need to be made clear on the participant information sheet and in the consent process.

We recommend that consent for the reuse of research data be incorporated into the consent form at data collection to avoid subsequent difficulties with reuse. The lead author has proposed this to the UK Health Research Authority for all primary research using personal data, not limited to genomic data. It is being taken forward as advice to be given to researchers by ethics committees and institutional review boards as part of the UK integrated research application system. Example wording for the participant information sheet and consent form is given in Multimedia Appendix 2. This is being piloted and has begun to see acceptance by research ethics committees [24]. This simple idea has the potential to revolutionize data reuse by avoiding the lack of appropriate consent. However, we also acknowledge that consent is not the ultimate panacea [25], particularly with the degree of unknownness in genomic data. Further work on consent for reuse needs to ensure the public properly understand this characteristic of genomic data.

Recommendation 1: The inclusion of consent to use personal data for deidentification so data can be reused for research should be incorporated into consent forms and participant information sheets for studies collecting primary data.

Biobanks commonly use a broad consent model where participants agree to a framework for future research of certain types. In the past, this involved the use of biological samples, but in this genomic era, it also involves the use of data generated
from the samples, thus raising greater privacy concerns for individuals and their kin [6]. Dynamic consent usually involves recontacting individuals to ask consent for particular uses [26]. Although there seem to be pros and cons with each, it would be difficult to enact a meaningful dynamic consent model for the reuse of data in anonymized form because the whole point of reusing data in this form is to protect (and not know) identity. But this too needs further exploration with the public and other stakeholders.

Recommendation 2: Public engagement should be conducted on a range of consent models to gain viewpoints on the acceptability of models for the reuse of genomic and health data, taking into account ethical and legal issues, and practicalities such as research utility and computing constraints.

The GA4GH proposal for registered access to web-based genomic and health data is a novel development and one requiring an assessment of public views to gauge its relative acceptability. This could follow a similar model as we have used here and could take into account factors such as types of research, parties accessing the data, requirements and constraints on data processing, compute capacity, and the pros and cons of other access models.

Recommendation 3: Public engagement should be conducted on the acceptability of registered access to web-based genomic and health data, in comparison with other access options and conditions.

As the use of genomic data is still relatively new, the level of public awareness needs to be enhanced to enable people to make informed choices. This should include a balanced explanation of the known perils and promise of genetic research and precision medicine and should be conducted transparently in a 2-way dialog, acknowledging that there are unknowns. This is also true for many health professionals, hence the rise in Genomic Medicine education. We also propose that education on this subject begins early by being properly incorporated into curricula for secondary school pupils (aged 11-18 years) to enable current and future generations to make informed choices.

Recommendation 4: Greater efforts are needed to raise awareness, engage in public dialog, and improve education about the perils and promise of genetic data research and precision medicine.

Genomic data are not singled out from other health data in data protection legislation (at least in the European Union) [27], and it is important not to bias public opinion and stifle research by exceptionalizing the risks in reusing genomic data [28]. Nonetheless, it is imperative that robust safeguards are in place so that genetic privacy and confidentiality (including in relation to kin) are secured. We propose that there is a need for a risk-based model incorporating public views into a flexible suite of controls to protect identities and maximize data utility.

Recommendation 5: Public views should be incorporated into the development of a risk-based, flexible suite of controls for accessing genomic and health data for research.

Conclusions

There is undoubtedly great potential in the use of genomic and health data for large-scale research and precision medicine. However, concerns about social acceptability and the risks posed for individuals and their kin need to be addressed. Although there is much public engagement on health data sharing in general and on various aspects of genomic data reuse, there has been a lack of information about public views on models for accessing combined genomic and health data. To date, most extant genomic data have been collected for research studies, and these datasets formed the focus of our study. This is the first known study to explore public views on access models for reusing anonymized genomic and health data in research. It indicated that people are generally amenable but prefer data safe havens over external release to specified researchers and open access because of perceived sensitivities. We recommend further public engagement, and that public views be incorporated into guidance on models for the reuse of genomic and health data.
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Abstract

Background: Adverse events are underreported in research studies, particularly randomized controlled trials and pharmacovigilance studies. A method that researchers could use to identify more complete safety profiles for medications is to use social media analytics. However, patient’s perspectives on the ethical issues associated with using patient reports of adverse drug events on social media are unclear.

Objective: The objective of this study was to explore the ethics of using social media for detecting and monitoring adverse events for research purposes using a multi methods approach.

Methods: A multi methods design comprising qualitative semistructured interviews (n=24), a focus group (n=3), and 3 Web-based discussions (n=20) with members of the public was adopted. Findings from a recent systematic review on the use of social media for monitoring adverse events provided a theoretical framework to interpret the study’s findings.

Results: Views were ascertained regarding the potential benefits and harms of the research, privacy expectations, informed consent, and social media platform. Although the majority of participants were supportive of social media content being used for research on adverse events, a small number of participants strongly opposed the idea. The potential benefit of the research was cited as the most influential factor to whether participants would give their consent to their data being used for research. There were also some caveats to people’s support for the use of their social media data for research purposes: the type of social media platform and consideration of the vulnerability of the social media user. Informed consent was regarded as difficult to obtain and this divided the opinion on whether it should be sought.

Conclusions: Social media users were generally positive about their social media data being used for research purposes; particularly for research on adverse events. However, approval was dependent on the potential benefit of the research and that individuals are protected from harm. Further study is required to establish when consent is required for an individual’s social media data to be used.

(J Med Internet Res 2019;21(8):e7081) doi:10.2196/jmir.7081
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Introduction

Background

Adverse Event Mentions on Social Media

Patient reports of adverse drug events from social media have great potential to improve the detection and monitoring of adverse effects of medications. Increasingly, people are posting information on their experiences of adverse events on social media, including discussion boards and Twitter. An overall prevalence of adverse event reports on social media has been estimated at 0.2% on generic social media platforms such as Twitter to 8% of all posts in patient forums [1]. The order of magnitude of data and the speed at which the data are made available (approaching real time) make social media a tool with the potential to revolutionize drug surveillance. This has led to a massive surge in the development of techniques for social media analytics of adverse event posts [2] and the assessment of data on adverse events from social media [1].

Ethical Challenges of Social Media Research

However, these new research avenues are not without ethical challenges [3-7]. Potentially difficult considerations surround the purpose and value of the research, benefits and harms to participants as well as privacy, informed consent, and confidentiality [8]. The ethical issues of social media research have been much debated [3,8-11]. However, there has been little formal investigation of patients’ views on the use of social media for research purposes. We previously undertook a systematic review with 17 included studies, which aimed to ascertain attitudes toward the ethics of research using social media [8]. However, only 5 studies were specifically concerned with health-related research [8]. No studies explored the views of social media users on the use of social media for pharmacovigilance or identifying adverse events of nondrug interventions [8].

Objectives

We aim to address this gap by exploring the attitudes of the public toward their social media posts being used to monitor adverse events for research purposes. More specific research questions include the following:

1. What are the views and experiences of social media users on reporting adverse events on social media?
2. What are social media users’ attitudes toward social media being used as a source for research data?
3. What are social media users’ attitudes and ethical concerns toward social media being used as a source for adverse event information?
4. What do social media users perceive to be the ethical barriers to the use of social media in research and pharmacovigilance?

Methods

Overall Approach

This qualitative exploratory study used interviews, virtual discussions, and a focus group to explore social media users’ views and attitudes toward the use of social media to monitor adverse events. A multi methods approach was selected to ensure that we obtained the perspectives from a varied sample, which was particularly important given the exploratory nature of the study and target population—members of the public [12].

Interviews

Social media users are universally diverse and so to capture this diversity, we used a convenience sampling frame and 5 different methods to recruit participants to interviews.

Posters and Flyers

Posters and flyers advertising the study were displayed across the University of York campus and at community centers in York.

Local Facebook Groups

Recruitment advertising was undertaken on York-based Facebook groups.

University of York Staff Networks

Study information were posted in staff newsletters.

Local Networks

Local parents, breastfeeding networks, and exercise groups were contacted to identify potential participants. Previous research has shown these groups to have a higher response rate than patient forums [13].

Snowballing Technique

Participants were encouraged to invite friends and family to contact the researcher if they were interested in taking part.

Interviews were semistructured and followed a topic guide, which was based on previous literature identified in a systematic review and expert opinion [8]. To refine the topic guide, we conducted 3 pilot interviews with University of York staff who would have been eligible for the study. The topic guide included a core set of questions to give some consistency but was used flexibly to allow for new and unanticipated responses to be introduced (Multimedia Appendix 1: Interview topic guide). Interviews permitted conversations to flow as naturally as possible while ensuring that the following topics were covered: social media and health information on the Web, reporting of side effects of drugs or other treatments, attitudes toward research and different types of research or researchers, privacy expectations, and research conduct.

Interview participants were sampled until no new themes emerged, as we aimed for theoretical saturation [14]. A total of 24 face-to-face interviews were conducted by either SG or HC (Table 1). Each interview lasted between 15 and 45 min and was undertaken in York between April and September 2018.

http://www.jmir.org/2019/8/e7081/
Virtual Discussions

We contacted 7 patient forums (from general health to specific forums such as cancer or mental health forums) to obtain permission for virtual discussion. The individual forums are not listed here as we do not have permission to do so. Virtual discussions were stimulated by creating threads on selected social media sites and monitoring the Web-based posts responding to the threads (Multimedia Appendix 2: Posts to create Web-based discussion). Permission to begin discussion threads was granted by 3 of the 7 forum moderators, and these 3 threads resulted in 31 replies from 20 posters (Table 1). This allowed us to tap into different populations, as participants were not limited to the local geographical area, and provided an anonymous method of communication for individuals who might post on social media but were unwilling to participate in a focus group or interview. It was anticipated that those posting on health information sites might be more likely to have had posts used in research and, therefore, might hold a different perspective to those recruited through interviews and focus groups. There were no limits on the number of participants and discussions were open for 3 weeks in August 2018.

Focus Group

A focus group was conducted to encourage spontaneous generation of ideas through group dialog and interchange via a series of 8 statements and 6 scenarios (Multimedia Appendix 3: Focus group topic guide). The 8 statements followed the same themes used in the interviews—social media and health information on the Web, reporting of side effects of drugs or other treatments, attitudes toward research and different types of research or researchers, privacy expectations, and research conduct. The scenarios, on the other hand, suggested research on side effects being undertaken by different types of researchers or institutions, with different intentions, types of data collected (eg, numerical vs textual quotes), and social media platforms.

The focus group took place in December 2018 and lasted 60 min. A total of 3 mothers, recruited from a baby group at a Sure Start Community Centre, who met approximately 6 times a year took part in the focus group (Table 1).

Approval Process

Ethical approval was obtained from Department of Health Sciences’ Research Governance Committee at the University of York. Written informed consent was obtained from all participants at the start of the focus group and interviews. At the beginning of each interview and focus group, verbal consent was obtained, assurances regarding participants’ anonymity and confidentiality were made, and participants were informed that they could withdraw from the study at any time. All participants were provided with a participant information sheet before providing consent.

Analysis

The interviews and focus group were audio recorded and transcribed verbatim. All participants were assigned pseudonyms for data reporting and analysis. Analysis was facilitated by use of the qualitative data management software package Nvivo (version 11, QSR International). Information from the interviews, virtual discussion, and focus groups is presented together throughout in the reporting of our results.

Initially, we analyzed the data from each data collection method separately, using the recommended stages of thematic analysis as described by Braun and Clarke, 2006 [15]: familiarization, generating initial codes, searching for themes, reviewing themes, defining and naming themes, and data reporting. Throughout the analysis, theme and subtheme development was largely deductive, based on the topic guide and in the second stage of the analysis, the underpinning framework. However, themes were also allowed to emerge.

We then undertook a second level of analysis, where our initial themes and subthemes from all data sources were mapped onto a framework that emerged from a recent systematic review of the ethics of social media research [8]. Adopting a 2-stage approach to our analysis enabled our findings to be translated from an initial list of descriptive themes to broader overarching ones and in doing so, placed the study findings in a broader context and in line with the current evidence. For transparency, Table 2 demonstrates how our initial themes map onto the framework. This framework was selected as it was the most comprehensive framework available, drawing on the results of 17 included studies, and adapted as necessary. The framework proposes 4 main influencing factors when considering whether individuals are willing for researchers to use their social media data to monitor adverse events: the research, the social media users, consent, and responsibilities (Table 2).

Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Participant type</th>
<th>Participant total, N</th>
<th>Gender, n</th>
<th>Age (years), n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td>Interviewees</td>
<td>24</td>
<td>5</td>
<td>19</td>
</tr>
<tr>
<td>Virtual discussants</td>
<td>20</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>Focus group participants</td>
<td>3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>47</td>
<td>18</td>
<td>26</td>
</tr>
</tbody>
</table>

aNot reported.

bRefers to the fact that the number might have been higher if the age of the virtual discussants had been available.
<table>
<thead>
<tr>
<th>Themes and subthemes adapted from Golder 2017 [8]</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Researchers</strong></td>
<td></td>
</tr>
<tr>
<td>Patients’ and/or members of the public’s views on researchers using social media</td>
<td>General reactions to the concept of using social media content for research on adverse effects</td>
</tr>
<tr>
<td>What is the purpose of the research?</td>
<td>Overall outcome or intention of the research</td>
</tr>
<tr>
<td>Who is conducting the research?</td>
<td>The affiliation of the researcher (such as university or commercial company)—this is associated with the perceived benefit of the research</td>
</tr>
<tr>
<td>Quality of research using social media data</td>
<td>High or low quality of the methodology used, including risk of bias</td>
</tr>
<tr>
<td>Potential harm to researchers</td>
<td>Any risks of harm that the researcher is exposed to</td>
</tr>
<tr>
<td><strong>Social media users</strong></td>
<td></td>
</tr>
<tr>
<td>Perceived risk of harm to social media users</td>
<td>Any risks of harm that the social media users are exposed to, either individually or as a group</td>
</tr>
<tr>
<td>Perceived risk of harm to vulnerable groups</td>
<td>Any risks of harm for particular groups—groups could be determined as vulnerable by either their individual characteristics or the topic discussed</td>
</tr>
<tr>
<td>The original intended purpose of the posts</td>
<td>The intent of the poster at the time the message was placed</td>
</tr>
<tr>
<td>Privacy on social media</td>
<td>The public versus private nature of social media and the need for anonymity or confidentiality</td>
</tr>
<tr>
<td><strong>Consent</strong></td>
<td></td>
</tr>
<tr>
<td>Informed consent</td>
<td>Permission for posts to be used in a study—this includes issues around the terms of service (also known as terms of use or terms and conditions). These are the rules agreed to for using social media sites</td>
</tr>
<tr>
<td>Research disclosure</td>
<td>Researchers being transparent and honest about their intent—this can be either up-front or at a later stage</td>
</tr>
<tr>
<td><strong>Responsibilities</strong></td>
<td></td>
</tr>
<tr>
<td>Social media user</td>
<td>The issue of self-regulation is whereby individuals control content through personal censorship</td>
</tr>
<tr>
<td>Social media platform</td>
<td>The type of social media platform, for example, closed or open, personal or professional, or social norms connected with the platform</td>
</tr>
<tr>
<td>Site administrators</td>
<td>Site administrators, list administrators, or list moderators are often in charge of maintaining a discussion or mailing list</td>
</tr>
<tr>
<td>Governments</td>
<td>Refers to legal issues, regulation, or government oversight and includes issues of copyright</td>
</tr>
</tbody>
</table>

We adopted a reflexive approach to data collection and analysis. A total of 2 researchers undertook data collection (SG, HC) and analysis (SG, HC, and AS), with regular discussions held between the research team throughout data collection and code and theme development. The research team are considered to be in a neutral position in relation to any past expectations that may have influenced our ability to collect or analyze the data. SG is a researcher with a background in systematic reviews and social media research. HC is a Public Health Registrar. AS is a mixed-methods researcher with a background in qualitative evaluations in electronic health and systematic reviews.

**Results**

**Presentation of Data**

First, we present data relating to participants’ experience of using social media and reporting adverse side effects, which provide important context about the participants represented in our sample. The remainder of our study’s findings are then presented according to the 3 overarching themes outlined in the framework: the 2 actors (researchers and social media users), consent, and context (in terms of responsibilities, such as regulations or code of conduct), which provide insight into social media users’ attitudes toward social media data being used for research and the various challenges associated with this.

**Participants’ Experience of Using Social Media and Reporting Side Effects**

**Experience of Using Social Media**

All participants used social media. However, younger interviewees (<30 years) tended to use more social media platforms and more frequently. For instance, younger participants discussed frequency of daily usage, whereas older participants discussed accessing social media on a times-per-week basis. The most commonly used social media platform was Facebook, followed by Twitter, Instagram, LinkedIn, and Snapchat. Other platforms included the following: Mumsnet, patient forums, Tumblr, Reddit, and YouTube. Participants reported using Facebook, largely for personal
reasons, such as keeping in touch with friends and family, whereas platforms such as Twitter were largely for professional use.

Only 3 participants reported using social media to explore possible medication side effects. This was largely because the majority of participants had either not considered the possibility of doing so or had concerns about the trustworthiness of information on social media. Those who did use social media to access health information viewed it as a unique and valuable information source that provided access to information that was not accessible elsewhere. For example, information posted on social media was perceived to give a greater insight into people’s lived experiences than a list of possible side effects:

There’s a strong mental health community on Tumblr, and so I did search for a few tags about the withdrawal symptoms associated with this, because I was looking for more personal experiences rather than a list of possible side effects. [Rebecca, Female 18-30 Interviewee]

Experience of Reporting Side Effects

None of the participants from the interviews or focus group had reported an adverse event to a regulatory agency (eg, the Yellow Card system in the United Kingdom). Although supportive of such official reporting channels, few had heard of them and many felt that they would have to experience a very serious adverse event to warrant using them.

Less than half of interview and focus group participants had mentioned a side effect on social media, with some of these individuals no longer willing to do so. Many considered side effects to be too personal or preferred to talk to a health professional, family member, or friend. This was largely because of confidentiality concerns, wanting an expert opinion, or viewing social media as unhelpful and in some cases scaremongering. Those that did discuss side effects on social media mostly did so to discuss the practical implications of experiencing side effects to converse with people with similar experiences or help others:

I’ve used sort of social media, mainly Facebook, to say, for example, I wanted to come off the medication and try another one, will that affect my driving? [Jamie, Male 31-45 Interviewee]

I search the hashtag epilepsy a lot, if somebody’s put like “oh, I’m on Keppra...” which is a medication that I used to be on “...and it’s making me feel like this, does anybody else get this?” I will put “I was taken off that because of the same reason” or something like that. [Carol, Female 18-30 Interviewee]

However, a proportion of those who were willing to discuss side effects on social media admitted that they would only discuss minor side effects that they did not feel warranted discussions with a doctor, or they were only willing to do so on a closed group:

Say you’ve got, something like breast cancer and you were wanting to deal with the side effects of that and you were part of a closed breast cancer support group. You could imagine in that case you might go, “oh my God. I’m finding chemo hard to deal with. What have other people done?” So I can imagine posting in a closed social media forum but not in an open forum. [Arabella, Female 31-46 Focus Group Participant]

Researchers

Patients’ and/or Members of the Public’s Views on Researchers Using Social Media

Although the majority of participants were positive about the idea of their social media data being used for research purposes, 1 interviewee and 3 virtual discussants were completely against it and felt social media data should never be used for research in any circumstances. Even of those that were supportive of the use of their social media data for research purposes, a sizable proportion felt that their approval would depend on certain factors, such as the purpose and quality of the research and who is conducting it.

The purpose of the research was considered one of the main factors influencing whether participants would approve the use of their social media data for research purposes. Participants were particularly supportive of their data being used for research where it was clear that there would be a societal benefit and liked the idea of helping others. Health care research, and in particular pharmacovigilance, was seen as a good thing over and above other types of research, with potential benefit to others. Participants felt that the ubiquitous use of social media, and consequently, large amount of unique, valuable, and accessible data, meant that it could be used to improve patient safety, save lives, and help pick up side effects quicker. For example, participants discussed how social media made side effect information more readily available, and it was felt that some people might be more willing to post about their side effects on social media than report them to a health professional or through traditional channels:

It could be very beneficial because you could be finding out side effects that aren’t so readily reported to health professionals. [Imogen, Female 18-30 Interviewee]

I guess it’s useful in a way that people would post on social media to report what’s happening in their daily lives...maybe it’s easier to post on social media rather than talk to the doctor; cos they don’t have to make a trip to the doctor’s. [Carla, Female 20 Interviewee]

This extended to data on medication adherence and rare adverse events for which social media might be able to uncover information more easily:

There must be loads of people that get side effects and rather than going and tell anyone about it, they just stop taking the medication. So, nobody would ever know. And they are more likely to respond and say, “oh yeah—that happened to me and then I stopped taking it.” So, there could be millions of people that are getting the same side effect, give up
on the tablet and then just don’t say anything. So, I think, it probably could be a really good way to find those people that are hidden that haven’t reported it officially. [Kate, Female 46-65 Interviewee]

Who is Conducting the Research?

Participants were divided as to whether they thought that the affiliation or type of researcher (such as an academic, a government official, or an industry representative) made a difference to the ethical implications of research using social media data. Although some felt it did not matter, as researchers were all working toward similar goals and thus would put them in the same pot, others categorized researchers according to the underlying motives of their research. The biggest issue was whether the motives were for profit, and participants often stated that they would be less supportive of commercial organizations because of their vested interests, whereas altruistic motives were met with greatest approval:

The only one I would not like would be commercial. If you’re trying to make life better for people, then by all means, if you’re trying to generate profit, then no I think that’s not acceptable. [Jamie, Male 31-45 Interviewee]

Participants also raised concerns about the motives of research undertaken by the following: Government, charities, and students, who were described as having their own agenda, influencing public opinion, or obtaining a degree or qualification. Participants tended to be more comfortable with academic institutions, which were viewed as more likely to adhere to good ethical conduct and not have ulterior motives:

Anybody who is making any kind of income I’d be very unhappy about. So, strangely enough, I would actually feel more comfortable if it was an academic researcher, because I would hope that people had some awareness of research ethics. And weren’t particularly getting any direct benefits from it, because I assume for a lot of academic researchers whether 100 people said, this was rubbish, and, 100 people said, “this was really good”, it doesn’t actually matter to them. So, they haven’t got a particular axe to grind. [Megan, Female 46-65 Interviewee]

I would have much more faith in an academic institution or institutions than I would in a corporate company. I think I would trust academic institutions more than I would the government to be setting up anything. I just feel like there is much more pressure on the government to behave in ways that, God, I sound like my parents! I do think there is that pressure to benefit the corporations and the big conglomerates more than potentially there is to protect the individual privacy or just kind of adhere to basic ethics. [Gill, Female 31-45 Interviewee]

Quality of Research Using Social Media Data

The quality of social media content was a particular concern. Some participants used the internet for health information but preferred trustworthy sites, such as National Health Service (NHS)–managed sites rather than social media sites. The validity of any research conducted using social media data was bought into question, and this was considered to be a particular concern when the research related to important issues, such as health or side effects. It was acknowledged that social media might not reflect the truth as it was considered easier to make false claims or exaggerate the truth on social media than to a health professional, and people’s motives for posting might reflect the content. For example, people may post to try to provoke a reaction or particular response. In addition, participants were wary of side effects being wrongly attributed by the public to a particular drug and cited the measles, mumps, and rubella vaccine and autism as an example:

I don’t trust the common layperson...I think people are much too willing to see a causal link where there isn’t one and that especially with something like this. This would really worry me. [Gill, Female 31-45 Interviewee]

I find that quite worrying that they base research on what people post because I don’t always think what people post is necessarily the truth and may exaggerate their possible drug use or it might be that they exaggerate their symptoms of an illness. So, I don’t think a forum like Facebook or something like that would be very reliable. [Mandy, Female 31-45 Interviewee]

There is loads of issues about going just to social media—are all these people telling the truth? How representative are they? Why should I believe them? Are they real? Do these people really exist? Is what they’re saying true? [Megan, Female 46-65 Interviewee]

Another concern with the validity of social media research related to the representativeness of social media users to the general population. It was thought that a lot of people did not use social media or, if they used it, did not post on health issues, which might mean that data were skewed. Participants felt that individuals who posted on social media might be more likely to have had either extremely positive or negative experiences or represented the more extreme people in society. Social media users were also perceived to be younger than the general population, and this was seen as a particular problem when studying health conditions that were more prevalent in elderly populations. People with some types of conditions were also thought to be more active social media users and more vocal than people with other conditions:

If I was reading a study that was like “we took information from social media”. I’d be cautious of reading it because with social media you’re only getting a percentage of the population. Are you getting like a broad enough snapshot of the population to get a proper sort of outcome? It’s not like going door to door, right, where everyone has a chance to have their say. [Helen, Female 18-30 Interviewee]

A potential solution to the low validity of the research data when using social media was to use these data as an adjunct to other...
sources of information to provide a rough idea for background information:

I suppose it gives them a rough idea. But, it’s the fact that people exaggerate. It’s not controlled, is it? You know, I guess, it’s good for them to use maybe for background information to start work. But I wouldn’t see it as a reliable source to produce some findings from. Because of that fact that people exaggerate...So, I guess, I feel like it’s a really good way to get an idea of trends in things. But, shouldn’t be the only sort of thing for research. There should be other sources to back it up. [Kate, Female 46-65 Interviewee]

Social Media Users

Themes discussed by participants relating to social media users were concerned with the potential risks or harm to social media users and, in particular, vulnerable groups.

Perceived Risk of Harm to Social Media Users

Although some participants emphasized how the public nature of social media meant that there was little or no harm in the posts being used in research, others felt that the risks to social media users should be considered even if the data were in the public domain. Any risks of harm to social media users were perceived to be dependent on the type of information posted, with personal or sensitive information, such as side effects, warranting the need for more stringent ethical safeguards than opinions on trivial issues, such as television programs:

Even if it’s completely open, these people who are doing the research still need to think through what the implications are and think very carefully about how they’re using that information even when there’s no deceit required to get that information. I still think they need to think about the possible implications. [Arabella, Female 30-45 Focus Group Participant]

Perceived Risk of Harm to Vulnerable Groups

Particular groups of people were perceived to be at greater risk of harm from research using social media content. Vulnerability was recognized in terms of age. The younger participants tended to perceive the older generation as more vulnerable because of a lack of understanding of how social media worked, as they perceived the younger people as more likely to share personal information:

...a lack of understanding of how social media worked, as they perceived the younger people as more likely to share personal or sensitive information, such as side effects, with personal or sensitive information, such as side effects, warranting the need for more stringent ethical safeguards than opinions on trivial issues, such as television programs:

Even if it’s completely open, these people who are doing the research still need to think through what the implications are and think very carefully about how they’re using that information even when there’s no deceit required to get that information. I still think they need to think about the possible implications. [Arabella, Female 30-45 Focus Group Participant]

Vulnerability was also linked to people’s illnesses or conditions, with some conditions or topics, such as side effects or mental health, considered more sensitive than others:

If someone has disclosed something about a mental health issue or something which is more potentially stigmatized, particularly something like HIV or something like that, I think you would have to be more careful about using that data because I think, they’re going to put themselves, potentially, in a more vulnerable position than if someone has had a bout of chicken pox or the flu. [Claire, Female 31-45 Interviewee]

Users of patient forums were viewed as vulnerable by interviewees and focus group participants. This was reinforced by the virtual discussants, who considered themselves to be vulnerable and felt that they had enough to contend with already, stating “It’s hard enough to manage what we have—I don’t think we require any voyeur over that period” (Male, virtual discussant, paraphrased). Indeed, knowing researchers were looking through their posts may be very harmful to some virtual discussants who even stated that this would have put them off posting:

This discussion forum was my only method of connecting with individuals who were experiencing the same illness as me...Given I was debilitating paranoid, in the event that I had known researchers were potentially trawling posts for information, I doubt very much I would have posted. [Unknown gender, virtual discussant, paraphrased]

The Original Intended Purpose of the Posts

The original purpose of the posts was mentioned by a few participants who were keen to emphasize that their reasons for using social media included the following: for support, to encourage open discussions on important issues, to help benefit others, or to find or communicate with followers, friends, and family. Ethical issues were, therefore, seen to be associated with their social media data being used for research purposes, particularly when considering that this was not one of the motives for posting and the fact that many people might not even be aware that researchers could use the data. Associated with this were concerns that their data might be taken out of context or misinterpreted:

If you put a public profile up...you weren’t thinking about researchers using your statuses, you were thinking oh maybe I’ll find more friends that way. Like maybe people will be able to find me better. So, I feel like it’s not valid to say that because it’s public there are no ethical issues because people weren’t intending for you to use their data in that way. [Sophie, Female 18-30 Interviewee]

Maybe it is public but then they’re putting it in a public domain for a certain reason and then as a
privacy to be private: access private accounts or areas of social media that individuals sites. Concern was also raised that researchers might be able participants were to agree that research was ethical on these more public the platform, for example, the more likely the considerations depending on the social media platform. The more public the platform, for example, the more likely the participants were to agree that research was ethical on these sites. Concern was also raised that researchers might be able to access private accounts or areas of social media that individuals considered to be private:

I think it’s quite complicated to understand. You really have to make an effort to know what’s private and what’s not, because it’s just not as easy as that, because on Facebook you can send private messages to people, which are obviously only for that person, or you can send it in a big group, or you can make parts of your profile or the messages you post private and other parts not. So, I think you have to really make an effort yourself to know what you’re sharing with people and what you’re not sharing, and who with, and what parts of social media are accessible to different people. [Joanne, Female 18-30 Interviewee]

I’ve only recently sort of found the privacy settings. So, yeah—I’ve had a Facebook page for a few years and it was only last year that I realized that it was going public. And then I changed the settings. [Mandy, Female 31-45 Interviewee]

The difference between an in-person conversation and a conversation on social media was also highlighted, as face-to-face conversations even in public spaces were seen as more private than social media. Furthermore, although some participants considered all social media data to be public in one way or another, others considered there to be different ethical considerations depending on the social media platform. The more public the platform, for example, the more likely the participants were to agree that research was ethical on these sites. Concern was also raised that researchers might be able to access private accounts or areas of social media that individuals considered to be private:

All of them are very public so it doesn’t matter and on Facebook you’ve fifty or a thousand friends, it’s still public. I mean, I know people who say whatever you post on Facebook it’s yours, it’s private, but it really isn’t. [Evie, Female 18-30 Interviewee]

Consent
The issue of consent was discussed with emphasis on when and how informed consent was required and whether research disclosure was necessary.

Informed Consent
Whether informed consent is necessary for researchers to use an individual’s social media data was met with uncertainty and polarized opinions. A small number of participants felt that informed consent was a requirement for any research and that using any information or observations from individuals without their knowledge or permission is unethical. For the majority of participants, whether informed consent is required depended on a number of issues. The most frequently discussed factor was whether anonymity could be retained. This was seen as crucial to protecting the individual poster. Linked to anonymity and identity was the use of quotes. Although participants were accepting of quantifiable data (such as 63 people reported suffering from insomnia after taking drug X), they were less accepting of researchers using direct quotes that could lead to people being traceable, for example, by a simple Google search. It was, therefore, recommended that informed consent be obtained for direct quotes or that quotes are paraphrased.

Another important issue impacting on whether informed consent was considered necessary was whether the post was public or not and the type of platform it was posted on. It was generally accepted that informed consent was less of an issue for a social media platform such as Twitter than Facebook. Others also talked about the sensitivity of the data and how this might impact on whether informed consent was deemed necessary. For instance, it was not thought necessary to obtain consent for trivial information but data discussing health issues were considered more likely to require informed consent:

That’s a really interesting question, because you’re putting that information out there for the whole world to see...Depends what kind of...oh, I don’t know, what kind of research they were doing maybe? [Carol, Female 18-30 Interviewee]

The logistical problems of obtaining informed consent were acknowledged and described as an utter nightmare. This was both in terms of the number of people who would need to be contacted and beliefs that direct messaging was intrusive and unlikely to get a response.

There was overwhelming agreement that terms and conditions of the social media site would not be an acceptable or effective way to seek informed consent. This was mainly attributed to the fact that no one ever reads them because of the size of the print and their length, people are already bombarded with too much information, and they are constantly updated and revised. It was also pointed out that it would be very difficult for consent to be covered by the terms and conditions because of the variety of research that could be conducted. For instance, a social media user may be happy for their data to be used in some research but not in other research, and it would be impossible for all scenarios to be covered:

Conditions saying like your information can be used for research—what research? Who’s it going to, etc,
there are so many different topics that you can research on social media that I might be fine with one but not the other; so I think to that extent, it’s a totally unfair condition clause in my eyes. [Helen, Female 18-30 Interviewee]

Participants proposed an opt in or opt out option as a potential alternative to relying on terms and conditions. For some individuals, concerns about the ethics and practicalities of obtaining consent led to suggestions for researchers to use social media to recruit participants or conduct a Web-based survey instead of using social media data:

I think there’s a number of reasons like a direct personal message wouldn’t work, cos like if someone’s going to reply to a message that was like I’m doing research on social media, I’d be like oh, this person’s bugging me, you know what I mean, I wouldn’t even reply to it. So, I think you might not get responses there, I think it’s just tricky with social media, but then again, how else are you going to ask for their consent. [Helen, Female 18-30 Interviewee]

I suppose it depends on how many people you want to quote. For me, I’d be kind of wondering, potentially, can you contact the individual. But then, if you’re looking at 100/200 perhaps more people that is not going to be viable. [Gill, Female 31-45 Interviewee]

Research Disclosure

The majority of participants felt that researchers should disclose their identity and the purpose of the research and believed that not to do so would be sneaky. However, there were occasions where disclosure was considered unnecessary, such as in situations where only numerical data are required, or where doing so would distort the research. It was thought that people might have changed what they said if they knew they were being studied, and thus different results might be obtained. It was also argued that other people on social media did not have to declare who they were. Indeed, part of the attraction of social media was perceived to be that it provided a space where people could pretend to be someone else or have a different persona to real life:

I guess nobody who is on there has to disclose who they are, do they? I mean they could be patients or they can be people who are just interested, or family, so I guess you don’t have to say that you’re a researcher...it’s nice to be more transparent, but then you might get different results. So yes, I think it’s not necessary, but it is a bit—a bit tricky. [Joanne, Female 18-30 Interviewee]

Situations where research disclosure was seen as important included when it involved direct interaction with an individual as opposed to being observational:

If they’re just sitting and effectively using it to surf stuff that’s posted openly, then I’m not sure that if you had a Twitter account, I don’t think you need to say “social researcher @Twitter” kind of thing. But if you’re, if you’re effectively prompting people to get information. If you’re starting to pose questions saying, “has anybody got any experience of this?” At that point, to do that without being open about your background, that seems very deceitful. [Arabella, Female 31-46 Focus Group Participant]

Responsibilities

The issue of whose responsibility it is to oversee research practice and protect users was also discussed by the participants. Responsibilities tended to fall directly to the social media users, site (including the platform, such as Twitter or Facebook, and site administrators), or regulations.

Social Media User

Self-regulation was mentioned by many participants as the answer to protecting individual privacy and thus moving responsibility to the social media users. Some participants felt strongly that it was the responsibility of social media users to self-regulate, and this was largely attributed to the voluntary nature of posting:

If people are stupid enough to put really personal things out there and people see it then it’s your own fault. It’s fair game. [Harry, Male 18-30 Interviewee]

If it’s out there, it’s out there...If you put it on social media, it’s there for everybody. That’s it. [Hilda, Female over 65 Interviewee]

Some participants felt that posting about health issues was a strange or somewhat bizarre thing to do and could not understand why others might do so:

I’m astonished that people do [post on their health]. I find that incredible that something so personal people are quite happy to post questions online about it. [Megan, Female 46-65 Interviewee]

Many participants also stated that over time they had changed their Web-based behavior. Although in the past they might have been more open and trusting of social media, over time they had become more cautious resulting in increased self-regulation:

I have in the past when I was younger, I think, I posted more but that was, I think, before I learned how often things go wrong. [Gill, Female 31-45 Interviewee]

Participants had also become more cautious over time after hearing negative stories about social media from friends and family and/or in the media and made particular reference to media coverage of Cambridge Analytica:

In the past I’ve used it for work as well but as sort of, you know, you hear news stories about somebody has said something on social media and it’s got them into trouble at work, even though it’s nothing to do with work so, as I’ve got older and become a little bit more wary of that sort of thing. [Jamie, Male 31-45 Interviewee]

Some participants also stated that they were likely to self-regulate more after taking part in this research, considering the issues around researchers using social media data:

I am slightly concerned now how open my Facebook page might be and how it’s being used—it would
definitely make me be cautious of what I post. [Mandy, Female 31-45 Interviewee]

Social Media Platform

Although terms and conditions of the social media platforms were rejected as a means to protect individuals, careful selection of social media platforms was considered important. The majority of participants differentiated between different platforms in terms of the ethical considerations of researchers using social media. Participants spoke about the unwritten rules or purpose of different types of social media. For example, Twitter was thought of as a broadcasting platform to publicize information and described as a way of deliberately grabbing attention or posting out to the world and was, therefore, perceived to be open for use by researchers. In contrast, Facebook was thought of as a place to share information with family and friends, with even public information on Facebook not necessarily considered open for use by researchers:

I feel like it’s different on different social medias because Twitter is less personal and more kind of flaunt, you post to everybody on Twitter...I think it’s different on Twitter than it is on Facebook because people are not talking to their family and their friends on that, they’re just writing things that they want others to see. So, I don’t see such an ethical problem of using people’s data from Twitter, as I do people using their stuff from Facebook. [Sophie, Female 18-30 Interviewee]

I think something like Twitter you’re posting out to the world...if you’re posting on a public forum, for example, the BBC News Have Your Say, your comment is going on a forum that anyone in the world can see. If you’re doing it on Facebook, where you’ve explicitly said I want this group, these people to see my data, see my opinion or see my, you know, about side effects, then that’s strictly controlled, then I think that, yes, that’s the difference to me...Facebook’s different but Twitter, yes, Twitter’s the one where you’re posting out to the world. [Jamie, Male 31-45 Interviewee]

Site Administrators

Site administrators or moderators were rarely mentioned. However, a couple of participants felt that researchers should disclose who they were to the administrators or moderators and ask permission from them to use the site in research.

Governments

Laws on social media research were generally seen as a positive by moving responsibility to governments. However, there was understandable confusion about what laws or regulations already existed and whether they could be applied to research using social media data. Ownership and copyright were also mentioned, and it was recognized that once posted, the social media platform might have ownership rights over information, with the user unable to reclaim what they posted. Although this was considered a cause for concern, participants did not see a way around this.

Participants were unsure whether there should be strict rules and regulations or something which was less formal and instead provided guidance on how to conduct ethical social media research. A code of conduct or best practice was supported by most participants to give reassurance to social media users and be helpful to researchers:

Some more national guidance on the ethics of social media research would be helpful. Because, it does seem unfortunate if everybody’s having to reinvent the wheel and different universities have different standards. You’d think that there would be some sort of national expectations on, you know maybe not hard and fast rules but at least guidance of best practice to actually make it easier for everybody. To make it easier for the researchers but also to make it easier for people who are using social media so that they know what people might get up. [Arabella, Female 31-46 Focus Group Participant]

The logistics of regulation was also seen as a hindrance. It was thought that implementing any laws would be difficult, if not impossible to do. Questions were asked on how this could be policed or monitored and how, from an international perspective, this would work, as different countries would have different laws and social media data are available worldwide:

There should be [laws], but nothing’s ever going to change...I can’t imagine a time when...anybody would be prosecuted for it, because who is going to keep looking at it?...If it can be policed properly or...I don’t think it can be. I don’t...who...you know, it’s national regulations, international, European, how do you get through it all, how do you get that? I don’t know. Yeah. It should be, but...I’m a...realist. [Joan, Female over 65 Interviewee]

Discussion

Summary of Results

Our study provides information on members of the public’s views on the use of social media data for research, with a focus on adverse effects research. Opinion was divided, with some supportive of social media data being used freely as it was in the public domain, whereas others felt concerned about vulnerable groups, sensitive topics, and issues with people’s awareness of privacy regulations and how their data could be used. Our study found that participants were generally more positive about the study of adverse effects using social media data than the general use of social media in research. However, this support was caveat and dependent on a number of conditions being met. The most important condition was that social media data were used for research where there was clear societal benefit and users were protected from any potential harm that might arise from their data being used. The most powerful benefit to social media research for side effects was the potential to save lives.

The most alarming potential harm expressed was that by a virtual discussant who stated that they would not have used social media had they known researchers were trawling their
posts. This is of great concern as social media have become a great source of support for many people, and this may be particularly the case for mental illness—where people are already very vulnerable [16].

There was divided opinion as to whether consent was required to use social media data for research purposes. This uncertainty could partly be attributed to the fact that many participants had neither realized that researchers used social media posts nor thought about any ethical issues, the tricky nature of social media research, and the different types of social media and research.

Comparison With Existing Literature

We used a framework derived from a systematic review of the literature [8] to aid how we analyzed and interpreted the study’s findings. This framework evolved mostly from non–health-related research with an international coverage, which often included researcher’s views and those from social media users.

Many of the themes within this chosen framework are interrelated. For example, self-regulation is related to harm, as this leads to a decline in freedom and puts restraints on the supportive nature of social media. In addition, self-regulation is related to privacy, as people choose to keep certain information private, and responsibilities, as it puts the onus firmly in the hands of the social media user.

Most issues in this study were in line with previous study findings, regarding research using social media data in other areas, and this was demonstrated by the fact that no new themes emerged that were not already in the framework. But there were different issues raised within some of the themes—in particular, the responsibilities of social media moderators and governments were not emphasized as an issue in this study.

For instance, more emphasis was placed in this study on the beneficial aspects of social media research, validity of the social media data, and power of self-regulation than in previous studies. This is likely to be because of the potential societal benefit of adverse effects research, the perceived importance of high-quality research for adverse effects, and how increasingly savvy users are beginning to become in respect to lack of privacy on social media.

Unlike previous studies, in this study, no consideration was given to the potential harm to the researchers. This may be unsurprising given that the participants were more focused on the potential harms to social media users, as they were social media users themselves. The harms perceived for social media users in other types of research included bullying, abuse, and persecution, whereas here, the concerns in this study were more in line with preventing users from gaining support through heaving self-regulation or leaving sites. This is likely to be because of the international perspective of other studies and some of the topics (such as homosexuality and sexual abuse) covered. For instance, in some countries outside the United Kingdom, homosexuality is illegal or at least taboo.

Implications

It is clear that social media users are in favor of some sort of overarching guidance for all institutions to follow. Our findings will not only help direct future research but will also provide social media websites, universities, ethics boards, pharma companies, and policymakers with evidence to inform policy and guidance on the use of social media data for research.

This research shows the variety of responses received when asking social media users about the ethics of using social media for a specific subject area. However, the complexity of ethical considerations is largely understood by social media users, as are the different considerations for different types of social media data collection, even within 1 research area. Although overall, there was support because of the large potential benefits, care must still be exercised when conducting social media research into adverse effects.

By harnessing technology, social media research can help inform research on adverse effects in a relatively easy and effective way. Although there may be no 1 rule that fits all regarding the ethical considerations, this research demonstrates the need for careful consideration of the ethics and increasing awareness of how social media are used in research. Participants expressed surprise at current practices in social media research or were unsure about what is currently being done with their posts or data and were eager to know more about privacy settings and how their data could be used. Education and information provision may be one of the most appropriate ways forward to help protect individuals. The use of patient and public involvement to develop consent and ethics processes for this research area may also help the approval processes for social media research. Thus, public and researchers could work together on an on-going basis, via means, such as committees or review panels.

The participants indicated that their opinions on the use of social media in research changed over time. Social media are constantly evolving communication means, with changing popularity between different platforms for different demographics. The use of people’s data is also increasingly becoming more apparent, particularly with recent news events. It is, therefore, imperative that the users of social media are consulted over time, as users reflect on new developments. Although this research demonstrates the value of ascertaining the views of users through interviews, virtual discussions, and focus groups, there is value in other types of research, such as Web-based surveys.

Strengths and Limitations

The study adds to a limited qualitative evidence base on the use of social media data for research. The multi methods approach and range of recruitment strategies adopted ensured that a wide range of views were captured. Despite this, interview and focus group participants were predominately female and represented a limited geographical area. Our study also highlights the potential for using virtual discussants, a previously underutilized source of qualitative data collection, which can provide a viable source of qualitative data. However, when using this method in the future, researchers should be aware that obtaining
permissions from social media platforms can limit access to these data, as was the case in this study, and because of the nature of the data collection and anonymity of these forums, gaining insight into the demographics of the participants can be difficult. Interviews and focus groups were also conducted by an academic researcher and a public health researcher. Although this may have influenced how participants responded to the idea of researchers using their social media data, criticisms and concerns were still provided.

Conclusions
There appears to be a wide disparity in attitudes toward research using social media data from those who believe ethical approval (such as approval from an institutional review board, a research ethics board, or research governance body) is not necessary to those who support the idea that ethics should prevent such research taking place. Adverse effects are viewed as personal and, therefore, more likely to attract ethical consideration. However, adverse effects are also seen as an important area of research, which may have enormous benefit to society. All future adverse effects research should consider the ethical implications with an aim to minimize harm and maximize benefit. This research indicates the value that the public place on these aspects to aid researchers in the development of their research methods.
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Abstract

Background: Digitization is spreading exponentially in medical care, with improved availability of electronic devices. Guidelines and standard operating procedures (SOPs) form an important part of daily clinical routine, and adherence is associated with improved outcomes.

Objective: This study aimed to evaluate a digital solution for the maintenance and distribution of SOPs and guidelines in 2 different anesthesiology departments in Switzerland.

Methods: A content management system (CMS), WordPress, was set up in 2 tertiary-level hospitals within 1 year: the Department of Anesthesiology and Pain Medicine at the Kantonsspital Lucerne in Lucerne, Switzerland, as an open-access system, followed by a similar system for internal usage in the Department of Anaesthesiology and Pain Medicine of the Inselspital, Bern University Hospital, in Bern, Switzerland. We analyzed the requirements and implementation processes needed to successfully set up these systems, and we evaluated the systems’ impact by analyzing content and usage.

Results: The systems’ generated exportable metadata, such as traffic and content. Analysis of the exported metadata showed that the Lucerne website had 269 pages managed by 44 users, with 88,124 visits per month (worldwide access possible), and the Bern website had 341 pages managed by 35 users, with 1765 visits per month (access only possible from within the institution). Creation of an open-access system resulted in third-party interest in the published guidelines and SOPs. The implementation process can be performed over the course of 1 year and setup and maintenance costs are low.

Conclusions: A CMS, such as WordPress, is a suitable solution for distributing and managing guidelines and SOPs. Content is easily accessible and is accessed frequently. Metadata from the system allow live monitoring of usage and suggest that the system be accepted and appreciated by the users. In the future, Web-based solutions could be an important tool to handle guidelines and SOPs, but further studies are needed to assess the effect of these systems.

(J Med Internet Res 2019;21(8):e14482) doi:10.2196/14482
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Introduction

Guidelines and Standard Operating Procedures
Generally, guidelines and standard operating procedures (SOPs) are an integral part of perioperative medicine, and these are particularly an integral part of anesthesiology. They have found their way into daily clinical routine, and they form the basis for patient safety algorithms [1-3]. Adherence to guidelines has been associated with improved outcomes in the fields of anesthesiology and intensive care, and it has an impact on patient safety, employee training, and overall quality [4-7]. Guidelines have also been shown to motivate a team, especially if the employees were involved in creating the content [8]. However, the creation, maintenance, and distribution of these guidelines within an institution can be challenging, and the potential benefits and drawbacks remain unclear [9], especially as scientific data on the benefits of guidelines are scarce. Furthermore, measuring quality and safety in anesthesiology remains a challenge [10], especially as there are only a few validated indicators, and evidence of their scientific validity is low [11].

Digitization in Medical Care
Before the age of computers, many institutions distributed their guidelines and SOPs in paper form. Over time, the increased use and availability of computers has led to the digitization of medical care [12,13]. During this transformation, many printed guidelines were transformed into digital files, often using PDF, and these files were commonly stored on local servers. However, this approach can lead to outdated files, and availability to users (eg, the anesthesia providers) is limited, with no search function or linking of content. Managing and reviewing content is challenging and laborious. In the era of digitization, with increased access to computers in the operating room, a fully computerized approach to this problem seems practical, and improved adherence to guidelines can be expected because of improved availability [14]. Digitization has enabled solutions that provide fast navigation, a broad overview, and new formats for content, such as movies. Digitized learning material and mobile learning, in general, can be effective [15]. With digital solutions, content is easily accessible and can be managed in a centralized database, and updates are easy and time saving. The choice of a content management system (CMS) depends on various factors, such as the publication process, accessibility, open-platform support, the implementation process, costs, and security [16]. Scientific evidence to support the implementation of digital distribution and CMSs remains scarce, and issues, such as insufficient security or unsatisfactory publication processes, have been raised with certain workflows [17].

Aim
This paper presents a digital solution for the development, distribution, and management of guidelines and SOPs. We have successfully implemented our Web-based solution in 2 different anesthesiology departments in Switzerland. In this paper, we describe the necessary requirements, the implementation process, and the metadata generated by the users (ie, employees of the department). Furthermore, we lay out the process for content management and development.

Methods

Content Management Systems
The CMS is a software used to create, update, and organize content produced by a defined group. This is usually done with a Web-based solution. The CMS allows creation and structuring of websites, without advanced knowledge or training in coding. The most common Web-based CMSs are WordPress, Joomla, Drupal, and TYPO3 [18]. Through the front end of the CMS (the interface for the regular user), users can access the content either directly or through a search function and receive information about upcoming updates and news within the system. Content managers can log in to the system and access the back end, through which content is created, updated, and distributed to the users. Administrators are in charge of system updates, as well as troubleshooting. Multiple users can access the CMS simultaneously, and role-based access control maps users to roles and different levels of permission. The goal of the CMS is to make permission management convenient by grouping users into different roles and enabling them to work within the CMS.

WordPress as a Content Management System
Various CMSs exist, and they can be used to distribute guidelines and SOPs within an institution. We chose WordPress (WordPress Foundation), as it can be implemented independently, is free, can be adapted to individual needs, and is intuitive to use. WordPress is a Web-based app, running on an Apache HTTP Server (Apache Software Foundation) in a Hypertext Preprocessor (PHP) environment (The PHP Group, php.net). It requires database access, such as MySQL (Oracle Corporation) or MariaDB (MariaDB Corporation). In November 2018, WordPress was the most frequently used CMS worldwide (used by 60.7% of all websites whose CMS is public knowledge) [18]. This results in extensive resources and a huge support community.

Implementation Process
The system’s main purpose is the distribution of general and local SOPs and guidelines. The system will never store any kind of patient-related data. An overview of the implementation process is shown in Figure 1.

Before implementation of the system, the existing guidelines and SOPs were collected to gain an overview of the existing content. After that, we performed a review of requirements (Textbox 1).

Depending on the technical knowledge available within a department, a technical partner for the system implementation may be needed. The system can either be run internally within the institution or externally on a public server that is accessible worldwide. This ultimately depends on the sensitivity of the information published and the technical possibilities within an institution. Both solutions offer advantages and disadvantages (Table 1).
**Textbox 1.** System requirements.

**Requirements for the back end.**
- The system must have a centralized database, which can be accessed through different devices
- The system can be managed and developed simultaneously by different users. Personnel shortages must not impede the performance
- Drafting, commenting, and revising content must be possible before publishing
- All changes and revisions must be trackable
- Data must be backed up on a regular basis
- Updates and maintenance must be performed regularly

**Requirements for the front end.**
- The user must be able to see which contents were updated and when
- Users must be able to find the desired content using simple navigation or a fast-performing search function
- There should be no limitations as far as devices or operating systems are concerned
After we had chosen a hosting platform and decided to develop an internal system (Bern) and an external system (Lucerne), the systems could be set up. Given the open-source character of the software used, documentation was easily available. An operational concept with specified roles and responsibilities was drafted, and this concept was approved by the head of the department. Requirements pertaining to availability and security were defined.

Content managers (ie, users in charge of different sections, such as attending specialists in charge of certain anesthesia divisions) needed training. One of the big advantages of such a system is that content management can be delegated to a number of employees within the department. This precludes a bottleneck that could develop if only a single user or a few users are in charge of content management. Finally, an in-depth analysis of metadata and usage was performed.

Statistical Analysis and Metadata

Metadata generated by user access were recorded with either WP Statistics (Verona Labs) or Visitor Statistics Pro. Data were imported and analyzed using Microsoft Excel (Version 2016) or Sigmaplot 13.0 (Systat Software). Continuous variables were expressed as means (SD); categorical variables were presented as frequencies and percentages.

Results

Implementation and Content

The system was implemented in 2 tertiary-level hospitals in Switzerland: first, it was implemented in the Department of Anaesthesiology and Pain Medicine at the Kantonsspital Lucerne in Lucerne, Switzerland, and second, it was implemented in the Department of Anaesthesiology and Pain Medicine at the Inselspital, Bern University Hospital, in Bern, Switzerland. The content was divided into various sections (eg, clinical anesthesia, regional anesthesia, and airway management), and each section was overseen by a senior specialist. This included creating new content, as well as updating existing pages. Content was reviewed at least once a year. Users could report directly to the senior specialist in charge if they noticed a need for changes or for implementation of new content. Content could be navigated using a menu bar or accessed directly through a search function. The most frequently accessed content was guidelines on regional anesthesia, followed by various SOPs used with clinical anesthesia.

Department of Anesthesiology and Pain Medicine, Kantonsspital Lucerne

WordPress was set up on an external server, providing worldwide access to the department’s SOPs and guidelines (Figure 2). The system went live in May 2014. The external server is hosted by a Swiss hosting company, and it provides the necessary infrastructure, such as the latest versions of PHP and MySQL, and it includes a preinstalled version of WordPress. There is no need for manual app setup or updates, apart from WordPress itself. Implementation took place over a period of roughly 1 year. This involved a requirements analysis, the collection of already existing guidelines and SOPs, the setting up of a test website, and the gradual transfer of the content to the CMS. There are 269 pages of content within the CMS. These pages are divided into clinical SOPs (eg, SOPs for neuroanesthesia, cardiac anesthesia; 196 pages), regional anesthesia guidelines (13 pages), emergency guidelines (7 pages), airway guidelines (6 pages), patient management guidelines (eg, patients with diabetes, kidney disease; 18 pages), guidelines on drugs (10 pages), SOPs for monitoring (6 pages), and checklists (13 pages). In the 365 days ending on November 1, 2018, there were 155,379 visitors to the website, corresponding to 1,057,492 website requests. As the content is in German, the website is primarily accessed by people in German-speaking countries (73,136 visitors from Germany, 41,262 visitors from Switzerland, and 9852 visitors from Austria). Access to the website was primarily gained using iPhone (113,692 visitors, 35.80%) or Windows (113,213 visitors, 35.28%; Table 2). There are 44 registered users involved in managing the content. The cost of this setup is minimal. Other than buying a domain name (CHF 70) and paying for a hosting service (CHF 100 per year), there were no financial investments. This did not include the time invested by the department’s employees. Roughly 300 to 400 hours were needed for system setup and 50 hours per year for system maintenance. This resulted in an overall cost of less than CHF 1000 for the entire project. The hosting company updates all server applications on a regular basis. The administrators perform WordPress core updates and updates of all installed plug-ins multiple times per year. This ensures that security flaws are promptly fixed. Furthermore, we ran All In One WP Security (Tips and Trick HQ), which protects the website from unwarranted access, with an additional firewall function. No patient-relevant data were stored on the website. Content was backed up on a weekly basis, and backups were kept for half a year.

### Table 1. Advantages and disadvantages of external and internal systems

<table>
<thead>
<tr>
<th>System type</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
</table>
| External system | • Accessible on all devices at any time  
• Accessible from home and while on the go  
• Publicity for the institution | • External costs might apply  
• Data might not be stored internally  
• Security risks might arise, especially if updates are not performed regularly |
| Internal system | • Security and privacy  
• Internal support systems are available | • Depending on the technical settings, an internal setup might be complex  
• Content can only be accessed through internal devices. Usually, access from home or on the go is not possible |
**Table 2.** Operating systems most commonly used to access the Lucerne Hospital’s hosting system.

<table>
<thead>
<tr>
<th>Operating system</th>
<th>Overall use, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows</td>
<td>35.28</td>
</tr>
<tr>
<td>iPhone</td>
<td>34.80</td>
</tr>
<tr>
<td>Android</td>
<td>7.11</td>
</tr>
<tr>
<td>iPad</td>
<td>6.81</td>
</tr>
<tr>
<td>Macintosh</td>
<td>11.01</td>
</tr>
<tr>
<td>Linux</td>
<td>0.99</td>
</tr>
<tr>
<td>Unknown</td>
<td>3.99</td>
</tr>
</tbody>
</table>

**Department of Anaesthesiology and Pain Medicine, Inselspital, Bern University Hospital**

The system was set up on an internal departmental server and went live in March 2018 (**Figure 3**). External access is impossible, as the system operates in a separate domain behind the hospital’s firewall. The infrastructure runs on a Windows Server (Version 2012 R2); Apache HTTP Server, PHP, MariaDB, and WordPress were installed manually. The entire setup process was documented. As installations are maintained manually and the systems need constant development, the setup comprises a test server, as well as a live server. All updates and major changes to the system are first established within the test environment before going live. The project started in March 2017, and realization was possible within 12 months. Content is presented on 341 pages managed by 35 active users. Content is divided into the following sections: in-hospital SOPs (eg, local phone numbers, operating room schedule, and hygiene; 16 pages), clinical anesthesia (236 pages), patient management (18 pages), airway guidelines (6 pages), guidelines on monitoring (3 pages), regional anesthesia (8 pages), SOPs on pain therapy (41 pages), guidelines for drugs (6 pages), and SOPs for postanesthesia care (7 pages).

Since going live, the system has been visited 13,856 times, corresponding to 45,284 page views (3.27 page views per visit). Users access the website predominantly from outside the operating room or patient care, with only 25% of users using computers positioned directly at the anesthesia station and 75% using computers outside of the operating room. As the system is locked behind the department’s firewall, virtual private network was not provided for mobile phones, and no mobile phone access was possible. Hourly usage peaked twice daily, between 9 am and 10 am, with 8.4 (SD 5.9) visitors, and between 3 pm and 4 pm, with 8.7 (SD 6.1) visitors (**Figure 4**). As there are no expenses for external servers, the system has not produced any expenses, except for the time which system developers and users dedicated to the platform.

As the system runs on an internal platform with in-hospital access only, digital attacks from the World Wide Web are not possible, and the website is protected by the corporate firewall. However, all apps and plug-ins are updated regularly, which ensures that security holes are closed. The system does not
contain any patient-relevant information, and it is backed up daily. System security was discussed with the information technology department.

Figure 3. Screenshot of the internal content management system running in Bern.
Discussion

Principal Findings

The implementation process described in this paper has been successfully performed twice in large anesthesia departments in Switzerland. Although the process requires some technological knowledge or at least an appropriate technical partner, setup itself is easy, and it can be done within a reasonable period of time. There are various CMS options available, and CMSs have been shown to be an ideal tool for efficient and consistent management of guidelines [16]. Our detailed requirement review allowed us to choose an appropriate CMS and showed that WordPress would be superior to regular wiki-based systems. Metadata generated by the systems show high usage. Use during the day reflects the active hours in our operating rooms. However, as the database is primarily accessed independent of direct patient care, it is safe to assume that its primary use is as a reference book. As a limitation to our study, direct comparison of the systems is not possible, as the Lucerne system is hosted externally, and its metadata are skewed by worldwide access. However, the statistics from Lucerne show that there is international interest in these guidelines and SOPs.

Content Management Systems in the Health Care Sector and Digital Maturity

WordPress has already been used as an electronic portfolio system [19], as a platform for the dissemination of evidence-based medicine [20], and as a centralized in-hospital database to share and distribute information, with low costs [21]. However, it has never been applied as a distribution system for guidelines and SOPs in anesthesia or emergency care. With WordPress, content can be easily managed by our senior staff, who are able to create and update pages. It is a major advantage that these content managers are anesthesiologists working in clinical practice on a daily basis and are thus in close contact with the users. This ensures a direct feedback loop and prompts implementation of new content or updates to existing content. The possibility of having multiple users manage content simultaneously prevents the system from being dependent on a single person or a small group, as might be the case with an individually coded app (eg, iOS or Android). WordPress is the most commonly used CMS worldwide, appreciated for its flexibility and features. However, this also makes it a target for security breaches and attacks. The best way to protect a system is by always running the latest stable release [22]. To avoid problems, we do not keep any sensitive information, especially patient-related data, in our databases. The modernization of the health care sector in Western Europe was reported to increase spending in technology and informatics from US $13.2 billion in 2013 to US $14.6 billion in 2018 [23]. In an assessment of Swiss hospitals, investment in hardware and software was found to be the most promising way to improve digital maturity of a health care organization [23]. The concept of digital maturity represents the ability to respond to changing needs and challenges in a computerized world. A strong link was found between usage intensity and digital maturity. The implementation of a Web-based CMS might be seen as an investment in software solutions, and therefore, it might be seen as an improvement of the digital maturity of the 2 corresponding health care organizations. It seems reasonable to record usage intensity over time to assess whether these apps might increase digital maturity through wider usage.
Mobile Technology Enhancing Accessibility and Usability

Our metadata concerning operating systems show that mobile phones are frequently used to access our guidelines and SOPs. Mobile learning has been shown to be as effective as traditional learning [15], suggesting that mobile phones apps are a viable tool to access learning and reference materials. The increasing availability of these mobile phones devices and the possibility of accessing the content on the go suggest that there could be a further peak in usage if the internal system in Bern is opened up for mobile phones access. The effect on patient care remains unclear, but usage patterns suggest that electronic access to guidelines is highly appreciated. Mobile phones apps are an emerging tool in health care [24-27], and they are leading to new possibilities, such as applications in patient management, resource distribution, and quality control [28]. Our Web-based system and most of the apps available fall in the category of patient management [28-30]. Some trials investigating the effect of mobile technology have shown that it significantly improves outcomes related to disease management [29].

Improving Outcome and Cost-Effectiveness

Studies concerned with the implementation of digital solutions have shown variable results with regard to guideline adherence [14,31-33], but the scientific data on this topic are limited. To further develop the CMS to meet the needs of our users, we intend to assess the effect of the implemented systems through frequent administration of questionnaires, and if feasible, an outcome-related study will be considered. Owing to its high usage, ease of use, and low cost, our Web-based repository for health care guidelines and operating procedures could potentially contribute to the digitization of other health care organizations with needs similar to ours [34]. Solutions that can be developed rapidly and implemented easily may be crucial for the survival of organizations in the health care landscape [34].

Conclusions

We have demonstrated that WordPress is a suitable solution for distributing and managing the internal SOPs and guidelines of 2 tertiary anesthesia departments. Although our study was performed solely in anesthesia departments, implementation in different areas of health care seems feasible. Metadata allow live monitoring and feedback. The systems are cost effective and can be handled from within the department, without depending on third-party support.
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Abstract

Background: Adherence reflects the extent to which individuals experience or engage with the content of online interventions and poses a major challenge. Neglecting to examine and report adherence and its relation to outcomes can compromise the interpretation of research findings.

Objective: The aim of this systematic review is to analyze how adherence is accounted for in publications and to propose standards for measuring and reporting adherence to online interventions.

Methods: We performed a systematic review of randomized controlled trials on online interventions for the prevention and treatment of common mental disorders (depression, anxiety disorders, substance related disorders, and eating disorders) published between January 2006 and May 2018 and indexed in Medline and Web of Science. We included primary publications on manualized online treatments (more than 1 session and successive access to content) and examined how adherence was reported in these publications.

Results: We identified 216 publications that met our inclusion criteria. Adherence was addressed in 85% of full-text manuscripts, but only in 31% of abstracts. A median of three usage metrics were reported; the most frequently reported usage metric (61%) was intervention completion. Manuscripts published in specialized electronic health journals more frequently included information on the relation of adherence and outcomes.

Conclusions: We found substantial variety in the reporting of adherence and the usage metrics used to operationalize adherence. This limits the comparability of results and impedes the integration of findings from different studies. Based on our findings, we propose reporting standards for future publications on online interventions.

(J Med Internet Res 2019;21(8):e14181) doi:10.2196/14181
KEYWORDS
adherence; compliance; usage; attrition; eHealth; e-mental health; mental health; behavior change; reporting standards; CONSORT eHealth; review

Introduction
Online interventions have become popular in the prevention and treatment of mental disorders, and they have been shown to be effective in clinical trials for a wide range of common mental disorders [1-6]. These interventions typically include multiple interactive self-help lessons to improve mental health by using established psychotherapeutic techniques. These lessons can be delivered via a Web browser or mobile app [7].

However, the behavior changes that online interventions aim to induce are very unlikely to occur if participants expose themselves to the intervention only briefly or do not do so at all. Adherence can be conceptualized as the extent to which individuals experience or engage with the content of an online intervention [8]. Poor adherence is a major issue in almost all these interventions [9] and even more so if they are unguided [10].

Attention to adherence has increased over time. However, even 13 years after Eysenbach’s landmark paper “The law of attrition” [11], referring to the finding that a significant proportion of participants in electronic health (eHealth) research do not fully use the studied technology, adherence is still not consistently and systematically examined and reported in studies of online interventions. Additionally, operationalization of adherence varies substantially across trials [12], limiting the comparability of results between trials. However, neglecting to examine adherence and its impact on outcomes in online intervention trials can compromise the interpretation of research findings, and, in turn, lead to inappropriate recommendations and decisions regarding the use and implementation of such interventions.

If an intervention is not effective even though the participants have been using it the way they were supposed to, it is very likely that the intervention itself is not working and that the core components of the intervention need to be changed or that there is a mismatch between user needs and intervention components. If, however, the intervention is not effective while people are not exposing themselves to a sufficient “dose” of it, implications for further research might be quite different. A mismatch between user needs and the intervention or its components is likely in such cases. Poor adherence may then lead to systematic underestimation of the potential intervention effects. Instead of changing core components of the intervention that teach skills and prompt change in behaviors related to mental health, the intervention may need to be augmented with components to improve adherence, or recruitment strategies may need to be changed to reach those who are open to actually using the interventions. Thus, it is vital to study both intervention effects of and adherence to online interventions and their interactions simultaneously. Furthermore, it is important to identify differential usage patterns in multicomponent interventions and user characteristics that are associated with these patterns [13-15]. In order to achieve this, multiple usage metrics are needed [15].

Although adherence has received increasing attention in the study of online interventions and been addressed in existing reporting guidelines [16], the field is still lacking common standards for addressing and reporting adherence. Various terms, definitions, and measures have been used to describe how users engage with online interventions. Some terms have been adopted from the field of pharmacotherapy [17] and others, from guidelines to describe participant flow in clinical research trials [16,18]. Although the term adherence is widely used, some authors also use the terms compliance, (session) attendance, engagement, user retention, persistence, exposure, intervention usage, or polar opposite terms—attrition or (treatment or study) dropout. Even when authors use the same term, they do not necessarily mean the same thing. For example, the term dropout can either refer to the premature cessation of treatment (treatment dropout) or the noncompletion of postintervention assessments (study dropout), although some investigators equate both [19]. In a similar way, the term attrition is used to refer to the loss of participants in the intervention of a (clinical or epidemiological) trial. For trials examining online interventions, it has been proposed that “nonusage attrition” (comparable to treatment dropout) and “dropout attrition” (comparable to study dropout) should be distinguished from each other, and it has been postulated that these forms of attrition are related to each other [11]. For this review, we chose the term adherence as an umbrella term for describing how participants use online interventions, because this term implies that they have to actively engage with an intervention [20]; the term can also be used outside of clinical trials.

In addition to a variety of terms that describe how users adhere to interventions, there are also numerous ways to measure adherence. Most online intervention platforms store log data (eg, time spent on the intervention page), which allow us to track if and how users interact with the intervention. Despite some shortcomings of this data collection method, such as not knowing with certainty whether the person who used the program was the same person who signed up, or whether a user actually engaged with the content or just opened the pages without further engagement, it provides us with objective and comparable usage metrics. However, there is much variety in the usage metrics reported for online interventions (eg, percentage of participants completing all modules/sessions, percentage of participants who visited/revisited websites, average duration of visits, average number of log-ins, and average number of pages visited) [12,21]. In addition, usage related to specific program components can only be reported for interventions that include the component (eg, a discussion board or diaries). In addition, some usage metrics only apply to guided interventions (eg, the number of messages sent to a coach). Thus, the number and type of appropriate usage metrics clearly depend on the design and delivery mode of an intervention [9,22]. In addition, the way usage is tracked and...
stored has an impact on which usage data and types of adherence are available afterward. In a recent review on the concept of adherence to health technology, Sieverink et al. [12] brought up an additional aspect: In order to define adherence, the intended use of an intervention would have to be both defined and justified by the developer (comparable to the optimum dose of a medication) beforehand. However, we still know very little about the necessary dose of online interventions to achieve optimal outcomes. The authors of the review point out that, all too often, developers of online interventions implicitly assume that their interventions work best if all users expose themselves to all parts of the content, and other patterns of use are rarely considered.

Michie et al. [15] have pointed out that engagement with online behavior change interventions is complex, depends on the intervention context, and is not limited to technology usage (adherence; micro level of engagement) but extends to behavior change outside the intervention (macro level of engagement). It has been argued that usage metrics such as the completion of exercises, homework, or diaries (where an active input from the user is required) might be linked more closely to intervention outcome rather than measures reflecting passive consumption of content [14]. Macro level engagement is very specific to the behavior change intended with an intervention and likely more complex than engagement at the micro level. Thus, quantitative measures of macro level engagement will always be specific to the type of intervention. Quantitative measures for micro level engagement or adherence on the other hand reflect the structure of an intervention rather than its content and goals. They can therefore be harmonized across interventions. These measures can also be utilized to identify usage patterns.

Although higher adherence has been shown to be linked to larger intervention effects in numerous trials [23-28], other trials [29-33] found no impact of adherence on outcomes. Heterogeneous methods for measuring and reporting adherence as well as examining the dose-response relationship between adherence and outcome and neglecting to consider differential usage patterns may contribute to these conflicting findings.

The CONSORT-eHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile Heath Applications and onLine TeleHealth) guidelines [16] offer recommendations on how to report usage data for online interventions. It is worth noting that in these guidelines, splitting up reports of research findings from one trial into several publications (eg, main outcomes and adherence) is explicitly discouraged (“salami publication”), and the reporting of information on usage is expected in primary publications. Furthermore, CONSORT-eHEALTH highly recommends to report usage metrics both in the abstract and the results sections and to describe usage parameters in the methods section, including details on what recommendations and instructions were given to the users. Moreover, subgroup analyses including only participants who used the intervention are highly recommended. Discussing bias due to nonusage is considered essential. However, there are no precise recommendations on which usage metrics should be chosen for different types of online interventions (eg, guided vs unguided, single vs multisession), because there was no consensus at the time CONSORT-eHEALTH was first published.

The aim of our systematic review was to analyze how adherence has been addressed and which usage metrics have been reported in primary publications on randomized controlled trials (RCTs) evaluating manualized, multisession online interventions (including interventions that are delivered through mobile devices) for common mental disorders (ie, depression, anxiety, substance use disorders, and eating disorders). Specifically, we examined whether adherence was reported in the abstract, the results section, and the CONSORT flowchart of each publication; which usage metrics were reported; whether usage or adherence were addressed in the discussion section; and whether usage metrics were analyzed in relation to outcome.

Based on our findings, we propose common standards for addressing adherence, including specific recommendations for usage metrics that the existing CONSORT-eHEALTH guidelines are currently not specifying.

Methods

Inclusion and Exclusion Criteria

We included articles that met the following criteria in the review: (1) the article was published in a peer reviewed journal after the publication of Eysenbach’s seminal “The Law of attrition” [11], between January 2006 and May 22, 2018; (2) the article reported research on an online intervention targeting a common mental disorder (depression [without bipolar disorder, postpartum depression, and complicated grief], anxiety disorders [without posttraumatic stress disorder and obsessive-compulsive disorder], substance use disorders, and eating disorders); (3) the article reported the main findings from an RCT; (4) the trial examined a manualized, multisession (two or more) online intervention (Web- or app-based); (5) participants received sequential access to the intervention content; (6) the intervention taught the participants skills; and (7) the article was written in English or German.

We excluded articles that met the following criteria from the review: (1) The article described research on an online intervention targeting common mental disorders in patients with a primary somatic disorder (eg, diabetes or cancer) or an online intervention targeted at carers or parents of patients; (2) the trial examined a highly individualized intervention without common core content; (3) the trial examined a blended intervention, and (4) the trial examined an intervention purely based on text messaging, email, online discussion boards, or online chat groups.

This review has not been preregistered, and the review protocol has not been published.

Search Strategy

“anorexia,” “anorexic,” “bulimia,” “bulimic,” “binge eating,” “substance abuse,” “substance related disorder,” “alcohol,” “nicotine,” and “cannabis” (Multimedia Appendix 1).

Study Selection
Studies were selected in two steps. First, titles and abstracts were screened by author IB to exclude publications that were clearly out of the scope of the review; did not report studies on interventions targeting common mental disorders; described study protocols, reviews, and meta analyses; reported secondary analyses only; or had not been published in a peer review journal. Second, authors IB, BV, PM, and AZ assessed the remaining full-text articles for eligibility. Each publication was assessed by two authors. We coded the following variables (along the bibliographic data) for each publication: (1) Is this an RCT? (2) Is this an online intervention? (3) Is it manualized? (4) Does it have multiple sequential sessions/modules? (5) Does it teach skills? (6) Is this the main publication? (7) Study registration number.

Data Extraction
Data extraction was conducted in three steps. First, authors BV and IB coded the following variables for all included studies: (1) Is adherence addressed in the abstract? (2) Is adherence addressed in the results section? (3) Is adherence addressed in the CONSORT statement? (4) Is adherence examined in relation to outcome? (5) Is adherence addressed in the discussion section?

In the next step, authors BV and IB extracted the information on adherence reported in the results section and the CONSORT statement. For that purpose, a data extraction form was developed, which captured the following usage metrics: full intervention completion (eg, “XX%/N completed the full intervention” or “XX%/N failed to complete the full intervention”), completion of a set minimum of sessions/modules (eg, “XX%/N completed 6 out of 8 sessions” or “XX%/N completed less than 2 out of 5 sessions”), average number of completed sessions/modules, specified point of intervention dropout (last opened session or module, sometimes illustrated by a graph), intervention dropout (not specified, eg, “XX%/N did not complete the intervention”), number of participants who were allocated to the intervention but never logged on, number of times participants logged on, proportion of patients accessing the treatment site per week, total time spent on the program, time spent on the program site per week/per login, and number of participants who completed a survey that is part of the intervention (not just assessment for the clinical trial), number of entries in a diary, number of completed exercises, number of messages to a coach, number of participants who posted to a discussion board, number of participants who accessed a discussion board (without necessarily posting something), number of visits to the discussion board, number of participants who shared diary entries with other participants, average percentage of pages read, and average percentage of screens viewed. The use of this form was piloted and revised in a group meeting (IB, PM, and BV) on a subset of the included articles (N=150). The resulting data extraction form was then used to extract data from the remaining studies (IB, FB, PM, BV, and AZ). Disagreements regarding the coding were discussed between IB and BV until a consensus was reached.

Data Analysis
Data were entered into an Excel spreadsheet, which was then converted into an SPSS (Statistical Package for the Social Sciences) file. Each publication was treated as a separate case. Descriptive analyses were performed using SPSS [computer software] (Version 24.0. IBM Corp, Armonk, NY). Absolute and relative frequencies were used as the primary measures for the adherence reporting and defined usage metrics. We tested differences in adherence reporting and usage metrics between studies published in specialized eHealth journals versus nonspecialized journals. Two-sided Chi-squared tests were used, and $P$ values<.05 were considered to indicate significant differences between the two groups.

Results
We identified 216 publications reporting on the primary outcomes of RCTs investigating online interventions for common mental disorders (Figure 1, Multimedia Appendix 1). Of these, 34 were published in specialized eHealth journals (eg, Journal of Medical Internet Research, Internet Interventions, and Computers in Human Behavior) and 182 were published in nonspecialized journals.

Interventions for depression (n=73) were evaluated most frequently, followed by interventions for anxiety disorders (n=65). Substance use disorders (n=27) and eating disorders (n=24) were targeted less frequently. Transdiagnostic interventions were investigated in 27 trials. The majority of trials evaluated interventions aiming to treat mental disorders (n=177); prevention (n=34) and aftercare (n=5) interventions were less frequently investigated.

Table 1 provides details on how adherence was reported in the overall sample of publications as well as how publications from specialized eHealth journals differed from publications in nonspecialized journals. Adherence was not reported at all in 28 publications (13%). The majority of publications (83.3%) included information on adherence in the results section, while less than half (41.2%) included information in the CONSORT statement. Adherence was addressed in the discussion in most publications (69.4%). Approximately one in three publications (30.1%) included information on adherence in the abstract.

Although roughly one in two publications in specialized eHealth journals included information on how adherence was related to outcomes, this was only true for one in four publications in nonspecialized journals ($\chi^2=4.6, P=.30$). In 25 publications (11.6%), correlation or regression analyses were used to investigate the relationship between program usage and outcomes. In 23 publications (10.6%), results of a per protocol analysis that included only participants who completed a preset minimum of the intervention were reported. In eleven publications (5.1%), comparisons between treatment completers and noncompleters or high and low adherers were reported.

In the 188 publications that contained information on adherence, a median of three usage metrics was reported. Of the total of
216 publications, 23 (10.6%) included one metric, 46 (21.3%) included two metrics, 56 (25.9%) included three metrics, and 63 (29.2%) included four or more metrics. Most metrics were related to session/module progression, while the usage of additional intervention features (eg, diaries, discussion boards, and messaging) was rarely reported. The most frequently reported metric was “full intervention completion” (Table 2).

**Figure 1.** Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram. CMHD: common mental health disorders; RCT: randomized controlled trial.

<table>
<thead>
<tr>
<th>Table 1. Adherence reporting.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adherence reporting</strong></td>
</tr>
<tr>
<td>Adherence not addressed at all</td>
</tr>
<tr>
<td>Adherence addressed in the abstract</td>
</tr>
<tr>
<td><strong>Adherence addressed in the results section</strong></td>
</tr>
<tr>
<td>Under own heading</td>
</tr>
<tr>
<td>Adherence related to outcome</td>
</tr>
<tr>
<td>Adherence addressed in CONSORT&lt;sup&gt;b&lt;/sup&gt; chart</td>
</tr>
<tr>
<td>Adherence addressed in discussion</td>
</tr>
</tbody>
</table>

<sup>a</sup>eHealth: electronic health.

<sup>b</sup>CONSORT: Consolidated Standards of Reporting Trials.
Completion of exercises throughout the online intervention, on the other hand, might be a user metric that can capture deeper content-focused engagement with the intervention.

In our review, only one in four publications addressed adherence in relation to outcome; publications from specialized eHealth journals did so significantly more often than publications from nonspecialized journals. A previous review [14] reported a slightly higher rate (48%) of studies investigating the impact of adherence to outcome. The authors also investigated the impact of usage metrics on the association between adherence and treatment outcome and suggested that the number of logins and completed modules were associated with effectiveness. In our review, we did not aim to evaluate the relationship between adherence and outcome. However, as findings on the adherence-outcome relationship are inconsistent, it is crucial to conduct such analyses in addition to the primary analysis in future studies on eHealth interventions.

Proposal for Reporting Standards

Based on our review and previous reviews, we propose reporting standards regarding adherence and usage metrics (Textbox 1). Most importantly, adherence should be addressed in every publication regarding online interventions (ie, in the main outcome paper). Interventions may include different intervention components, but many have similarities regarding their design, such as multiple (consecutive) sessions or modules. Therefore, while some usage metrics are specific to components (eg, use of a diary), others are universal (eg, average number of completed sessions/modules) and should be reported for every intervention. Utilization and reporting of the same usage metrics across interventions facilitates comparison between interventions and studies and allows pooling of data from multiple studies. Hence, it seems reasonable to include usage metrics that have been used most often in the past (ie, information on completed sessions/modules) and to complement them with additional metrics that are appropriate for the intervention based on its

<table>
<thead>
<tr>
<th>Usage metrics</th>
<th>Overall (N=216), n (%)</th>
<th>Studies published in eHealth journals (n=34), n (%)</th>
<th>Studies published in nonspecialized journals (n=182), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full intervention completion</td>
<td>127 (58.8)</td>
<td>19 (55.9)</td>
<td>108 (59.3)</td>
<td>.71</td>
</tr>
<tr>
<td>Completion of set minimum of sessions/modules</td>
<td>99 (45.8)</td>
<td>21 (61.8)</td>
<td>78 (42.9)</td>
<td>.04</td>
</tr>
<tr>
<td>Average number of completed sessions/modules</td>
<td>82 (38.0)</td>
<td>9 (26.5)</td>
<td>73 (40.1)</td>
<td>.13</td>
</tr>
<tr>
<td>Specified point of intervention dropout (last opened/completion session/module)</td>
<td>71 (32.9)</td>
<td>12 (35.3)</td>
<td>59 (32.4)</td>
<td>.74</td>
</tr>
<tr>
<td>Intervention dropout (point not specified)</td>
<td>28 (13.0)</td>
<td>3 (8.8)</td>
<td>5 (2.7)</td>
<td>.43</td>
</tr>
<tr>
<td>Number of participants who were allocated to the intervention, but never logged in</td>
<td>68 (31.5)</td>
<td>13 (38.2)</td>
<td>55 (30.2)</td>
<td>.36</td>
</tr>
<tr>
<td>Number of times participants were logged on</td>
<td>18 (8.3)</td>
<td>2 (5.8)</td>
<td>16 (8.8)</td>
<td>.57</td>
</tr>
<tr>
<td>Total time spent on program</td>
<td>21 (9.7)</td>
<td>0 (0)</td>
<td>21 (11.5)</td>
<td>.04</td>
</tr>
<tr>
<td>Number of entries in a diary</td>
<td>12 (5.6)</td>
<td>3 (8.8)</td>
<td>9 (4.9)</td>
<td>.37</td>
</tr>
<tr>
<td>Number of messages to a coach</td>
<td>17 (7.9)</td>
<td>0 (0)</td>
<td>17 (9.3)</td>
<td>.06</td>
</tr>
</tbody>
</table>

*a*EHealth: electronic health.

**Discussion**

**Principal Findings**

The aim of this systematic review was to analyze reporting of adherence to online interventions for common mental disorders and to propose recommendations for reporting adherence in future publications. The majority of publications included information on program usage, but in 13% of the publications, adherence was not referred to at all. Adherence was typically addressed in the results section (often under its own heading), less often in the discussion section, and upfront in the abstract in only one-third of the publications.

In the majority of publications, multiple usage metrics were reported, which is in line with recommendations given in previous reviews on adherence [9]. Most authors reported usage metrics related to session/module progression, with full intervention completion being the usage metric reported most commonly, while use of intervention components (eg, diaries and discussion boards) was reported less often. Our results are similar to those found in a previous review on predictors of adherence by Donkin and colleagues [14], where module completion was, after the number of logins, the usage metric most commonly reported, whereas usage metrics related to specific intervention components were reported less often. In general, we found considerable variability in the type and number of reported usage metrics. Some of the metrics were only used by specific research groups; for example, the number of pages opened/viewed was only used in seven publications on different trials investigating the eating disorder prevention program “StudentBodies” [34].

Some usage metrics might be more useful or valid than others in terms of how they reflect actual usage behavior. For example, measuring time spent in the intervention may not be the most appropriate metric, as it is still not trivial to determine whether recordings are related to actual intervention use or some other activity in another tab of the same browser or even outside the browser. Completion of exercises throughout the online intervention, on the other hand, might be a user metric that can capture deeper content-focused engagement with the intervention.
design and goals. It is key to include detailed information on how adherence was operationalized and how usage metrics were obtained (eg, how “full intervention completion” was defined). Information on adherence should be included in the abstract, the results, and the CONSORT flow chart. Detailed information on user retention should be included in the results section (eg, in a line chart) to illustrate the rate of use of the intervention by participants according to the module/session. Dichotomization of usage metrics (eg, intervention completion vs noncompletion) should be avoided in favor of continuous measures.

The assessment and report of multiple usage metrics is encouraged, as it has several advantages. First, the use of individual components can be investigated; thus, multiple usage patterns can be identified and ultimately be linked to outcome [12,14]. Second, it offers the possibility to create a composite score consisting of multiple adherence measures that might reflect more facets of adherence, in general. However, it is essential to explain how such composite scores were built and what its single components are. Donkin et al [14] suggested a composite measure including time spent online, completion of activities, and other measures related to an active engagement with the program to be a suitable measure of adherence. Third, reporting of different usage metrics facilitates comparison between interventions and studies on multiple dimensions.

**Textbox 1. Standards for reporting adherence.**

- Address adherence in every publication regarding online interventions.
- Provide details on how adherence was operationalized and how usage metrics were obtained in the methods section.
- Include information on adherence in your abstract.
- Provide detailed information on adherence in the results section and the Consolidated Standards of Reporting Trials flow chart:
  - Include detailed information on user retention per session or module. Avoid only reporting dichotomized data (eg, treatment completers vs noncompleters, low vs high adherers).
  - Include at least the following metrics: average number of completed modules/session and number of participants who were allocated to the intervention but never logged in.
  - In interventions with multiple components, include metrics that reflect those different components.
  - Differentiate between passive components (eg, reading assignments and videos) and active components that require engagement (eg, diaries and discussion board). If possible, report adherence to exercises in daily life between intervention sessions.
  - If appropriate, analyze how adherence is related to outcome.
- Address the possible impact of adherence on intervention outcomes in the discussion section.

**Strengths and Limitations**

Strengths of this review are the systematic approach and application of independent coding by at least two of the authors, which was employed in every step of the review after initial title and abstract screening. This reduced the risk of selection bias. Our selection procedure led to the inclusion of studies on interventions that are comparable in core design characteristics (eg, multiple sequential sessions). In addition, a large number of publications could be included, reflecting the growth of the field in the past decade.

This review also has some limitations. Initial title and abstract screening was conducted by only one person. Although only publications that were clearly out of the scope of our review were excluded at this step, we cannot completely rule out the possibility that publications were excluded erroneously. Our review is further limited to studies evaluating interventions targeting common mental disorders (depression, anxiety, eating disorders, and substance-related disorders). Interventions targeting other disorders (eg, psychosis or bipolar disorders) were excluded because these conditions are not viewed as common mental disorders. Hence, our findings cannot be generalized across the whole field of electronic mental health research. Moreover, this review cannot draw any conclusions regarding the impact of adherence on outcome (eg, whether there are consistent findings in terms of strength or direction of associations), but examined whether a dose-response relationship was addressed at all in the individual publications. Secondary...
publications on adherence were not considered, as the CONSORT-HEALTH guidelines (Eysenbach, 2011 [16]) explicitly suggest having information on adherence in main outcome papers.

**Conclusions**

In summary, most publications included information on adherence and addressed adherence in the discussion. The most frequently reported usage metric was full intervention completion. There was substantial variety in the usage metrics utilized to operationalize adherence, which impedes comparisons regarding adherence between studies and interventions. Only one in three publications reported on adherence in the abstract. Publications often are screened by abstract and sometimes even evaluated only by the abstract. Results presented in the abstract are more likely to be disseminated by journalists than results presented elsewhere in a manuscript [35]. Hence, to prevent misinterpretation of study results, the abstract should tell the full story, including information on how an intervention was used and how this may have impacted outcomes.
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Virtual Reality for Screening of Cognitive Function in Older Persons: Comparative Study

Background: The prevalence of dementia, which presents as cognitive decline in one or more cognitive domains affecting function, is increasing worldwide. Traditional cognitive screening tools for dementia have their limitations, with emphasis on memory and, to a lesser extent, on the cognitive domain of executive function. The use of virtual reality (VR) in screening for cognitive function in older persons is promising, but evidence for its use is sparse.

Objective: The primary aim was to examine the feasibility and acceptability of using VR to screen for cognitive impairment in older persons in a primary care setting. The secondary aim was to assess the module’s ability to discriminate between cognitively intact and cognitively impaired participants.

Methods: A comparative study was conducted at a public primary care clinic in Singapore, where persons aged 65-85 years were recruited based on a cut-off score of 26 on the Montreal Cognitive Assessment (MoCA) scale. They participated in a VR module for assessment of their learning and memory, perceptual-motor function, and executive function. Each participant was evaluated by the total performance score (range: 0-700) upon completion of the study. A questionnaire was also administered to assess their perception of and attitude toward VR.

Results: A total of 37 participants in Group 1 (cognitively intact; MoCA score ≥ 26) and 23 participants in Group 2 (cognitively impaired; MoCA score < 26) were assessed. The mean time to completion of the study was 19.1 (SD 3.6) minutes in Group 1 and 20.4 (3.4) minutes in Group 2. Mean feedback scores ranged from 3.80 to 4.48 (max=5) in favor of VR. The total performance score in Group 1 (552.0, SD 57.2) was higher than that in Group 2 (476.1, SD 61.9; \( P < .001 \)) and exhibited a moderate positive correlation with scores from other cognitive screening tools: Abbreviated Mental Test (0.312), Mini-Mental State Examination (0.373), and MoCA (0.427). A receiver operating characteristic curve analysis for the relationship between the total performance score and the presence of cognitive impairment showed an area under curve of 0.821 (95% CI 0.714-0.928).

Conclusions: We demonstrated the feasibility of using a VR-based screening tool for cognitive function in older persons in primary care, who were largely in favor of this tool.

(J Med Internet Res 2019;21(8):e14821) doi:10.2196/14821
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virtual reality; feasibility studies; mental status and dementia tests; technology; video games; dementia; cognitive dysfunction
**Introduction**

**Background and Rationale**

Dementia is becoming more prevalent worldwide. About half of the dementia cases are in Asia, and the total number of cases worldwide is forecasted to increase to 63 million in 2030 [1]. In Singapore, one in ten people aged ≥60 years may have dementia [2]. Patients with dementia demonstrate significant cognitive decline in at least one or more cognitive domains, including complex attention, executive function, learning and memory, language, perceptual-motor function, and social cognition [3]. Mild cognitive impairment (MCI) represents a “middle ground” between normal ageing and dementia, and there has been growing interest in its timely diagnosis [4]. Although the Mini-Mental State Examination (MMSE) is the most widely applied test for dementia screening, the Montreal Cognitive Assessment (MoCA) is considered the best alternative for screening of MCI [5].

Besides the MMSE and MoCA, there are more than 40 other tests available for cognitive screening in health care settings [5]. A challenge with the application of commonly used paper-and-pencil or even digitalized screening tools is the limited cognitive domains that they assess. This is at the expense of other cognitive domains like executive function [6] and perceptual-motor function, which, when deficient, are associated with a high risk of progression to dementia [7]. Furthermore, the scoring in many of these screening tools is influenced by factors such as education level and cultural background [8]. Functional status scales used to assess the severity of dementia, such as the Barthel Index for Activities of Daily Living (ADL), also heavily depend on subjective observational measures. One plausible solution to overcome some of these limitations is the employment of virtual reality (VR) technology.

Virtual reality is a technology that provides interaction between a user and artificially generated environments. In recent years, with technological advancement, the use of VR has become more widespread. Beyond entertainment purposes, VR has also found purpose within certain fields of medicine [9] such as cognitive rehabilitation and training [10]. As a screening tool, VR has shown to have greater ecological validity [11], which reflects how well these tests predict real-world settings. This is in contrast with the contrived testing environment around the routine screening tests used today.

Several studies have attempted to investigate the use of VR to screen for cognitive impairment in older persons. Tong et al [12] used a tablet technology to screen for abnormal cognitive status in the emergency department, while Zygoouris et al [13] developed a cognitive training app and compared its performance with established neuropsychological tests. Neither of these studies applied VR to cognitive screening in primary care, which is the most relevant setting for early detection of cognitive impairment [14].

**Study Aims**

The primary aim of this study was to examine the feasibility and acceptability of using VR to screen for cognitive impairment in older persons in a primary care setting. The VR platform used in this study is a new tool (referred to as the RE@CH assessment module or VR module) developed by the Institute of Technical Education (ITE), College West, Singapore. Feasibility is defined by the proportion of participants who successfully complete the RE@CH assessment module within a stipulated time. Acceptability is based on the feedback received at the end of the study with regard to acceptance, perception, and experience with VR.

The secondary aim was to assess the ability of the RE@CH assessment module to discriminate between cognitively intact and cognitively impaired participants. Performance was assessed by first establishing a scoring algorithm on the module, followed by comparing the performance scores between the two groups. Validity was assessed by examining the correlation of the scores against other routine cognitive screening assessments including the Abbreviated Mental Test (AMT) [15], MMSE [16], and MoCA [17]. This was followed by receiver operating characteristic (ROC) curve analysis to determine a useful cut-off score.

**Methods**

**Study Design**

This study was conducted at SingHealth Polyclinics-Outram, a public primary care clinic located in the central region of Singapore and serving a multiethnic Asian population.

Most patients attend these polyclinics to visit their primary care physicians or family physicians for management of their noncommunicable diseases such as hypertension, dyslipidemia, and type 2 diabetes mellitus. Subspecialized clinics operate on selected days of the month at this study site, such as the GeRiatriC serviCE (GRACE) memory clinic, which screens patients for suspected cognitive impairment including MCI and dementia.

**Participants and Eligibility**

The participants were older persons registered at SingHealth Polyclinics-Outram, aged between 65 and 85 years. Sixty participants were targeted based on a small to medium standardized effect size [18] of the secondary aim (difference between mean performance scores and correlation coefficient), calculated using the upper confidence limit approach [19]. Of the 137 participants who were approached, 60 (43.8%) were recruited and enrolled after providing consent. All were recruited directly at the study site from March 2019 to April 2019 and were assessed by either the primary investigator (PI) or co-PI of the study project. Potential participants were patients waiting to see the doctor in the general clinic or GRACE memory clinic (Figure 1). They were either screened selectively at the waiting area or referred by physicians from those clinics.
All participants were required to understand the procedure for using the RE@CH assessment module, perform the movements involved in the study, and have the mental capacity to provide written informed consent. Those with poor vision, inability to follow verbal commands, aphasia, impairment of kinetic abilities that could inaccurately affect their performance on the assessment module, and unwillingness or inability to comply with the study protocol were excluded. Those with severe functional impairment based on the Lawton instrumental ADL (iADL) scale \[20\] were also excluded.

Enrolled participants provided written informed consent before entering the study, and this included consent to access their electronic medical records. All participants had an acceptable mental capacity, and consent was obtained in the presence of a witness. The MoCA cognitive assessment screen was performed and participants were divided into two groups (Figure 1), each meeting specific eligibility criteria:

- **Group 1**: Cognitively intact individuals, as defined by a MoCA score of \(\geq 26\). Those with pre-existing formal diagnosis of cognitive impairment of any degree or a history of cerebrovascular accident or neurological deficits were excluded.

- **Group 2**: Cognitively impaired individuals, as defined by a MoCA score of \(< 26\).

### RE@CH Assessment Module

The RE@CH assessment module (Figure 2) uses VR and motion sensor (Leap motion) technology to replicate activities encountered in daily living as 3D games (Figure 3). The virtual environment was projected on a 55-inch 2D screen that recreates an immersive experience for the user. Through these activities, several cognitive domains were assessed. These included learning and memory, perceptual-motor function, and executive function, which had the greatest emphasis.

The study team designed a scoring algorithm (Table 1) to appraise the participant’s performance on the RE@CH assessment module. Seven relevant tasks were selected and the scored depending on the participants’ ability to complete the task correctly within the stipulated time, the number of attempts, and the proportion of tasks performed correctly.

Participants had to complete various tasks via the module using appropriate hand gestures. Before the formal VR assessment, they were guided through one orientation task to familiarize themselves with the mechanics of the system. Their performance on the next seven key activities was scored manually using the scoring algorithm (Table 1) in the following order:

1. Opening a door using the correct key and passcode number
2. Making a phone call by recalling a predefined 8-digit number
3. Identifying: (a) Famous people, (b) Advertisement of groceries, and (c) 4-digit number on a lottery slip on a newspaper
4. Sorting household objects according to category
5. Picking an outfit appropriate for a specified occasion
6. Withdrawing cash from an automated teller machine
7. Shopping for groceries in a provision shop

Prior to each task, the study team guided the participant on the requirement of the task through a short tutorial.
Figure 2. Setup of the RE@CH assessment module in the consultation room.

Figure 3. Main screen page of the RE@CH assessment module, showing two 3D games: Secret Door (opening a door using the right key) and Speed Dialling (making a phone call by recalling a predefined 8-digit number).
Table 1. Scoring algorithm on RE@CH assessment module.

<table>
<thead>
<tr>
<th>Cognitive domain, task, content</th>
<th>Score</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td><strong>Perceptual-Motor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1—Opening door with correct key and passcode number</td>
<td>No attempt</td>
<td>Unable to complete Step 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Learning and Memory</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2—Make a phone call, recalling the 8-digit number in predefined sequence</td>
<td>No attempt</td>
<td>Unable to complete on 3 attempts</td>
</tr>
<tr>
<td><strong>Executive Function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3—Identify items in each category from the newspaper: (1) famous people, (2) advertisement of groceries, and (3) 4-digit number on a lottery slip</td>
<td>No attempt</td>
<td>Fail to identify any category correctly</td>
</tr>
<tr>
<td>4—Housekeeping: Sort things inside the room</td>
<td>No attempt</td>
<td>Sort 0 items correctly</td>
</tr>
<tr>
<td><strong>Executive Function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5—Dressing/grooming: Pick appropriate outfit for occasion</td>
<td>No attempt</td>
<td>Pick appropriate outfit for 0 of 3 tries</td>
</tr>
<tr>
<td><strong>Executive Function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6—Handling finances: Withdrawing cash from ATM</td>
<td>No attempt</td>
<td>Unable to complete Step 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Executive Function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7—Handling finances: Shopping at provision shop</td>
<td>No attempt</td>
<td>Unable to complete Objective 1 with 0 correct item</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Data Collection**

First, AMT, MMSE, and MoCA cognitive screening tests were carried out in order and scored as part of the cognitive function assessment to determine eligibility and classification into either of the two groups.

Next, baseline characteristics were collected, including demographics, functional status (Barthel Index and Lawton iADL), clinical parameters, and past medical history. All data were obtained directly from the participants, except for their past medical history, which was from their electronic medical records.

Subsequently, the VR component of the study began once the PI or co-PI of the study started the briefing of the participant on the module and ended after the completion of the seventh activity on the RE@CH assessment module. The start and end time were recorded and used to calculate the participant’s time spent on the module, which included the time spent on the tutorial and explanation by the facilitator.

Finally, the participants completed an interviewer-administered questionnaire to assess their perception toward VR (Textbox 1). There were six questions, and the answers were rated on a Likert scale (1 - strongly disagree, 2 - disagree, 3 - neutral, 4 - agree, 5 - strongly agree). Total feedback scores were calculated by summing the scores from the six questions.

---

aATM: automated teller machine.
bPIN: personal identification number.
Textbox 1. Sample questionnaire assessing subjects' perception toward virtual reality experience, categorized by individual questions.

<table>
<thead>
<tr>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The VR software I have experienced is easy to use.</td>
</tr>
<tr>
<td>2. The amount of time I spent with the VR software is acceptable to me.</td>
</tr>
<tr>
<td>3. The use of VR software helps to make the experience in the clinic more interactive.</td>
</tr>
<tr>
<td>4. The use of VR technology to help diagnose medical condition appeals to me.</td>
</tr>
<tr>
<td>5. I would not mind seeing more new technologies being used by the doctor/medical staff during the consultation.</td>
</tr>
<tr>
<td>6. Overall, I enjoyed the VR experience in the clinic.</td>
</tr>
</tbody>
</table>

Outcome Measures
To achieve the primary aim of examining the feasibility and acceptability of the VR module, the following outcomes were measured: percentage of participants who successfully completed the RE@CH assessment module, time taken to complete the RE@CH assessment module, and scores from the feedback questionnaire.

To achieve the secondary aim of assessing the performance and validity of the RE@CH assessment module, the following outcomes were measured: performance scores on the RE@CH assessment module and scores on other cognitive assessment tests including AMT, MMSE, and MoCA. Additional statistical analysis was performed to derive the correlation between these outcome measures and to obtain the ROC curve.

All outcome measures were recorded in both study groups.

Statistical Analysis
Baseline characteristics were compared between the groups using a two-sample t test and the Fisher exact test for continuous and categorical variables, respectively. Summary statistics were calculated individually for the recruitment statistics and questionnaire-dependent feedback scores. Groups 1 and 2 were compared using the two-sample t test.

Performance scores were analyzed at each task level, given a total score, and compared between the two groups using the methods described above, as appropriate. Correlation between performance scores and other variables was assessed using Pearson correlation. A logistic regression was performed based on the total performance scores, followed by ROC analysis to assess its predictive capability to discriminate between cognitively intact and cognitively impaired individuals.

A P value <.05 was considered statistically significant (two-sided). Analyses were performed using SAS University Edition software (Version 9.4M6 of the SAS System for Windows; SAS Institute Inc, Cary, NC).

Results
Sample Description
Based on their MoCA scores, 37 participants with a score ≥26 were placed in Group 1 (cognitively intact) and 23 participants with a score <26 were placed in Group 2 (cognitively impaired). Of those in Group 2, 10 were new cases pending referral to the GRACE memory clinic. Baseline characteristics of participants in both groups were compared (Table 2). There were no statistically significant differences in age and gender between the two groups. Mean cognitive assessment scores, based on AMT, MMSE and MoCA, were all higher in Group 1 than in Group 2.
Table 2. Baseline characteristics by cognitive status.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Cognitively intact (n=37)</th>
<th>Cognitively impaired (n=23)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>70.7 (3.6)</td>
<td>73.2 (5.4)</td>
<td>.06</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.21</td>
</tr>
<tr>
<td>Female</td>
<td>26 (70.3)</td>
<td>15 (65.2)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>11 (29.7)</td>
<td>8 (34.8)</td>
<td></td>
</tr>
<tr>
<td>Years of education, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;6</td>
<td>4 (10.8)</td>
<td>12 (52.2)</td>
<td></td>
</tr>
<tr>
<td>6-10</td>
<td>23 (62.2)</td>
<td>8 (34.8)</td>
<td></td>
</tr>
<tr>
<td>&gt;10</td>
<td>10 (27.0)</td>
<td>3 (13.0)</td>
<td></td>
</tr>
<tr>
<td>Functional status scores, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADLb</td>
<td>98.5 (2.6)</td>
<td>98.3 (3.9)</td>
<td>.78</td>
</tr>
<tr>
<td>iADLc</td>
<td>22.8 (0.5)</td>
<td>21.7 (1.4)</td>
<td>.002</td>
</tr>
<tr>
<td>Cognitive assessment scores, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMTd</td>
<td>9.6 (0.6)</td>
<td>8.3 (1.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MMSEe</td>
<td>28.8 (1.0)</td>
<td>25.9 (3.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MoCAsf</td>
<td>27.8 (1.2)</td>
<td>22.2 (3.3)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aIn categories where the mean values can be directly compared, the P values are given individually. In categories where the distribution across subcategories are compared, only P values for the main categories are given.
bADL: activities of daily living, maximum score of 100.
ciADL: instrumental activities of daily living, maximum score of 23.
dAMT: Abbreviated Mental Test, maximum score of 10.
eMMSE: Mini-Mental State Examination, maximum score of 30.
fMoCA: Montreal Cognitive Assessment, maximum score of 30.

Primary Aim: Feasibility and Acceptability

Recruitment Statistics and Time to Completion

All 60 (100%) enrolled participants successfully completed the study. The mean total time spent on the RE@CH assessment module was not significantly different between the two groups (Group 1: 19.1 [SD 3.6] minutes; Group 2: 20.4 [SD 3.4] minutes; P=.17; Table 3).

Assessment of Perception Toward Virtual Reality

Results from the questionnaire were favorable toward the VR experience. Mean feedback scores for each question (over a scale of 1-5) ranged from 3.80 to 4.48 (Table 3). The largest proportion of responses to all statements was “Agree” or “Strongly agree.” The difference in total feedback scores between the study groups was not statistically significant (P=.62; Table 3).
Table 3. Total time spent on the RE@CH assessment module and feedback scores between study groups.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Cognitively intact (n=37)</th>
<th>Cognitively impaired (n=23)</th>
<th>P value</th>
<th>Overallb (N=60), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median</td>
<td>Mean (SD)</td>
<td>Median</td>
</tr>
<tr>
<td>Time spent on the virtual reality module</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time (minutes)</td>
<td>19.1 (3.6)</td>
<td>17</td>
<td>20.4 (3.4)</td>
<td>18</td>
</tr>
<tr>
<td>Feedback score from the questionnaire</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean feedback score by questionb</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question 1</td>
<td>3.76 (1.01)</td>
<td>3</td>
<td>3.87 (0.97)</td>
<td>3</td>
</tr>
<tr>
<td>Question 2</td>
<td>4.11 (0.77)</td>
<td>4</td>
<td>4.13 (0.87)</td>
<td>4</td>
</tr>
<tr>
<td>Question 3</td>
<td>4.08 (0.76)</td>
<td>4</td>
<td>4.17 (0.94)</td>
<td>4</td>
</tr>
<tr>
<td>Question 4</td>
<td>3.92 (1.04)</td>
<td>3</td>
<td>4.26 (0.81)</td>
<td>4</td>
</tr>
<tr>
<td>Question 5</td>
<td>4.30 (0.81)</td>
<td>4</td>
<td>4.26 (0.69)</td>
<td>4</td>
</tr>
<tr>
<td>Question 6</td>
<td>4.51 (0.56)</td>
<td>4</td>
<td>4.43 (0.95)</td>
<td>4</td>
</tr>
<tr>
<td>Total feedback scorec</td>
<td>24.7 (3.6)</td>
<td>25</td>
<td>25.1 (3.9)</td>
<td>26</td>
</tr>
</tbody>
</table>

aOverall mean values from both study groups.
bDescription of the individual questions can be found in Textbox 1.
cSum of the numerical scores (ranging from 1 to 5) given for each of the six questions.

Secondary Aim: Performance and Validity

Discriminating Performance Between Cognitively Intact and Cognitively Impaired Participants

In general, the mean scores for each task was higher in the cognitively intact compared to the cognitively impaired participants, except for task 1 (Table 4). These differences were statistically significant for tasks 2, 3 and 7, and the total performance score (sum of task 1 to task 7 scores) exhibited statistically significant differences. Results of the individual performance scores in the RE@CH assessment module are summarized in Table 4.

Table 4. Performance scores on the RE@CH assessment module by cognitive status for individual tasks and total scores.

<table>
<thead>
<tr>
<th>Task</th>
<th>Cognitively intact (n=37), mean (SD)</th>
<th>Cognitively impaired (n=23), mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1—Opening door</td>
<td>96.6 (14.6)</td>
<td>96.7 (11.4)</td>
<td>.97</td>
</tr>
<tr>
<td>2—Making phone call</td>
<td>67.6 (33.3)</td>
<td>41.3 (23.4)</td>
<td>.002</td>
</tr>
<tr>
<td>3—Reading newspaper and identifying specific components</td>
<td>87.8 (20.9)</td>
<td>65.2 (26.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>4—Sorting items</td>
<td>81.1 (19.0)</td>
<td>71.7 (29.5)</td>
<td>.18</td>
</tr>
<tr>
<td>5—Choosing the right clothes</td>
<td>66.9 (25.0)</td>
<td>57.6 (23.2)</td>
<td>.16</td>
</tr>
<tr>
<td>6—Withdrawing money at ATMa</td>
<td>53.4 (10.5)</td>
<td>50.0 (0.0)</td>
<td>.06</td>
</tr>
<tr>
<td>7—Shopping at supermarket</td>
<td>98.6 (5.7)</td>
<td>93.5 (11.2)</td>
<td>.049</td>
</tr>
<tr>
<td>Total performance scoreb</td>
<td>552.0 (57.2)</td>
<td>476.1 (61.9)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aATM: automated teller machine.
bSum of individual scores (ranging from 0 to 100) in each of the seven tasks.

Correlation of the RE@CH Assessment Module and Routine Cognitive Screening Assessment

The total performance score showed moderate positive correlation with scores from the other routine cognitive screening assessment tools, namely, AMT (0.312, P=.02), MMSE (0.373, P=.005), and MoCA (0.427, P<.001). In addition, the correlation of the total performance score with age was negative and poor (−0.291, P=.02). Table 5 presents the correlation matrix between the different variables.
Table 5. Correlation matrix demonstrating the degree of association among ADL score, iADL score, AMT score, MMSE score, MoCA score, age, education, total feedback, and total performance scores.

<table>
<thead>
<tr>
<th></th>
<th>ADL</th>
<th>iADL</th>
<th>AMT</th>
<th>MMSE</th>
<th>MoCA</th>
<th>Age</th>
<th>Education</th>
<th>Feedback score</th>
<th>Performance score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson correlation coefficient</td>
<td>_f</td>
<td>~0.01</td>
<td>~0.04</td>
<td>0.30</td>
<td>0.12</td>
<td>~0.40</td>
<td>0.07</td>
<td>0.20</td>
<td>~0.03</td>
</tr>
<tr>
<td>P value</td>
<td>_f</td>
<td>.94</td>
<td>.79</td>
<td>.02</td>
<td>.35</td>
<td>.002</td>
<td>.61</td>
<td>.13</td>
<td>.85</td>
</tr>
<tr>
<td>iADL</td>
<td>~0.01</td>
<td>_f</td>
<td>0.22</td>
<td>0.30</td>
<td>0.49</td>
<td>~0.23</td>
<td>0.003</td>
<td>~0.03</td>
<td>0.20</td>
</tr>
<tr>
<td>Pearson correlation coefficient</td>
<td></td>
<td>_f</td>
<td>0.94</td>
<td>_f</td>
<td>.09</td>
<td>.02</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>0.98</td>
</tr>
<tr>
<td>AMT</td>
<td>~0.04</td>
<td>0.22</td>
<td>_f</td>
<td>0.73</td>
<td>0.73</td>
<td>~0.22</td>
<td>0.37</td>
<td>0.05</td>
<td>0.31</td>
</tr>
<tr>
<td>Pearson correlation coefficient</td>
<td>_f</td>
<td>_f</td>
<td>0.79</td>
<td>_f</td>
<td>.09</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.00</td>
<td>.68</td>
</tr>
<tr>
<td>MMSE</td>
<td>0.30</td>
<td>0.30</td>
<td>0.73</td>
<td>_f</td>
<td>0.76</td>
<td>~0.31</td>
<td>0.57</td>
<td>0.07</td>
<td>0.37</td>
</tr>
<tr>
<td>Pearson correlation coefficient</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>0.02</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>0.00</td>
<td>.62</td>
</tr>
<tr>
<td>MoCA</td>
<td>0.12</td>
<td>0.49</td>
<td>0.73</td>
<td>0.76</td>
<td>_f</td>
<td>~0.23</td>
<td>0.40</td>
<td>~0.07</td>
<td>0.43</td>
</tr>
<tr>
<td>Pearson correlation coefficient</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>0.35</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.59</td>
</tr>
<tr>
<td>Age</td>
<td>~0.40</td>
<td>~0.23</td>
<td>~0.22</td>
<td>~0.31</td>
<td>~0.23</td>
<td>~0.13</td>
<td>~0.07</td>
<td>~0.29</td>
<td></td>
</tr>
<tr>
<td>Pearson correlation coefficient</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
</tr>
<tr>
<td>P value</td>
<td>.002</td>
<td>.07</td>
<td>.10</td>
<td>.02</td>
<td>.08</td>
<td>_f</td>
<td>.33</td>
<td>.59</td>
<td>.02</td>
</tr>
<tr>
<td>Education</td>
<td>0.07</td>
<td>0.003</td>
<td>0.37</td>
<td>0.57</td>
<td>0.40</td>
<td>~0.13</td>
<td>~0.09</td>
<td>~0.24</td>
<td></td>
</tr>
<tr>
<td>Pearson correlation coefficient</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
</tr>
<tr>
<td>P value</td>
<td>.61</td>
<td>.98</td>
<td>.003</td>
<td>&lt;.001</td>
<td>.002</td>
<td>.33</td>
<td>_f</td>
<td>.48</td>
<td>.06</td>
</tr>
<tr>
<td>Feedback score</td>
<td>0.20</td>
<td>~0.03</td>
<td>0.05</td>
<td>0.07</td>
<td>~0.07</td>
<td>~0.07</td>
<td>~0.09</td>
<td>~0.02</td>
<td></td>
</tr>
<tr>
<td>Pearson correlation coefficient</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
</tr>
<tr>
<td>P value</td>
<td>.13</td>
<td>.79</td>
<td>.68</td>
<td>.62</td>
<td>.59</td>
<td>.59</td>
<td>.48</td>
<td>_f</td>
<td>.85</td>
</tr>
<tr>
<td>Performance score</td>
<td>~0.03</td>
<td>0.20</td>
<td>0.31</td>
<td>0.37</td>
<td>0.43</td>
<td>~0.29</td>
<td>0.24</td>
<td>~0.02</td>
<td></td>
</tr>
<tr>
<td>Pearson correlation coefficient</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
<td>_f</td>
</tr>
<tr>
<td>P value</td>
<td>.85</td>
<td>.13</td>
<td>.02e</td>
<td>.003e</td>
<td>&lt;.001e</td>
<td>.02e</td>
<td>.06</td>
<td>.85</td>
<td></td>
</tr>
</tbody>
</table>

aADL: activities of daily living.
biADL: instrumental activities of daily living.
cAMT: Abbreviated Mental Test.
dMMSE: Mini-Mental State Examination.
eMoCA: Montreal Cognitive Assessment.
fNot applicable.
gSignificance at P<.05.

**Receiver Operating Characteristic Curve Analysis**

ROC curve analysis (Figure 4) was conducted over the continuous total performance score to assess its capability to discriminate between cognitively intact (MoCA≥26) and cognitively impaired individuals (MoCA<26). The area under the curve (AUC) was found to be 0.821 (95% CI 0.714–0.928). An optimal statistical cutoff is achieved at a cut-off score of 500 (78.2% sensitivity, 75.7% specificity, 66.7% positive predictive value, and 84.8% negative predictive value; Figure 5).
**Figure 4.** Receiver operating characteristic curve for the RE@CH assessment module’s ability to discriminate between the two groups through the total performance scores.

![Receiver Operating Characteristic Curve](image)

**Figure 5.** Distribution of the total performance scores of the RE@CH assessment module by group. The red line indicates the optimal cut-off score of 500.

![Distribution of Total Performance Scores](image)
Discussion

Primary Aim: Feasibility and Acceptability

Assessing Feasibility of the Virtual Reality Module in Primary Care

The primary aim of this study was to determine the feasibility and acceptability of VR to screen for cognitive impairment among older persons in primary care. We found the RE@CH assessment module feasible for this setting. All participants recruited successfully completed the study, regardless of their performance score. There were no withdrawals or any immediate adverse effects reported. The time to completion was comparable to the total time to completion of all three of the routine cognitive screening tools (AMT, MMSE, and MoCA) [5] used at SingHealth Polyclinics-Outram for memory-related complaints. Most of the participants agreed that the time spent on the VR was acceptable, as supported by a mean feedback score of 3.8 of 5 for Question 1 (Table 3).

Assessing Acceptance of Virtual Reality Among Participants

The RE@CH assessment module was well accepted by both participant groups, as evidenced by the positive feedback scores across all six questions. The response rate of 43.8% in this study suggests that almost one in two older persons are receptive to the use of novel technology for assessing their cognitive function. The scores for immersion in the VR experience (Table 3) were overall above average. This was supported by earlier studies that showed that older adults generally have a positive attitude toward the VR environment [21] and new technology [22]. A few felt that the VR software was not easy to use, but this could be because of unfamiliarity with VR technology.

Secondary Aim: Performance and Validity

Comparing Performance Between Cognitively Intact and Impaired Participants

The secondary aim of this study was to determine the performance and validity of the RE@CH assessment module in screening for cognitive impairment. We found that although the total performance scores were significantly higher in the cognitively intact group, it was attributed to a few individual tasks. Tasks 2, 3, and 7 were better at discriminating between the two groups. The remaining tasks could be affected by the technical limitations inherent in the VR module and the structure of the scoring algorithm. Tasks 4 and 5 were challenging to both groups, because the motion sensor was not precise enough to pick up all hand gestures. Tasks 1 and 6 were relatively easy, and all participants performed well. This might have led to underperformance or overperformance across the groups, but it is not likely to have differentiated between the two groups well.

Assessing Validity of the Virtual Reality Module Compared to Other Screening Assessments

The RE@CH assessment module generated valid total performance scores that had a moderate positive correlation with all the other three validated cognitive screening assessments. A high positive correlation was not expected, since the latter focused specifically on a few cognitive domains and the VR module could have identified cognitive deficits that other screening assessments were unable to detect. The ROC analysis indicated relatively strong prognostic classification capability [23] with an AUC of 0.821 when benchmarked against MoCA scores.

Clinical Implications

Our findings provide preliminary evidence that VR modalities, such as the RE@CH assessment module, can be used for cognitive screening among older person in primary care. We built upon the positive results from previous studies [11-13,24] and introduced another integral component of a VR setup—the Leap motion sensor—that detects hand gestures [25]. Instead of a single game, we introduced multiple short VR-based activities to assess the different cognitive domains.

Our findings show that participants could still perform most of the tasks within a time frame of about 20 minutes (mean 19.6 minutes). In addition, we showed that VR was not only feasible, but also relatively practical to execute within the premise of a primary care clinic. The screening can be executed prior to consultations with the primary care physician to optimize their clinic visits by at-risk patients. Implementation studies are needed in future research to assess its roll-out in clinical practice.

Limitations

This study had several limitations. First, there was a significant difference in the level of education between the two groups. More participants with MoCA scores ≥26 had higher educational levels than those with lower MoCA scores, which could impact the outcomes of their performance. The disparity could be related to the recruitment process. Participants who were better educated and more likely to have been exposed to health technology and innovations were likely and willing to be enrolled into the study, even in the absence of cognitive symptoms. The sample size was small in this feasibility study. An adequately powered randomized controlled trial, stratified by education level, is planned to further assess the use of VR in cognitive assessment.

Second, the participants might not be representative of the entire target population at risk of cognitive impairment (older persons aged ≥65 years) [26], since recruitment was carried out only at one location with multiple exclusion criteria. Furthermore, the study population was classified solely on the basis of the MoCA scores, which is a screening tool and not considered diagnostic of cognitive impairment. Participants with subjective cognitive impairment but normal MoCA scores could have been assigned erroneously to the cognitively intact group.

Lastly, the RE@CH assessment module was a prototype that was originally used for rehabilitation and then adapted for cognitive screening. It included tasks that might be challenging to complete because of the prototype content design, and not due to the participant’s cognitive impairment. A specially designed VR program that will be developed by us to assess cognitive function has been recently awarded funding by a local public information technology agency, which will address the limitations of the current prototype. The next prototype will

https://www.jmir.org/2019/8/e14821/
eliminate tasks that do not differentiate between the two groups to both reduce redundancy and optimize the time spent to complete the cognitive assessment. The next study will include time motion measurements to evaluate accuracy, efficiency, and cost-effectiveness of our tool in comparison with the conventional screening tools such as MoCA.

Conclusions
The study successfully demonstrated the feasibility of a VR-based screening tool in primary care. The target population expressed a positive perception of and attitude toward VR and were open to the use of this type of technology for their cognitive assessment. The results of this feasibility study are invaluable in the design of a novel VR program and study protocol by validating its use as a comprehensive, multidomain cognitive function screening tool in the next phase of development.
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Abstract

Background: The use of electronic health (eHealth) technologies in practice often is lower than expected, mostly because there is no optimal fit among a technology, the characteristics of prospective users, and their context. To improve this fit, a thorough systematic development process is recommended. However, more knowledge about suitable development methods is necessary to create a tool kit that guides researchers in choosing development methods that are appropriate for their context and users. In addition, there is a need for reflection on the existing frameworks for eHealth development to be able to constantly improve them.

Objective: The two main objectives of this case study were to present and reflect on the (1) methods used in the development process of a virtual reality application for forensic mental health care and (2) development model that was used: the CeHRes Roadmap (the Centre for eHealth Research Roadmap).

Methods: In the development process, multiple methods were used to operationalize the first 2 phases of the CeHRes Roadmap: the contextual inquiry and value specification. To summarize the most relevant information for the goals of this study, the following information was extracted per method: (1) research goal, (2) explanation of the method used, (3) main results, (4) main conclusions, and (5) lessons learned about the method.

Results: Information on 10 methods used is presented in a structured manner. These 10 methods were stakeholder identification, project team composition, focus groups, literature study, semistructured interviews, idea generation with scenarios, Web-based questionnaire, value specification, idea generation with prototyping, and a second round of interviews. The lessons learned showed that although each method added new insights to the development process, not every method appeared to be the most appropriate for each research goal.

Conclusions: Reflection on the methods used pointed out that brief methods with concrete examples or scenarios fit the forensic psychiatric patients the best, among other things, because of difficulties with abstract reasoning and low motivation to invest much time in participating in research. Formulating clear research questions based on a model’s underlying principles and composing a multidisciplinary project team with prospective end users appeared to be important in this study. The research questions supported the project team in keeping the complex development processes structured and prevented tunnel vision. With regard to the CeHRes Roadmap, continuous stakeholder involvement and formative evaluations were evaluated as strong points. A suggestion to further improve the Roadmap is to explicitly integrate the use of domain-specific theories and models. To create a tool kit with a broad range of methods for eHealth development and further improve development models, studies that report and reflect on development processes in a consistent and structured manner are needed.
Introduction

Electronic health (eHealth)—a technology to support health, well-being, and health care—can offer many benefits, such as increased quality of care, easily accessible health care, and increased self-management [1]. However, these benefits are often not fully realized in practice [2]. A possible explanation for this is that technology does not optimally fit the needs, wishes, and characteristics of the involved end users and their context [3–5]. A way to improve this fit is thorough participatory eHealth development in which potential end users are structurally involved in the development process [6–8]. Consequently, many efforts have been made to create models, approaches, and guidelines for development of eHealth technologies. Examples are the CeHRes Roadmap (the Centre for eHealth Research Roadmap) [9], the person-based approach [10], the accelerated creation-to-sustainment model [11], intervention mapping [12], the persuasive system design model [13], and the agile science approach [14]. Most of these models and approaches do not offer concrete prescriptions for ready-to-use research methods that fit specific contexts and people. Instead, they present abstract guidelines for development to support researchers in shaping their development process. Although a step-by-step, detailed prescription of a specific development process does not seem feasible because of different characteristics of contexts, people, and technologies, there does seem to be a need for more knowledge and guidelines on how to apply these models in practice [14]. To support researchers in operationalizing development models, we propose that a general tool kit with a broad range of eHealth development methods might be developed. Such a tool kit can provide an overview of broad-range development methods and guidelines on when and how to apply them. In this way, it can support researchers in choosing appropriate methods for the context and end users with which they are working and different phases of their development process. Using a tool kit can prevent other researchers from having to reinvent the wheel and result in more efficient and better substantiated development processes.

To create a tool kit, more generalizable knowledge on eHealth development methods is necessary. To build this knowledge base, more case studies that explain and reflect on specific development methods used seem to be necessary [15]. On top of that, there also should be more critical reflection on eHealth development models [2,10], mostly to be able to constantly improve these models to keep them in line with the most recent insights. Although there are several studies that describe development processes of eHealth technologies [16–20], there seems to be no standardized way of reporting and reflecting on the methods used. Also, an in-depth critical reflection on the development model used is often lacking. To fill these gaps in the literature, this case study presents and reflects on the development process of a virtual reality (VR) application for forensic mental health care. This study had 2 main goals. First, it aimed to increase knowledge on suitable methods for participatory eHealth development. This contributes to creating the aforementioned tool kit. Second, it aimed to reflect on the development model used to guide the process: the CeHRes Roadmap. Combined with other studies that reflect on this model, this can result in further improvement of the Roadmap.

Methods

The CeHRes Roadmap

In this study, the aforementioned CeHRes Roadmap [9] was applied to shape the development process of the VR application. This development model specifically focuses on eHealth development, implementation, and evaluation with structural stakeholder involvement [1,6,9]. The Roadmap has been proven useful for eHealth development in multiple settings [16,18,21] and seems to be suitable for development in complex contexts [9], such as forensic mental health care. The Roadmap is based on 5 principles that are also acknowledged by other studies on eHealth development:

- eHealth development should be a participatory process—structurally and actively involving stakeholders during development is important [7,10,12,21].
- eHealth should not be seen as a separate, stand-alone tool but has to be integrated in a health care context, which also implies changes in the way health care is delivered [5,22,23].
- eHealth development and implementation should be intertwined; implementation is a very complex activity that should be accounted for from the start of the development process [24,25].
- eHealth technologies should be based on theories from persuasive design, which can be used to support behavior and attitude change via technology [13].
- Continuous, formative evaluation in eHealth development is important to enable creating by evaluation [7,8,14,26].
These principles are translated into a model with 5 phases with accompanying goals, which are presented in Figure 1 [9]. This model can be used by developers to shape their development approach [3,6,9]. As the aim of this paper is to describe the development of eHealth technology and not the implementation or evaluation, the focus lies on the first 2 phases of the Roadmap: the contextual inquiry and value specification. These phases aim to create a thorough foundation for a technology and account for the interrelationship among the context, the people involved, and the technology. In the contextual inquiry, relevant stakeholders are identified, their roles, tasks, and opinions are analyzed, and the current situation and its weak and strong points are described to determine if and in what way technology can contribute. In the value specification, the values of the key stakeholders have to be identified and prioritized to determine what the added value of a technology should be. These values have to be translated into specific requirements that state what the technology should be able to do and look like [6].

Case

Due to the involvement of 2 of the researchers in the development process, this research can be labeled as an action study. In this study, the development process of a VR application for the treatment of forensic psychiatric patients is presented. This project was initiated and mostly took place at Transfore, a forensic hospital in the east of the Netherlands, which offers forensic mental health care to both in- and outpatients. Forensic mental health care is a complex branch of mental health care, which is situated at the intersect between mental health care and the law because it deals with the combination of mental illness and delinquent behavior. In forensic mental health care, inpatients who reside in a closed setting and outpatients who are living at home are treated for sexual or aggressive criminal behavior [20,21]. A primary goal is to prevent criminal recidivism by means of treatment of offense-related factors, such as antisocial behavior or coping skills. Owing to their low motivation for treatment, low educational levels, and comorbid psychiatric disorders [22-24], forensic psychiatric patients can be characterized as a vulnerable patient population [25,26], which can be hard to include in research [27].

Multiple studies have pointed out the potential of VR for the assessment and treatment of forensic psychiatric patients [27-29]. VR offers the possibility to practice coping skills instead of talking about them, can be used to overcome practical issues for inpatients residing in clinics, and can enable therapists to observe patients’ reactions to offense-related stimuli or situations, such as children, drugs, or aggressive persons [29-31]. In VR, users enter computer-generated worlds that substitute their real-world sensory experiences with virtual ones [32], resulting in a feeling of presence: a sense of actually being in a virtual place [33]. Although VR applications have been used in mental health care, especially in exposure therapy for phobias [34], not much is known about its application in the treatment of forensic psychiatric patients [27]. Furthermore, little attention has been paid to how VR interventions should be developed for mental health care in general [32]. In our recent systematic review, we found that there are hardly any studies that discuss the development of technologies for forensic mental health [28]. However, especially in such a complex context in which there is little experience with the application of VR, thorough development is important [10,27]. Consequently, a thorough contextual inquiry and value specification to provide a good foundation for the application were especially important.

Materials and Procedures

In this study, multiple methods were used to operationalize the first 2 phases of the CeHRes Roadmap. The development process started with the contextual inquiry. In this phase, the stakeholders were identified, a literature review was conducted, and a multidisciplinary project team to coordinate the project was constituted. Also, focus groups and interviews with forensic patients and therapists were held. In the value specification phase, 6 scenarios with concepts for VR applications were generated by the multidisciplinary project team. These concepts were presented to the patients, therapists, and stakeholders in a Web-based questionnaire. Next, values were formulated and used to create a concept for a VR app. This concept was visualized in a low-fidelity prototype and presented to the patients and therapists in an interview to examine their opinions and preferences. These activities were not performed sequentially: several methods were conducted alongside each other or were updated throughout the process [18]. Figure 2 provides an overview of the methods used in the development process. The arrows represent the iterative nature of the process and show that the methods and results of the contextual inquiry

Figure 1. The CeHRes Roadmap (the Centre for eHealth Research Roadmap) [9].
and value specification are not strictly separated but overlap. For more in-depth information about the results of the interviews and questionnaire, we refer readers to 2 other papers [29,30] that focus more on the content of the results and potential of VR for forensic mental health instead of a reflection on the methods and overall development process.

Figure 2. An overview of the used methods in the contextual inquiry and value specification phases of this study.

Analysis

To reflect on the suitability of the methods and overall development process, we provided the most relevant information about each research method in a comprehensive table. The aim of this table is to present the goals, methods, results, and experiences with each method as clearly and concisely as possible. For each development method, the following information is reported:

- **Research question**: The research question for the development activity.
- **Method**: The name of the method, including the most relevant methodological information.
- **Target group**: If applicable, a description of the target group of which the data were collected and characteristics of the participants.
- **Main results**: A summary of the most important results and, if necessary, a reference to a Multimedia Appendix with further information about these results.
- **Conclusions**: The main conclusions and recommendations for further steps of the development process, which were drawn based on the results.
- **Lessons learned**: A reflection on the suitability of the method for the specific development phase, target group, and research question.

Results

Contextual Inquiry

In the contextual inquiry, we generated an overview of relevant stakeholders and their roles and tasks. Furthermore, the current situation and its points of improvement were analyzed to determine if and in what way VR could contribute to treatment in forensic mental health [6]. We used multiple methods that are provided in Table 1 below.
Table 1. An overview of the methods and outcomes and reflection on these methods of the contextual inquiry.

<table>
<thead>
<tr>
<th>Research goal</th>
<th>Method</th>
<th>Target group</th>
<th>Main results</th>
<th>Conclusions</th>
<th>Lessons learned</th>
</tr>
</thead>
</table>
| Creating an overview of people and organizations who had a stake in the development process | **Stakeholder identification:** Via desk research, expert recommendations, and snowball sampling [31], constantly updated throughout the project | Not applicable | Identification of a broad range of stakeholders, such as end users, financiers of care, knowledge institutions, and other forensic care organizations—see Multimedia Appendix 1 (1.1) for a visualization of the identified stakeholders | Stakeholder identification was useful to identify potential funders, participants, or institutions for data collection and to look for potential development partners | - This method served well as a starting point for the project, but as in-depth information about (key) stakeholders was lacking, additional research into stakeholder perspectives was necessary, for example, via interviews.  
- The stakeholder identification was constantly revised over the course of the project to keep it up-to-date.  
- The identification proved to be important in preventing the relevant stakeholders from being overlooked in the development process and also in supporting the researchers in identifying participants for studies. |
| Constituting a multidisciplinary project team comprising patients, therapists, managers, and researchers to coordinate the project | **Project team composition:** In total, 5 potential end users (patients and therapists) were asked to join the team by the policy advisor of the organization in which the project took place (convenience sampling) to coordinate the project [6]. A total of 2 researchers were added for methodological and theoretical knowledge | Not applicable | The project team with 2 patients, 3 therapists, 2 researchers, and 1 policy advisor (n=8) was responsible for content-related and practical activities, such as structuring the development process, setting up studies, and accompanying research goals, interpreting results, decision making, and planning | The multidisciplinary project team was found to be essential for the coordination of the project, mostly because of the integration of different perspectives. | - Including potential end users in the project team was useful to ensure that decisions were aligned with their perspective. In hindsight, the team might have benefited from someone with more technical knowledge on VR², for example, a developer.  
- Practical issues can influence the project team composition, for example, sometimes therapists or patients did not have enough time. It was important to make agreements on what to do when this occurred.  
- Structure was needed to keep members involved: setting regular meetings, clear communication in between meetings, and keeping minutes of meetings. Coordination by a project manager was important to achieve this.  
- The project team members had individual, concrete, and specific tasks that helped in keeping everyone actively involved.  
- Patients indicated that participating in the project team gave them a sense of purpose and helped them with their treatment. |
Determining how far there is support and enthusiasm for VR\textsuperscript{c} in forensic mental health care and identifying the ideas of therapists and patients about potential ways of using VR in treatment

<table>
<thead>
<tr>
<th>Research goal</th>
<th>Method</th>
<th>Target group</th>
<th>Main results</th>
<th>Conclusions</th>
<th>Lessons learned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus groups: Structure: presentations on VR by 2 companies, trying out VR by participants, individually coming up with ideas about VR in treatment, creating ideas in groups of 4, presenting the ideas to the entire group; The duration of the focus groups was 2 hours and data were collected via researchers’ notes and templates filled in by the participants (see Multimedia Appendix 1: 1.2).</td>
<td>Patients (n=14) and therapists (n=23)</td>
<td>Most participants were very positive about VR. There was a broad range of ideas about using VR, for example, to improve skills, enhance insight by therapists or loved ones, or treat specific disorders, such as psychosis or posttraumatic stress disorder. See Multimedia Appendix 1 (1.3) for a table with the main results of the focus groups.</td>
<td>There appeared to be many possibilities, but further specification and insight into why and how VR should be used was required</td>
<td>Focus groups were a good and efficient way to start this broad, complex project with many possible outcomes, mostly to get an idea of attitudes and potential end users. These focus groups aimed to generate idea, so provided little in-depth information about needs and goals. It was necessary to complement them with other methods, such as interviews. The way this focus group was set up was seen as a strong point: there was a clear structure without much steering on content, which enabled all participants to brainstorm freely and individually. This resulted in a very broad range of ideas, which was relevant for this phase of the development process. It was relatively easy to find participants for the focus groups. An important reason for this seemed to be the possibility to learn more about and try out VR.</td>
<td></td>
</tr>
</tbody>
</table>

Gaining an overview of all studies and current initiatives concerning VR in treatment of (forensic) psychiatric patients

<table>
<thead>
<tr>
<th>Method</th>
<th>Target group</th>
<th>Main results</th>
<th>Conclusions</th>
<th>Lessons learned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature study and desk research: Scientific database, search string (virtual reality OR VR OR augmented reality OR AR) AND (treatment OR intervention OR therapy) AND (forensic OR offend* OR crim*) and searching the internet, talking to stakeholders, and visiting conferences</td>
<td>Not applicable</td>
<td>In July 2017, only 6 relevant studies were found, mostly focused on the assessment of sexual delinquents \cite{32-35} or general literature studies on VR \cite{36,37}. Multiple ongoing projects were identified via desk research but with no accompanying scientific publications or available products</td>
<td>Not much is known about VR in forensic mental health care in both practice and research, so there appeared to be a need for a bottom-up development process to identify why and in what way VR could be used</td>
<td>Especially, desk research proved to be relevant for the project because there were no publications (yet) about many recent, ongoing initiatives/projects. The strategy for desk research could have been more structured, for example, by creating an activity plan and planning recent updates of desk research. It was important to look outside of the focus of the project (eg, studies on VR in general), either by conducting a literature study (which is time consuming) or by searching for published reviews or meta-analyses. It might have been useful to systematically collect the literature on theories and models on delinquent behavior, as in this project, it was done in a more ad hoc manner.</td>
</tr>
</tbody>
</table>

Identifying points of improvement in the existing forensic mental health treatment of in- and outpatients and possible applications of VR, which could improve the current situation, according to therapists and patients

<table>
<thead>
<tr>
<th>Method</th>
<th>Target group</th>
<th>Main results</th>
<th>Conclusions</th>
<th>Lessons learned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviews: current situation: The first part of the interview scheme focused on points of improvement of the current treatment (regardless of VR) \cite{21}, the second part focused on the possibilities of VR to improve the current treatment. The outcomes of the focus groups were used to structure the interview scheme</td>
<td>Therapists (n=8) and patients (n=3), working or treated at multiple locations of Transfore, the forensic hospital.</td>
<td>The interviews gave much information about why and how VR could be of added value. However, there were still too many possible directions to make a grounded decision about the goal and content of VR. Additional research into the needs and wishes of end users was required</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Lessons learned

Conclusions

Main results

- The participants were asked to provide scenarios about their own experiences and ideas in an open, explorative manner to prevent too much steering by the researchers. To gain in-depth information, good interviewing skills and probing questions appeared to be important.
- Eliciting scenarios in participants proved to be unsuitable for (most) patients, mostly because of the broad questions that required much abstract reasoning. The part with examples from the focus groups worked better but was still experienced as difficult. Also, the interview took 1 hour, which proved to be a threshold for participating and resulted in difficulties with inclusion.
- The type of information collected via the interviews would have been hard to retrieve via questionnaires because of the need for probing questions. The research questions might have also been answered by means of (small) in-depth focus groups, which might have been less time-consuming.

Value Specification

In the value specification phase, the outcomes of the contextual inquiry were used to further specify what the added value of a technology should be according to the key stakeholders. Again, multiple methods were used to identify the stakeholders’ preferences and opinions on VR in forensic treatment and prototypes to specify these abstract values were created. These methods are provided in Table 2.

<table>
<thead>
<tr>
<th>Research goal</th>
<th>Method</th>
<th>Target group</th>
<th>Main results</th>
<th>Conclusions</th>
<th>Lessons learned</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Via inductive coding [36], 2 types of codes were identified in line with the 2 research questions. Points of improvement were related to patients’ return to society; specific patient characteristics, such as treatment motivation; and treatment characteristics, such as skills training. Possibilities of VR were skills training with interaction, observation of patients’ reactions, and creating insight for others. The codes can be found in Multimedia Appendix 1 (1.4)</td>
<td></td>
<td>The participants were asked to provide scenarios about their own experiences and ideas in an open, explorative manner to prevent too much steering by the researchers. To gain in-depth information, good interviewing skills and probing questions appeared to be important. Eliciting scenarios in participants proved to be unsuitable for (most) patients, mostly because of the broad questions that required much abstract reasoning. The part with examples from the focus groups worked better but was still experienced as difficult. Also, the interview took 1 hour, which proved to be a threshold for participating and resulted in difficulties with inclusion. The type of information collected via the interviews would have been hard to retrieve via questionnaires because of the need for probing questions. The research questions might have also been answered by means of (small) in-depth focus groups, which might have been less time-consuming.</td>
</tr>
</tbody>
</table>
Table 2. An overview of the methods and outcomes and reflection on these methods of the value specification.

<table>
<thead>
<tr>
<th>Research goal</th>
<th>Method</th>
<th>Target group</th>
<th>Main results</th>
<th>Conclusions</th>
<th>Lessons learned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generating multiple ideas on the use of VR² in forensic mental health care, based on the outcomes of the contextual inquiry</td>
<td>Idea generation—scenarios: In 3 sessions, all project team members individually brainstormed about ideas for VR applications. The 6 most promising ideas were worked out in a template (see Multimedia Appendix 1: 1.5) by multiple project team members. On the basis of these templates, scripts were written and 6 short videos were filmed.</td>
<td>Not applicable</td>
<td>A short video was created for each of the 6 ideas. All videos had the same underlying structure: the goal of VR, its use during treatment, an example, and the desired outcomes. The videos (with English subtitles) can be watched on YouTube [38]. An example of a scenario can be found in Multimedia Appendix 1 (1.6).</td>
<td>The videos made clear that there are a lot of promising possibilities for VR in forensic mental health, so it appeared to be necessary to make decisions about what to prioritize and why.</td>
<td>● The structured approach in which multiple templates were used worked well in this project: it forced all different members of the project team to work and think in a similar way. ● Each member of the project team had a clear role with individual responsibilities. This was experienced as helpful in motivating the team members and ensuring that all of their perspectives were present in the 6 ideas. ● Creating scripts and videos was very time-consuming, so motivated members who are willing to invest time and effort and enough budget were necessary preconditions for making videos.</td>
</tr>
<tr>
<td>Identifying (1) the preferences of stakeholders of the 6 ideas and (2) the stakeholders’ values regarding VR in forensic mental health care</td>
<td>Web-based questionnaire: After asking sociodemographic questions, the 6 videos were presented to the participants in random order. After each video, the PII³ [39,40] a question about the participant’s grade for the idea, and 3 open questions on positive points, points of improvement, and suggestions for the idea were provided.</td>
<td>Patients (n=19); therapists (n=89); other stakeholders (n=38), such as parole officers or researchers from different Dutch forensic institutions</td>
<td>There were no significant differences between the grades and PII scores for ideas. A broad range of positive and negative aspects and remarks were identified via inductive coding. These can be found in Multimedia Appendix 1 (1.7).</td>
<td>The results of the questionnaire were mostly in line with the interviews but provided more detailed and specific information, for example, how VR should be personalized and which skills should be trained.</td>
<td>● The answers of the patients fitted the research questions of the questionnaire better than the answers that were given by patients in the interviews. This indicated that the concrete, scenario-based videos were a better way to include the patient perspective than the broad, abstract interviews. ● Although the goal was to make this method less time-consuming, filling in the questionnaire still took about 30 minutes, which might explain why a large share of the participants (55.4%) did not fully complete it. A shorter questionnaire might have led to more response but also would mean that less information would have been retrieved. ● The quantitative measures indicated no major differences between opinions about ideas. Although it was not clear if this was an issue regarding validity or if there actually were no differences, it was still useful to ask for a grade for each idea. The PII was not of added value in this questionnaire. ● Although this method proved to be useful to further specify previously found results, it would not have been suitable as an initial method to gather in-depth information, partly because no probing questions could be asked, and answers were relatively short.</td>
</tr>
<tr>
<td>Research goal</td>
<td>Method</td>
<td>Target group</td>
<td>Main results</td>
<td>Conclusions</td>
<td>Lessons learned</td>
</tr>
<tr>
<td>------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Formulating values that capture what the added value of the technology should be for people and context, according to the stakeholders</td>
<td><strong>Value formulation:</strong> On the basis of all previous results, 2 researchers created attributes that summarized the needs or wishes of stakeholders [17]. On the basis of categories of related attributes, accompanying values that stated what VR should achieve, improve, or add according to the stakeholders [6,17] were formulated. The values were discussed by the project team and minor adjustments were made accordingly</td>
<td>Not applicable</td>
<td>A total of 43 attributes and 13 values were formulated. An example of how a value was created can be found in Multimedia Appendix 1 (1.8). The following values were formulated: fit with patient; improvement of skills; insights into behavior, thoughts, and feelings; bridge between treatment room and practice; generalization of skills to daily life; safety; treatment motivation; unique addition to current treatment; ease of use within treatment; cooperation between patient and therapist; wide applicability; affordability; and constant adaptation of the application</td>
<td>Formulating values proved to be a very good way to get to the point and summarize the essence of the results so far. It forced the project team to critically think about the overall added value and goals of the VR app and prevented them from getting lost in details or a tunnel vision</td>
<td>Values might be difficult to understand for outsiders as they are abstract, concise summaries of the needs and wishes. Consequently, clear definitions of the values were provided to prevent misunderstandings. Besides their importance for development, the project team determined that values could also be useful to determine what to evaluate: to what extent was the added value actually achieved in practice? This way of thinking about values allowed the project team to think ahead in terms of implementation and evaluation and facilitated a broader view on the VR application. In hindsight, the process of formulating values was more complex than expected. The project team had to account for the results of all used research methods, combine them in an abstract way, and make decisions about conflicting values, such as the importance of visual realism. A clear guideline for formulating values would have been useful.</td>
</tr>
<tr>
<td>Generating a concept for a VR application based on the values and previously gathered results</td>
<td><strong>Idea generation—prototyping:</strong> The project team discussed the values, attributes, and outcomes of all research activities and their implications for a VR application. Via multiple brainstorming sessions in which multiple low-fidelity prototypes were created, a first version of an idea was developed</td>
<td>Not applicable</td>
<td>The main goal of the VR application was to support therapists and patients in identifying triggers that can elicit undesired behavior and search for helpers that can support the patient in dealing with these triggers. Patient and therapist can together build personalized scenarios via a dashboard with several categories that contain elements that can be added to a scenario (see Multimedia Appendix 1; 1.9 for the prototype)</td>
<td>The developed concept was a combination of elements of all 6 videos that were created by the project team. Also, important concepts that already arose from the interviews were present in the idea, for example, personalization, skills training, and new insights</td>
<td>To ensure the consistency of the development process, the idea generation process started with discussing the implications of all earlier conducted studies, even though it was more appealing for the project team to start creating the idea right away. Visualization of ideas via low fidelity (lo-fi) prototypes appeared to work well during the idea generation process to make abstract concepts more concrete. For example, the team drew multiple dashboards and visualized the structure of the dashboard with post-its. This was experienced as helpful by all members of the project team.</td>
</tr>
<tr>
<td>Investigating (1) how far the stakeholders’ opinions of the concept match the previously formulated values and (2) if changes to the concept are required for it to optimally fit the stakeholders’ preferences</td>
<td>Patients (n=10) and therapists (n=8) from all different locations of Transfo, the forensic hospital</td>
<td>Overall, the idea fits the values of the participant, mostly with regard to the unique added value to treatment. No major changes to the basic idea were necessary. In later stages, attention should be paid to the usability of the application, training, and protocols to successfully embed VR in treatment</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The main goals of this study were to analyze the suitability of the development methods for participatory eHealth development in a complex context and recommend on the development model used: the CeHRes Roadmap. This study can contribute to the development of a broad toolkit from which researchers can choose appropriate methods for the stage of their development process, participants, and context. In hindsight, this study would have benefited from such a toolkit, as the results showed that all methods generated valuable information, but not each method proved to be very suitable for the target group and their context. Besides generating knowledge on suitable methods, this type of study can also facilitate reflection and accompanying improvements of the development model used. Although this study offers a contribution, more studies that pay attention to improvements of the development model used are required to make generalizable statements about methods and models.

The first goal of this study was to reflect on the suitability of different development methods. The relevance of this goal became clear from the experiences of the project team, as a major challenge was to identify the suitable methods for the forensic psychiatric patient population. These types of vulnerable populations are often difficult to involve in research, and not much is known about the suitable methods for these types of populations. On the basis of the experiences with methods used in this study, several conclusions and recommendations can be drawn on the suitability of methods.

A first set of recommendations focuses on involving patients in research. First of all, working with concrete examples seemed to work better than merely asking patients for their opinion or ideas without much guidance or input. Using existing or potential examples is also possible in the earliest stages of the process, when not much is known yet, and can be done by using methods derived from a human-centered design, such as scenarios, personas, or prototypes. A second recommendation based on the findings of this study is to keep data collection as short as possible, because patients might have difficulties with concentration or are not motivated to invest a lot of time. This recommendation is also relevant for health care professionals, because although researchers often want to collect

---

**Discussion**

**Reflection on Development Methods**

The first part was coded deductively using the constructs of the TAM (see Multimedia Appendix 1: 1.10), the second part was coded deductively with the 13 formulated values (see Multimedia Appendix 1: 1.11). Overall, the idea was evaluated positively, but there were some concerns about the ease of use of the application. All values were, to some extent, present in the participants’ answers. Most positive remarks were about the added value for treatment, for example, fit with patient and new insights. Points of attention were related to the implementation in treatment.

- This second set of interviews was considerably shorter than the first one: they only took about 15 to 20 minutes. It proved to be easier to include patients, which might be because of the relatively little time that was required to participate.
- Using the values to code these interviews was useful to determine the positive and negative aspects of the idea in relation to the added value that it should have had. In this way, it became very clear what the points of improvements were, which might not have been the case with an inductive, bottom-up coding process. It also allowed the project team to check whether the idea was still in line with the values.
- The TAM was used in the interview scheme and coding process. Although it helped to structurally ask about and analyze the participants’ attitudes and intentions, it provided hardly any information about the treatment context and characteristics of (other) persons. The second part, in which the added value in general was discussed, appeared to be necessary to paint a full picture of the participants’ opinion.
- Merely using the TAM would not have sufficed in this interview.

---

**Table 1**

<table>
<thead>
<tr>
<th>Research goal</th>
<th>Method</th>
<th>Target group</th>
<th>Main results</th>
<th>Conclusions</th>
<th>Lessons learned</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Interviews—idea finalization:</em> In the first part, open-ended questions, based on an adapted version of the TAM&lt;sup&gt;c&lt;/sup&gt; [41], were asked to check the attitudes toward the concept of the VR application. The second part focused on the participant’s overall opinion of the VR application. The developed low-fidelity prototype and a scenario on its use in treatment were used.</td>
<td>The first part was coded deductively using the constructs of the TAM (see Multimedia Appendix 1: 1.10), the second part was coded deductively with the 13 formulated values (see Multimedia Appendix 1: 1.11). Overall, the idea was evaluated positively, but there were some concerns about the ease of use of the application. All values were, to some extent, present in the participants’ answers. Most positive remarks were about the added value for treatment, for example, fit with patient and new insights. Points of attention were related to the implementation in treatment.</td>
<td></td>
<td></td>
<td></td>
<td>• This second set of interviews was considerably shorter than the first one: they only took about 15 to 20 minutes. It proved to be easier to include patients, which might be because of the relatively little time that was required to participate.</td>
</tr>
</tbody>
</table>

---

<sup>a</sup>VR: virtual reality.

<sup>b</sup>PII: personal involvement inventory.

<sup>c</sup>TAM: technology acceptance model.
as much data as possible, the professionals often not have a lot of time to participate [17]. The balance between how much in-depth information should be collected and the duration of data collection was experienced as difficult, so more research on this topic is needed. Finally, participating in research should be perceived as personally relevant or rewarding [47]. Although we used rewards such as VR goggles in the questionnaire and interviews, including participants for the focus groups proved to be easier. A reason for this might have been that participants could experience VR during the focus groups, which was perceived as new and exciting by both patients and therapists. Consequently, it appears to be worthwhile to spend time on identifying personally relevant rewards for participants.

The second set of recommendations centers on combining multiple methods and perspectives to paint a clear and complete picture of the context and stakeholder perspective. First, although involving patients proved to be very valuable, the development process also benefited from the perspectives of other types of stakeholders, such as therapists, managers, researchers, and technology developers, as they might have different needs or a more overarching view [28,48]. For example, the analysis of the first set of interviews showed that patients mostly mentioned the use of VR to observe situations and stimuli, whereas therapists also pointed out the importance of other possibilities, such as skill training, which was not mentioned by the patients. Second, involving participants via multiple methods enabled the project team to gain different types of information that supported them in getting a good grasp of all perspectives on VR in forensic mental health care. Finally, it can be concluded that more knowledge on suitable methods for involving patients, therapists, and other stakeholders in eHealth development is needed to be able to make more generalizable statements and create a tool kit [47].

**Operationalization of the Development Model**

Besides reflections on development methods, this study also aimed to reflect on the application of the development model that was used: the CeHRes Roadmap. It is of course not possible to conclude whether the development process guided by the CeHRes Roadmap resulted in better outcomes than another development method, partly because that would require 2 parallel development processes in identical settings [18], which is difficult both practically and conceptually. Nevertheless, based on the experiences of the project team, it can be concluded that the CeHRes Roadmap provided a valuable guidance for the development process. This process resulted in a concept for a VR application that is based on the wishes and preferences of the therapists and patients. The fit with their wishes became especially clear in the second round of interviews that showed that participants were enthusiastic about the concept and their opinions closely matched the previously formulated values.

On the basis of the experiences of this study, several recommendations can be made on how to operationalize the CeHRes Roadmap and similar development models. First of all, an important principle of eHealth development is that it should comprise multiple formative evaluation cycles. The experiences of this study confirmed that the Roadmap should not be used as a linear, sequential approach with a fixed order of phases and accompanying activities [18]. To illustrate, the first set of interviews and focus groups provided information that was relevant for both the contextual inquiry and value specification phase. Also, during the value specification, activities from the design phase, such as prototyping and scenarios, were used to elicit opinions. Consequently, although the phases of the Roadmap are visualized as separate blocks (see Figure 1), they should be used as overlapping, interwoven sets of principles and methodologies. A thorough understanding of the principles of the Roadmap appeared to be more important than strictly following the order of separate phases.

A second important finding was that the formulation of clear, specific research goals was pivotal in structuring this development process. A pitfall of an elaborate development process in a complex setting is that it might become unstructured or vague [6,14]. We tried to prevent this by formulating multiple clear, specific research questions that were based on the goals of the Roadmap’s phases and its 5 underlying principles [6]. To keep the process coherent, the project team carefully thought about how these research questions related to the outcomes of the previous development activities. Also, we added multiple formative evaluations to check whether the outcomes of different activities remained consistent with each other. This process is visualized in Figure 3.

Third, although constituting and managing an interdisciplinary project team was complex and time-consuming, the team was found to be an important part of the development process as it facilitated decision making from multiple perspectives [22,49,50]. Multidisciplinary teamwork in health care is often complex [51], so several measures were taken to increase the chances on a successful collaboration. Among other things, patients and therapists that participated in the project team were involved as active co-designers instead of passive informants [52,53] and thus took part in activities, such as designing studies, interpreting results, and creating and adapting ideas. To achieve this, the project leader ensured that each project team member had a clear task, as was, for example, done in the creation of scenarios, where each member actively participated in creating an idea and writing the script for 2 of the videos. Fourth, much attention was paid to the functioning of the team. Among other things, roles and tasks of all team members were made clear; regular, bimonthly meetings were held and there was ample communication in between meetings; individual members got the opportunity to be involved in activities of their own choice; there was a mix of skills and interests of members; there was a positive climate of trust and common respect; and, importantly, the team had a common, clear goal [51]. However, as these findings are based on only 1 development process, they are not generalizable. As the functioning of a project team seems to be a relevant topic in eHealth development, more studies on how to compose and organize multidisciplinary project teams should be conducted to be able to draw generalizable conclusions and recommendations. Finally, when operationalizing the CeHRes Roadmap—or any other development model—a thorough understanding of the model’s underlying principles, continuous formative evaluations to prevent tunnel vision, clear research questions with suitable methods, and a well-functioning multidisciplinary team were found to be important.
Reflection on the CeHRes Roadmap

While using the CeHRes Roadmap to shape the development process, we identified several strong points but also some points of improvement. First of all, the participatory development principle was used to determine what the main goal of the VR application should be in a bottom-up manner. According to this principle, it is important to involve users from the start to ensure that a technology addresses actual problems or points of improvement and is of added value for them [54]. However, in many cases, the goal of an eHealth technology is determined by researchers and/or developers, and stakeholders are involved as mere informants in later stages to provide feedback on concepts that were created in a top-down manner [55]. In this project, we tried to prevent this by actively involving stakeholders from the start, among other things, by asking them about points of improvement of the current situation and enabling them to come up with their own ideas about VR. Further along the process, values were formulated to specify the goal of the VR application. These values forced the project team to explicitly state the added value that a technology should have for patients and therapists. However, during the value specification, we noticed that there was a lack of clear guidelines on how to formulate these values and what topics they should cover. Although this value-driven approach was experienced as useful to keep an eye on people and their context, there is still much uncharted territory. We recommend that more studies using values in their development process should be conducted to be able to create clear guidelines.

Second, the Roadmap emphasizes the importance of formative evaluation and use of multiple methods. This indeed proved to be essential in this development process, especially because at the start of the project, there was no knowledge about the use of VR in forensic treatment. Consequently, much information had to be generated to make substantiated choices for the goal and content of the VR app. Just using 1 or 2 research methods would not have sufficed. This can be illustrated by the following example on personalization of VR. The first interviews and literature study indeed pointed out that personalization was important [35-37] but did not provide in-depth information about this topic. The results of the questionnaire offered more insights into what stakeholders wanted to be able to personalize: virtual people, environments, and scenarios. Throughout the process, the project team further specified these preferences and translated them into concepts for personalized VR applications via low-fidelity prototypes that were evaluated with stakeholders and fine-tuned accordingly. If only 1 interview study would have been conducted, the project team would not have had enough input to create a personalized VR application. A disadvantage of the multimethod, iterative approach was that it was very time-consuming. It might be possible that, if more would have been known about VR in forensic mental health care or suitable development methods, less research would have been required, which might have resulted in a shorter and more efficient development process. But again, more research on different types of development methods is required to draw more conclusions on this topic.

Finally, when reflecting on the development process, a more systematic approach toward involving domain-specific theories and models could have been used. Owing to the involvement of researchers and professionals with much knowledge on existing treatment models and theories on offending, this information was included but in an ad hoc manner. As other studies and models such as intervention mapping point out, it is important to incorporate theories that explain and change behavior in eHealth interventions [7,12,56,57]. In this project, this relates to models that explain delinquent behavior or theories that underpin treatment of forensic psychiatric patients, such as...
the general theory of crime [58] or the risk-need-responsivity model [59]. Consequently, we recommend that the use of domain-specific theories and models to explain behavior and treatment can be explicitly integrated in the Roadmap. To do this, the pillar on persuasive design could be adapted. In its current state, it focuses on behavior change via persuasive design. We suggest a change to this pillar, so that, besides persuasive theory, it also entails the use of domain-specific theories and models throughout the entire development process. Goals and activities derived from this adapted principle could be added to the contextual inquiry and value specification phases to add more focus on domain-specific theories at the beginning of the development process.

Conclusions
This study described and reflected on the methods and development model used in a development process of a VR application for a complex setting: forensic mental health care. To take the domain of eHealth development to the next level, more studies need to report and reflect on the development processes in a standardized way to generate more knowledge on suitable methods. This might result in a tool kit that researchers can use to choose and operationalize methods. Based on this study, we conclude that eHealth development is much more than programing a technology or just going with the flow; it requires thorough research via methods that fit the participants, stage in the development process and context, structured project coordination by a multidisciplinary project team, a flexible and open mind-set, and the inclusion of multiple perspectives in every decision.
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Abstract

Background: Practicing evidence-based health care is challenging because of overwhelming results presented to practitioners by Google-like Web-scale discovery (WSD) services that index millions of resources while retrieving information based on relevancy algorithms with limited consideration for user information need.

Objective: On the basis of the user-oriented theory of information need and following design science principles, this study aimed to develop and evaluate an innovative contextual model for information retrieval from WSD services to improve evidence-based practice (EBP) by health care practitioners.

Methods: We identified problems from literature to support real-world requirements for this study. We used design science research methodology to guide artefact design. We iteratively improved prototype of the context model using artificial formative evaluation. We performed naturalistic summative evaluation using convergent interviewing of health care practitioners and content analysis from a confirmatory focus group consisting of health researchers to evaluate the model’s validity and utility.

Results: The study iteratively designed and applied the context model to a WSD service to meet 5 identified requirements. All 5 health care practitioners interviewed found the artefact satisfied the 5 requirements to successfully evaluate the model as having validity and utility. Content analysis results from the confirmatory focus group mapped top 5 descriptors per requirement to support a true hypothesis that there is significant discussion among participants to justify concluding that the artefact had validity and utility.

Conclusions: The context model for WSD satisfied all requirements and was evaluated successfully for information retrieval to improve EBP. Outcomes from this study justify further research into the model.

(J Med Internet Res 2019;21(8):e12621) doi:10.2196/12621
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Introduction

Background
Evidence-based practice (EBP) represents an amalgamation of research evidence, clinical experience and expertise, and patient values or preferences in the process of clinical patient care [1], as shown in Figure 1. This study introduces a contextual approach to research evidence modeled using design science research (DSR) [2] so health care practitioners can improve EBP.

A positive correlation was found between clinician’s behavior and utilization of research evidence from information systems as identified by a study involving 439 nurses and physicians...
from public and private hospitals [3]. The study, however, concluded that more support is needed for health care practitioners to use research evidence systems.

There is a myriad of evidence-based clinical information resources across various publisher platforms and use of these resources varies from practitioner to practitioner as illustrated in Figure 2.

Electronic resources (e-resources) themselves are classified as journals, books, databases, and clinical decisions support references, and each classification has many associated publishers, vendors, and electronic service providers. Being aware of and retrieving information from all these e-resources was challenging for clinicians who needed information for patient care, medical research, and professional growth [4].

At the turn of the 21st century, this problem was solved to an extent by federated search systems; however, they were unreliable and slow as they connected with each publisher platform in real time, causing users to wait several minutes to see results or miss results entirely when connectors failed [5].

Evidence-based clinical information is traditionally licensed content inaccessible to Web search engines, so the information retrieval gap was satisfied by Web-scale discovery (WSD) services starting with OCLC’s (Online Computer Library Center) WorldCat Local in 2007, Summon from Serial Solutions in mid-2009, EBSCO Discovery Service (EDS) in 2010, followed by Ex Libris Primo Central and Innovative interfaces Encore Synergy [6].

WSD service–based solutions offer user-friendly search interfaces, relevance ranking, and large, centralized indexes, allowing rapid, simultaneous searching [7]. Figure 3 draws upon Figure 2 and illustrates how a WSD solved the issues of fragmented and unknown e-resources by indexing licensed content metadata and making it retrievable by clinicians using a single interface on the screen. By pre-harvesting content from myriad databases into a single index, WSD tools improve on federated searching tools’ speed, de-duplication abilities, relevancy rankings, and the amount of content that can be accessed [8]. WSD services are used worldwide; for example, the EDS is used in over 100 countries across 11,000 institutions [9].
**Figure 2.** Health information.

**Figure 3.** Health care practitioner’s retrieving information from a Web-scale discovery.
Problem Identification and Motivation for Research

Focusing on the medical sector, a health science research comparing WSD from 3 vendors concluded that none of the services were overwhelmingly more effective in retrieving relevant information, placing them at 50% to 60% likelihood an average user would find adequate resources [7].

When introducing WSD, a study by Hoy uncovered various disadvantages that needed to be addressed further through new research [10], namely, (1) searches produced too many results overwhelming users, (2) object types and formats caused confusion, (3) users experienced noise, and (4) users needed help using limiters to retrieve specific information.

There are also challenges in offering the same set of e-resources to all clinician groups, as a study [11] comparing the information delivery needs of physicians and nurses found significant discrepancies with wide gaps in behavior and motivation as physicians accessed different online resources from nurses for clinical practice.

Articles from the Journal of Medical Internet Research since 2010 discussed research evidence and barriers faced by health care professional to find, appraise, and apply emerging evidence at the point of delivery [12]. As a means to improve EBP adoption rates, health care organizations adopt several strategies such as local consensus processes, distribution of education material, outreach visits, and reminders; however, lack of time, perceived difficulty, and nonintuitive platforms are cited as issues [13]. Web-based knowledge resources had significant impact on access to evidence-based information, which positively correlates with the growth in usage of WSD services over the 2010 decade [14].

It can be deduced by comparing Figure 2 and Figure 3 that although WSDs gave health care practitioners a single point of entry for information retrieval, the array of aggregated content becomes problematic for individuals and clinical groups requiring context they would otherwise get by using the various content platforms directly.

Aims and Solution Objectives

This research aimed to develop and evaluate a model [15] to improve information retrieval from WSD services so health care practitioners can better adopt EBP by satisfying research evidence needs. The model introduces a context layer to existing WSD services to reduce the ambiguity of information by pre-capturing and integrating clinician’s context during the information retrieval process [16].

The contextual layer improves WSDs having a computer science perspective to a knowledge formulation or acquisition system based on the theory of information need for information retrieval by Cole connecting information to knowledge [17]. Figure 4 focuses on the WSD part in Figure 3 and illustrates the improvement by adding a context layer between the user and the WSD that meets requirements listed in Table 1 derived from the literature referenced above.

Figure 4. Improving Web-scale discovery using contextual artefact or model.
behavior and motivations varied significantly between the 2 databases between physicians and nurses to conclude that the information needs, researchers compared accessing online different types of consultations. To add to the complexities of care physicians and hospital-based physicians as they have there were significant differences in needs between a primary care practitioner and a cancer care practitioner [20]. In addition to health care–specific information needs, a study acknowledged any future evaluation should consider a trial of commercial WSD services [21].

**Literature Review**

This section reviews prior work including problems and findings from practice relevant to this research. It also explores prior knowledge and artefacts attempting to solve similar problems to scope knowledge gap. Finally, a literature-based conceptual framework is developed to guide this research.

**Problems With Web-Scale Discovery Services for Evidence-Based Practice**

Finding and retrieving research evidence is an essential part of EBP as shown in Figure 1, but a relevant study [4] found that the top 3 barriers to EBP besides time were unfamiliarity with bibliographic databases, difficulty accessing research material, and not seeing the value of research for improving practices.

To minimize these barriers, WSD services offer large centralized indexes of many resources, a relevance ranking algorithm to find information, and a user-friendly interface offering a Google-like experience. Although adoption of WSD services in academia and the public sector is high, their uptake in clinical institutions has been slim [7].

Mayo clinic based in the United States is a health care institution that looked to adopt a WSD and published the results from their analysis as they evaluated the “promise to deliver quick, efficient and comprehensive search experience through a single-entry point.” The Mayo Clinic WSD workgroup concluded to forgo purchasing a WSD service at the time as their collection and users are heavily concentrated within the medicine and health care disciplines. Necessary requirements to meet their user demands and expectations lacked; however, the study acknowledged any future evaluation should consider a trial because of the customizable nature of the services [18].

In addition to health care–specific information needs, a study into research information needs and barriers [19] found that there were significant differences in needs between a primary care physicians and hospital-based physicians as they have different types of consultations. To add to the complexities of information needs, researchers compared accessing online databases between physicians and nurses to conclude that the behavior and motivations varied significantly between the 2 groups [11]. This is a problem for WSD services as they offer a single point of entry for all health care practitioners and rely on the relevance algorithm, which is not sufficient as established by Hoy’s research [10].

**Prior Artefacts to Solve Problems**

A study comparing 3 WSDs for health care sciences found that none of 3 WSD services—Ex Libris Primo, ProQuest’s Summon, and EDS—were overwhelmingly more effective in returning relevant results for health sciences research specifically [7].

According to a study looking at information needs of health care practitioners caring for cancer patients, a range of information systems were developed, but most failed to meet the information needs. A possible reason in their opinion was the systems were developed without respecting and analyzing the information needs of the practitioners [20].

Narayan, in an article published in December 2017, reviewed the current state of WSD services including the services mentioned before plus OCLC WorldCat Discovery services and concluded that although they have had a positive impact, user-centered requirements such as relevancy and personalization were not present [21].

In the past, however, user-centered or context-sensitive information seeking was attempted by systems with a smaller dataset compared with WSD services. For example, Saparova piloted a federated search system that factored in information needs of 51 clinicians. Clinicians found the search system easy and intuitive to use; however, a key piece of feedback was personalization features as the study concluded that successful adoption of a clinical information system depends on its human, technology, and organization fit [22].

In the book Implementing Web-Scale Discovery Services—A Practical Guide for Librarians, Thompson details the levels of customization and configuration capabilities available in the WSD services using the back-end administration tool [23]. This, however, does not satisfy the user and group context requirements, but it eludes to the possibility that a context model
could be implemented to extend or improve information retrieval from WSD.

Requirements Gap

The above literature demonstrates that significant research was conducted to determine the state of WSD services to facilitate EBP by health care practitioners and suggests that information retrieval systems lacked functions to meet the requirements of this research. Table 2 demonstrates the functional gap across systems identified in the literature.

Table 2. Requirements gap.

<table>
<thead>
<tr>
<th>Previous studies to solve information retrieval</th>
<th>R1(^a)</th>
<th>R2(^b)</th>
<th>R3(^c)</th>
<th>R4(^d)</th>
<th>R5(^e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBSCO Discovery Service</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Proquest Summon</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>ExLibris Primo (ExLibris was acquired by Proquest)</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>OCLC(^f) WorldCat Discovery</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Federated Search System [22]</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\(^a\)R1: Define user context.
\(^b\)R2: Adopt group context.
\(^c\)R3: Prioritize resources.
\(^d\)R4: Reduce noise.
\(^e\)R5: Medical relevance.
\(^f\)OCLC: Online Computer Library Center.

Conceptual Framework

Using a theory of information need, this research looks to approach developing the solution artefact differently compared with previous attempts discussed in the literature review. Health care practitioners use evidence-based clinical information to deliver patient care, conduct clinical research, and fill knowledge gaps. The WSDs are central to connecting clinicians’ information needs to knowledge, and the literature reveals the 2 primary functions of WSDs, which are aggregation of resources or knowledge and facilitate searching using algorithms. A contextual layer is needed to improve information retrieval, and for this we look to Cole’s theory of information use. Figure 5 shows how the following types are layered inward such as peels of an onion:

1. Prefocus: User borrows an existing frame for a new topic, and this frame can be based on adjacent topics, analogies, or knowledge stored in memory.
2. Focusing: Focus formulates, and the topic manifests its own frame.
3. The information need frame is fully developed to govern searching the topic.

The fulfillment of the prefocus, focusing, and postfocus inward journey of the user will help form the contextual framework necessary to improve information retrieval from WSDs. Applying these attributes to the context model is central to incorporating a user-oriented lens to this research as highlighted by Cole [17].

While reviewing implementation of WSD services, it is evident that these systems can be customized; however, the context is limited to the institutional level. A key aim of this research is to improve the current systems and offer personalization or context at the clinical group and user level as illustrated in Figure 6.
**Methods**

**Paradigm**

The study adopted a constructivism paradigm to maintain an appropriate research philosophy [24]. It is a paradigm that encourages intuitive thinking and guesswork from researchers who should discover and learn principles, facts, and concepts for themselves.
Design Science Research

This research will use DSR methodology (DSRM), which falls under the constructivist paradigm to develop a solution artefact model as part of a larger context [25] to solve the problems described earlier in this study. In the case of this research, the artefact or context model created to address the problem [26] is an innovative approach that applies context to information retrieval from WSDs to improve research evidence as part of EBP.

Referring to the knowledge contribution framework in Figure 7, this research falls under the improvement quadrant [27] as it addresses a known problem clinicians and health care professional face while retrieving evidence-based information from WSDs for EBP by developing an innovative artefact model prescribing a contextual approach to retrieving results from WSDs.

The use of DSRM for improvement is a proven principle based on several case studies [2].

The DSRM illustrated in Figure 8 consists of 6-step nominal process sequences that interact iteratively based on findings from subsequent processes [2]. During step 1, the problem is identified along with motivation for a solution, described in the Introduction section of this study.

This is followed by defining solution objectives (Aims section of this study), which serves as inputs to the design and development for creating the artefact. Versions of the artefact are developed through iterative prototyping [28] and used to solve the problem in the demonstration step.

The evaluation step involves determining the artefact’s usefulness based on validity, utility, quality, and efficacy. This research uses the technical risk and efficacy strategy [29] for iterative artificial formative evaluations. Naturalistic summative evaluation via convergent interviewing [30] was used to determine the validity and utility of the artefact with 5 health care practitioners who each were practicing actively for over 15 years. A confirmatory focus group [31] consisting of 5 doctoral level health researchers doing academic research within digital health care for at least 3 years was also conducted, and the transcribed content was analyzed quantitively [32] to ensure significant discussion to support the group’s conclusion.

Findings from this study are communicated using recommendations by Gregor [27] to contribute to the existing body of knowledge.

Figure 7. Knowledge contribution framework.
Artefact Description

Up to this point, this research study has described the need for EBP and how WSD services solved the problem of accessing research evidence as illustrated in Figures 2 and 3, but there are problems with the current services. Figure 4 proposed an improvement by applying a contextual layer to Cole’s model of a user-centered system instead of a computer science–focused system as illustrated in Figure 5. Figure 9 draws on gradual development of this theory to propose a contextual model to integrate with existing WSD services.

Starting from the rightmost end of the illustration, a user first borrows a frame for information retrieval for prefocus. For WSD services without the contextual model, the frame is an institutional level context that was configured as part of the WSD implementation. For WSD services that implement the contextual model, the frame can be further personalized to the user by allowing them to borrow a peer’s frame. Focusing deeper, a user’s focus formulates as part of the user's own information needs until an information need is fully formed as postfocus to capture the context and submit it with the query to retrieve results that are applicable to the user’s context.

Developing the context, however, is a prefocus step where the model allows institutions to iteratively develop clinical group templates to borrow in the group template store by analyzing resource needs if a WSD was not available. These initial templates satisfy the adopt group context requirement of the model to help create a scope for information retrieval.

Individual users then have the option to personalize the template and define a more specific user context, which is stored in the user preference data store. This introduces persistence for context, so users do not have to define their context every time they initiate a new session on the WSD. The context is applied as soon as the system recognizes the user.

Data collection and analysis of the model was done through observation and refinements based on iterative prototyping [28]. Instantiations of the model were developed on the EDS [33] using its application programming interface (API) to iteratively prototype the context layer. A combination of Web technologies such as HTML, CSS, and JavaScript was used for the mobile first front-end. PHP was used for server-side, whereas Google Firebase [34] was used for authentication and storage.

On the basis of observations and comparison of results with and without the context layer, the model and subsequent instantiations were refined several times until it was observed that the model had an impact on information retrieved from the WSD to satisfy R1 to R5.
Results

Evaluation Overview

Once observations showed sufficient evidence that the prototype as a context layer satisfied R1 to R5 for information retrieved from a WSD compared with its noncontextual state, the instantiation was evaluated in the real world with select health care practitioners using convergent interviewing [30] for a summative evaluation followed by a confirmatory focus group consisting of health researchers.

Demonstration

As per DSRM, demonstration was used to solve the problems, observe results, and develop an instantiation or prototype of the context model [2].

The first step is to recognize the user. The developed prototype allows users to sign in using providers such as GitHub, Twitter, or Facebook shown in Figure 10. Once the user authorizes the instantiation to recognize the user, it checks to see if the user has already borrowed a frame or if the default institutional frame should be applied. The user is presented with all the filters that are available through the WSD API, and the user context is applied automatically if the frame was borrowed before. If the user logs into the instantiation for the first time, none of the filters are preselected, and the default frame is the institutional frame. User can choose to define their context or borrow a context from predefined frames. The prototype shown in Figure 11 includes frames for a general practitioner, nurse, physiotherapist, medical researcher, and psychologist. The model allows institutions to define and present any number of frames to borrow.

The settings enabled through the EBSCO WSD to define the context are databases, source type, subject, publication, and publisher. These settings will be different for WSD from other vendors.

It is not necessary for a user to define a full context right away, and this can be a gradual process as the prototype will store the selections for future reference allowing for gradual refinement of the context.

The screenshot in Figure 12 shows a comparison between information retrieved from the prototype with the context layer (left) versus results without the context layer (right). This example borrows the general practitioner frame to submit the query “fatty liver cure.” The example with the context layer (left) retrieved 5101 results, and the context is visible under the active facets section. The same query without the context layer (right) returned 28,000 results using the institutional frame. The type of information retrieved is presented on screen for qualitative evaluation.
Figure 10. Login screen to recognize user and load existing or create new context.

Figure 11. Screenshot of prototype showing options to define context or borrow an existing context.
Results of Artefact Evaluation

“The technical risk and efficacy evaluation strategy emphasizes artificial formative evaluations iteratively early in the process but progressively moving toward summative artificial evaluations” [29].

A key risk in the evaluation was to determine if a contextual layer could technically be implemented to improve WSD services, so the initial version of the model was developed using the theory of iterative prototyping to allow observations and refinements. Once data collection and observations showed that WSD information retrieval using the context layer satisfied R1 to R5 as part of artefact formative evaluations, a naturalistic summative evaluation was conducted using qualitative and quantitative research methods with health care professionals and health researchers, respectively.

Convergent Interviewing

Convergent interviewing [30] allows researchers to identify and select participants to interview them for key issues and finalize results from qualitative analysis. This technique targeted health care practitioners with a significant length of experience in the health care sector as medical practices has progressed significantly over the years making EBP invaluable. Their practical experience with research evidence to provide patient care using current relevant practices qualifies for qualitative naturalistic summative evaluation.

During the one-on-one interview, the 5 health care practitioners were informed about the nature of this study complying with ethical requirements. Once consent was obtained, a live demonstration of the instantiation was provided to the health care practitioners followed by questions to evaluate the prototype for its validity and utility. They were also able to compare the results against a WSD implementation without the context layer. The results are shown in Table 3, which maps interview questions asked against the requirements identified for this study.

On all 5 counts R1 to R5, the health care practitioners saw benefits and confirmed that the context model improved the information retrieval process using WSD services compared with not using a contextual layer. One of the doctors expressed keenness to have this implemented across their medical practice, while a professor who is also a registered psychologist highlighted the value this would have for his students.
Table 3. Results of prototype evaluation through convergent interviewing.

<table>
<thead>
<tr>
<th>Requirements, Evaluation criteria, Evaluated by</th>
<th>Satisfied (Yes/No)</th>
<th>Comments (if any)</th>
</tr>
</thead>
</table>

### Evaluating validity

**R1a:** Does the instance allow you as a clinician to select and configure your own settings for a personalized profile?

| Doctor 1       | Yes | “The system gives features for defining my context with preferences.” |
| Doctor 2       | Yes | “Profiling seems ok to me but can we add any new details?” |
| Doctor 3       | Yes | “Professional preferences can be added that are supportive in finding quick resources.” |
| Psychologist 1 | Yes | “There are many settings for detailed selection.” |
| Psychologist 2 | Yes | “Several options not related to my area.” |

**R2b:** Are you as a clinician able to borrow a predefined context for a clinical group you belong to or adopt another clinical group to see difference in context?

| Doctor 1       | Yes | “Yes, it is a good way of seeing a comparison.” |
| Doctor 2       | Yes | “The difference can lead to a good outcome.” |
| Doctor 3       | Yes | “It is a learning by seeing the difference, although we don’t have time to check it during surgery time.” |
| Psychologist 1 | Yes | “Seeing different groups shows wide application across healthcare.” |
| Psychologist 2 | Yes | “I could select psychologist and other groups.” |

**R3c:** Does the instance prioritize the resources you as a clinician would prefer to search using a Web-scale discovery?

| Doctor 1       | Yes | “It is a good system to see quick and concise searching result.” |
| Doctor 2       | Yes | “Searching process seems simple enough.” |
| Doctor 3       | Yes | “It can bring me a to-the-point answer.” |
| Psychologist 1 | Yes | “Psychologist group pre-selected all the resources I would select generally.” |
| Psychologist 2 | Yes | No comment |

**R4d:** Does the instance apply your defined context to reduce noise or irrelevant results to your particular case?

| Doctor 1       | Yes | “I can see only very relevant resources.” |
| Doctor 2       | Yes | “Outcome of searching makes sense to particular aspect.” |
| Doctor 3       | Yes | “The application removes unnecessary resources.” |
| Psychologist 1 | Yes | “Removing irrelevant databases shows improvement.” |
| Psychologist 2 | Yes | “Better compared to results without selecting a group.” |

### Evaluating utility

**R5f:** Does the instance improve the medical relevance of the Web-scale discovery compared with using it without clinical context?

| Doctor 1       | Yes | “It offers better with context.” |
| Doctor 2       | Yes | “I’m happy to use this application as it is very work related.” |
| Doctor 3       | Yes | “The system supports with our work practices.” |
| Psychologist 1 | Yes | “Since only medical sources are selected.” |
| Psychologist 2 | Yes | “Saves a lot of time.” |

**R5g:** Evidence-based practice or EBP consists of patient values, clinical expertise, and research evidence. Does this instance add value to the research evidence dimension of a clinician doing EPB?

| Doctor 1       | Yes | No comment |
| Doctor 2       | Yes | “I found it is helpful for our practice in the future please let us know we are very happy to provide more feedback.” |
| Doctor 3       | Yes | “It would be great if we could get the complete product for all of our GPs.” |
Confirmatory Focus Group

Focus groups are used as an evaluation method in DSR and are an appropriate approach [35], which can either be exploratory in nature more aligned to formative evaluations or confirmatory used for summative evaluations [31]. In this case, a confirmatory focus group was formed to quantitatively analyze the discussion content to determine significant focus on requirements to justify the group’s conclusion. Content analysis is a research technique that explores data obtained directly from sources such as human interactions and written documents for research quantitatively or qualitatively or both [36].

Forming a confirmatory focus group requires selection relevant to the area of research [32], so 5 doctoral level health researchers with hands-on exposure to using a discovery service were invited to take part in the discussion. An initial introduction was provided to the group along with the 5 requirements R1 to R5, as shown in Table 2, that assessed other discover services followed by a demonstration of the model’s instantiation to discuss if it met all requirements.

Although there were comments about improving the detailed functionality of the prototype, such as the way the options screen could be more user-friendly and the limiting nature of the context to multidisciplinary content, the group consensus was that the instantiation satisfied all requirements for the artefact to have validity and utility.

Content analysis in the context of focus groups comprises forming a hypothesis to test through analysis. Semantical content analysis “which seeks to classify signs accordingly to their meaning,” in particular the subclassification assertion analysis “which provides the frequency with which certain objects are characterized in a particular way” [32], was used to test if the hypothesis that all requirements R1 to R5 were discussed significantly for the focus group to justify the conclusion that the artefact instantiation satisfied all the requirements.

For this analysis, the requirements R1 to R5 were identified as objects positioned as columns and codes or words with frequency positioned as rows in the resulting matrix.

To rigorously analyze the discussion and its correlation to the conclusion, the session was recorded and later transcribed by converting the audio recording to a video file and uploading to YouTube to auto-generate the transcript. The text was copied into a raw HTML file to open in a browser removing new lines and saved as a continuous stream in a text file.

The text file was imported into Microsoft Excel as a space separated data file and transposed so each word appeared in a row. After this, a visual basic script was developed to analyze each word and determine its parts of speech (eg, verb and noun) and populate the cell adjacent to the word. This Excel file with the word, part of speech, and word length as columns was then imported into Tableau Software’s Desktop tool for further analysis.

Inductive coding [32] was done using the imported data by creating a scatter plot using the number of times a word was mentioned in the discussion as x-axis and word length on y-axis for further interpretation. Select words belonging to parts of speech such as adverbs, conjunctions, interjections, pronouns, and other were removed leaving only adjectives, nouns, and verbs. Words with length less than 5 characters were ignored including words that were mentioned less than 6 times. The scatterplot was further analyzed word for word to selectively remove obscure words such as apply, being, and possible that did not apply to the research context, leaving the scatter plot with descriptors or codes to present outcomes shown in Figure 13.

Words with their frequency count (descriptors or codes) were analyzed for signs of association with 1 of the requirements R1 to R5 (objects) to form a matrix Table 4 consisting of top 5 descriptors per object to demonstrate that significant discussion for all requirements took place to confirm utility and validity of the artefact to declare the hypothesis as true.
Figure 13. Result of content analysis descriptors from confirmatory focus group.

Table 4. Results of assertion analysis.

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>R1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>R2&lt;sup&gt;b&lt;/sup&gt;</td>
<td>R3&lt;sup&gt;c&lt;/sup&gt;</td>
<td>R4&lt;sup&gt;d&lt;/sup&gt;</td>
<td>R5&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>context (53)</td>
<td>group (35)</td>
<td>focus (19)</td>
<td>noise (10)</td>
<td>medical (34)</td>
</tr>
<tr>
<td>individual (13)</td>
<td>level (14)</td>
<td>content (20)</td>
<td>relevant (7)</td>
<td>health (10)</td>
</tr>
<tr>
<td>person (7)</td>
<td>select (10)</td>
<td>resources (10)</td>
<td>results (23)</td>
<td>clinical (12)</td>
</tr>
<tr>
<td>create (11)</td>
<td>borrow (9)</td>
<td>knowledge (8)</td>
<td>discovery (36)</td>
<td>practitioner (18)</td>
</tr>
<tr>
<td>Define (14)</td>
<td>share (6)</td>
<td>information (8)</td>
<td>research (53)</td>
<td>databases (12)</td>
</tr>
</tbody>
</table>

<sup>a</sup>R1: Define user context.
<sup>b</sup>R2: Adopt group context.
<sup>c</sup>R3: Prioritize resources.
<sup>d</sup>R4: Reduce noise.
<sup>e</sup>R5: Medical relevance.

Discussion

Meeting Requirements

Using a combination of artificial formative evaluations based on iterative prototyping followed by naturalistic summative evaluation using convergent interviewing and confirmatory focus group, the context model satisfied all requirements R1 to R5 of this research.

This research reviewed the state of EBP by health care practitioners and identified that the research evidence dimension was a significant barrier because of the vast myriad of resources. WSD services facilitated research evidence by indexing most licensed content while offering practitioners a single point of entry into research; this solved the problem to a certain degree.

The problems with this approach as identified in the literature was the lack of relevancy to the medical field, creation of noise, unprioritized resources, and missing user context. These problems were synonymous with information retrieval that were developed with a computer science approach focusing on systems and algorithms instead of user need.

On the basis of the theory of information need by Cole, this research designed and evaluated a contextual layer or artefact model to apply to WSD services to improve them. Using DSRM principles, this research used iterative prototyping to observe, design, and refine the model and its prototype against the EBSCO WSD using its APIs.

Once the prototype demonstrated that it satisfied requirements R1 to R5 during a series of artificial formative evaluations, 5 health care practitioners were selected for convergent interviewing for a qualitative naturalistic summative evaluation.

Principal Findings

Outcomes from this research provided very positive views about the artefact as all health care practitioners who participated in the field experiments found the proposed approach useful, compatible to their own practices, and added value to WSD services to improve EBP.
A quantitative naturalistic summative evaluation was also performed by forming a confirmatory focus group consisting of 5 health researchers who discussed and concluded that the artefact instantiation met all the requirements. The discussion was recorded and transcribed for content analysis to identify descriptors or codes and associate them to objects or requirements to form Table 4 for a positive hypothesis that there was evidence of significant discussion across the requirements to justify the conclusion.

Evaluation is one of the crucial elements of DSR as it provides feedback to further improve the artefact and bring it to a state where its utility, quality, and efficacy are validated [26].

Prior research [29] shared strategies for DSR evaluation, namely, quick and simple, human risk and efficacy, technical risk and efficacy, and the purely technical artefact strategy. The choice of evaluation depends on the functional purpose of the artefact, which in this research is formative as it aims to improve the outcomes of the process under evaluation. It is also summative as the outcomes will be judged to what extent they match expectations. The other factor for choice of strategy is the evaluation paradigm: if it is artificial or naturalistic.

In this dimension, the paradigm is both artificial and naturalistic as the context artefact is evaluated using iterative prototyping to determine if the context is feasible with a WSD as part of its development. This guided the development in an incremental and iterative fashion to address the research problem. Here, the prototype design and development effort is used to validate or invalidate the theory [28].

Conclusions

The evaluation concluded that the context layer or artefact model had validity and utility as an artefact to solve problems with WSD for EBP. Rigorous research in DSR [29] showed that formative evaluation is necessary to identify weaknesses and areas of improvement during artefact development, and summative evaluation is important to conduct the DSR study by outlining overall utilities or efficiencies and potential benefits of the proposed artefact. Considering artificial evaluation via conducting iterative prototyping and naturalistic summative evaluation, the technical risk and efficacy evaluation strategy was an appropriate fit for this research.

Further research into the contextual approach is recommended to evaluate the artefact using the human risk and effectiveness strategy.
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Abstract

Background: Variations in an individual’s electronic health (eHealth) literacy may influence the degree to which health consumers can benefit from eHealth. The eHealth Literacy Scale (eHEALS) is a common measure of eHealth literacy. However, the lack of guidelines for the standardized interpretation of eHEALS scores limits its research and clinical utility. Cut points are often arbitrarily applied at the eHEALS item or global level, which assumes a dichotomy of high and low eHealth literacy. This approach disregards scale constructs and results in inaccurate and inconsistent conclusions. Cluster analysis is an exploratory technique, which can be used to overcome these issues, by identifying classes of patients reporting similar eHealth literacy without imposing data cut points.

Objective: The aim of this cross-sectional study was to identify classes of patients reporting similar eHealth literacy and assess characteristics associated with class membership.

Methods: Medical imaging outpatients were recruited consecutively in the waiting room of one major public hospital in New South Wales, Australia. Participants completed a self-report questionnaire assessing their sociodemographic characteristics and eHealth literacy, using the eHEALS. Latent class analysis was used to explore eHealth literacy clusters identified by a distance-based cluster analysis, and to identify characteristics associated with class membership.

Results: Of the 268 eligible and consenting participants, 256 (95.5%) completed the eHEALS. Consistent with distance-based findings, 4 latent classes were identified, which were labeled as low (21.1%, 54/256), moderate (26.2%, 67/256), high (32.8%, 84/256), and very high (19.9%, 51/256) eHealth literacy. Compared with the low class, participants who preferred to receive a lot of health information reported significantly higher odds of moderate eHealth literacy (odds ratio 16.67, 95% CI 1.67-100.00; P=0.02), and those who used the internet at least daily reported significantly higher odds of high eHealth literacy (odds ratio 4.76, 95% CI 1.59-14.29; P=0.007).

Conclusions: The identification of multiple classes of eHealth literacy, using both distance-based and latent class analyses, highlights the limitations of using the eHEALS global score as a dichotomous measurement tool. The findings suggest that eHealth literacy support needs vary in this population. The identification of low and moderate eHealth literacy classes indicate that the design of eHealth resources should be tailored to patients’ varying levels of eHealth literacy. eHealth literacy improvement interventions are needed, and these should be targeted based on individuals’ internet use frequency and health information amount preferences.
Introduction

Electronic Health Literacy Is Important for the Use and Receipt of Benefits From Electronic Health Programs

Web-based interventions have been reported to be consistently more effective than non-Web-based modalities in changing patient health behaviors and health-related knowledge [1]. Information and communication technology is also recognized as a promising enabler of safe, integrated, and high-quality health care, yet more scientifically rigorous research is needed [2,3]. Accordingly, internet-enabled health care is a strategic priority globally [4-7]. Electronic health (eHealth) literacy is one important factor influencing the use and receipt of benefits from Web-based health resources [8-10]. eHealth literacy refers to an individual’s ability to seek, find, understand, and appraise health information from electronic sources, and apply the knowledge gained to addressing or solving a health problem [11]. The concept is derived from 6 literacy types (ie, health, computer, media, science, information, traditional literacy, and numeracy), which play an important role in facilitating engagement with Web-based health resources [11]. Inadequate eHealth literacy has been self-reported as a barrier to use of the internet for health information seeking purposes among the chronically ill [12]. Furthermore, descriptive research indicates that eHealth literacy is associated with positive cognitive (eg, understanding of health status) [8], instrumental (eg, self-management, physical exercise, and dieting) [8-10], and interpersonal (eg, physician interaction) [8] outcomes from Web-based health information searches. Individuals with lower eHealth literacy have been suggested to be older [8,13,14], less educated [8,14,15], have lower access to, or use of, the internet [15-17], and have poorer health [8].

Interpretations of Electronic Health Literacy Data are Inconsistent

Approaches used to assess eHealth literacy have included objective performance testing [18,19] and self-reported measurement [20-23]. The most commonly used self-reported measure is the 8-item, eHealth Literacy Scale (eHEALS) [20]. Compared with other self-report measures of eHealth literacy, strengths of the eHEALS include its psychometric rigor, brevity, ease of administration, and availability in a number of languages [17,19,20,24-26]. One of the key issues limiting the utility of the eHEALS is the lack of information about interpretation of these data. Although there is a convention that higher scores represent a higher level of eHealth literacy [20], there is an absence of guidance for the standardized interpretation of these scores. This guidance is needed to inform decision-making and follow-up actions [27]. eHEALS mean and median scores [8,13,14,28], as well as item response frequencies [14,29,30], are typically reported. Cut points have been arbitrarily applied at the item level [15], which disregards scale constructs. Furthermore, the common use of a single cut point to the global scale [8,16,28] implies a dichotomy of high versus low eHealth literacy and does not account for respondent self-perceived competency across the multiple eHEALS factors (ie, awareness, skills, and evaluation) [24,31]. These factors have only recently been identified [24,31], demonstrating that our understanding of the eHEALS and its psychometric properties is continuing to evolve more than a decade after the scale was published.

A Robust Approach to Analyzing Electronic Health Literacy Data Is Required

Shortcomings in the interpretation of eHEALS scores highlight the need for a robust approach to analyzing and interpreting eHealth literacy data. In line with the principles of scale development [27,32], measures should be refined as new data about a scale’s properties accumulates. This includes retesting a scale when it is used in new populations and as new analytical techniques become available [27,32]. Cluster analysis is a sophisticated analytical approach, which has not previously been applied to eHealth literacy research. This powerful technique is used to identify natural groupings or structures within data and can therefore classify individuals who score similarly on an outcome measure, such as the eHEALS [33]. It has several strengths including: First, it is a data-driven exploratory technique and therefore not dependent on scoring thresholds, which are arbitrarily imposed by the author(s). Second, being able to observe and characterize natural structures or groupings means that researchers have a better understanding of subgroups of eHealth literacy in the sample population. If classes (or clusters) exist, ignoring their presence by analyzing the data as a single group could lead to an averaging out of any effects of interest [34]. Third, this approach allows for the multiple eHEALS domains (ie, skill, awareness, and evaluate) to be considered simultaneously across subgroups. For example, it can be known if one subgroup self-rates their awareness as highest, whereas another subgroup self-rates their skills as highest. Finally, regression analyses can be completed to examine patient characteristics associated with assignment to each eHealth literacy class.

By understanding the number and characteristics of groupings, it can be known whether a one size fits all approach to eHealth literacy improvement is appropriate, or whether more tailored interventions are required. If tailoring is needed, understanding how different classes scored across the eHEALS factors allows researchers and clinicians to ensure interventions are designed to specifically address the needs of that subgroup. Furthermore, understanding patient characteristics associated with class membership allows the identification of individuals who should be targeted for interventions, or who will require more intensive support throughout periods of eHealth delivery. A cluster analysis of eHEALS data is therefore an important next step to better understand the multicomponent nature of eHealth literacy and how these eHEALS factors coexist in subgroups of patients.
This study aimed to determine (1) whether there are identifiable eHealth literacy classes among magnetic resonance imaging (MRI) and computed tomography (CT) medical imaging outpatients; and (2) sociodemographic and internet use characteristics associated with each eHealth literacy class.

Methods

Design and Setting

This cross-sectional study was completed with MRI and CT medical imaging outpatients attending the imaging department of a large, tertiary hospital, located within New South Wales, Australia. The results of this study have been reported in accordance with the Strengthening the Reporting of Observational Studies in Epidemiology checklist [35] and the Checklist for Reporting Results of Internet E-Surveys [36].

Participants

Eligible participants were: (1) attending for an outpatient MRI or CT scan; (2) 18 years or older; and (3) reported having access to the internet for personal use. Participants were excluded if they were: (1) non-English speaking; (2) deemed by reception staff to be cognitively or physically unable to consent or complete the survey; or (3) identified as having completed the survey previously. MRI and CT medical imaging outpatients were the focus of this research because they have high unmet information preferences, which could potentially be met by eHealth capabilities [37].

Procedure

Medical imaging department receptionists identified potentially eligible participants when they presented for their outpatient appointment. Potentially eligible participants were informed about the research and invited to speak with a trained research assistant. Interested patients were provided with a written information sheet and introduced to the research assistant, who gave an overview of the study and obtained the patient’s verbal consent to participate. During this overview, interested patients were told that the Web-based questionnaire would take approximately 10-15 mins to complete, participation was voluntary, and responses would remain confidential. The age, gender, and scan type of noninterested and nonconsenting patients were recorded. Consenting patients were provided with a tablet computer and asked to complete a Web-based questionnaire before their scan. Participants’ study identification number, assigned by the receptionist and entered by the research assistant, provided access to the questionnaire. Each participant could move freely through each screen using next and back buttons. The questionnaire was pilot tested with MRI and CT medical imaging outpatients 2 weeks before study commencement, which confirmed the acceptability and feasibility of electronic survey administration in this study setting. A paper-and-pen version of the questionnaire was available to participants who requested it. If the patient was called for their procedure before finishing the questionnaire, only those questions that had been completed were used for data analysis. Electronic responses were deidentified, collected using the QuON platform [38], and stored securely on an access-restricted part of the University of Newcastle server.

Ethics approval was obtained from the Human Research Ethics Committees of the Hunter New England Local Health District (16/10/19/5.11) and University of Newcastle (H-2016-0386).

Measure

eHealth literacy was assessed using the 8-item eHEALS. All 8 eHEALS items were administered on 1 screen within the Web-based questionnaire, and the presentation of these items was not random. Respondents indicated their level of agreement with each statement on a 5-point Likert scale from 1 strongly disagree to 5 strongly agree. Responses were summed to give a final score ranging from 8 to 40, with higher scores indicating higher eHealth literacy. The tool has demonstrated test-retest reliability [17], internal consistency [17,19,28], and measurement invariance across English speaking countries [24]. Previous studies, largely employing exploratory factor analysis, have suggested that the scale measures a single factor [8,17,19,20]. Emerging research using confirmatory factor analysis and based on the theoretical underpinnings of eHealth literacy suggests that the scale measures 3 factors: awareness, skills, and evaluate [24,31]. This 3-factor eHEALS structure has been identified in the medical imaging study setting (standardized root mean residual=0.038; confirmatory fit index=0.944; and root mean square error of approximation=0.156) [31]. As such, self-rated awareness, skills, and evaluate competencies of patients within each subgroup were explored within this study.

Study Factors

On the basis of previous research indicating an association with eHealth literacy, standard self-report items assessed participant gender, age, marital status, education, internet use frequency, and overall health status [8,13-17]. Remoteness of residence, health information amount preference (no information; some information; and a lot of information), and internet use for scan preparation (yes; no; and don’t know) were hypothesized to influence eHealth literacy and were, therefore, included as covariates. Participant postcodes were mapped to the Accessibility/Remoteness Index of Australia Plus to categorize participant remoteness as metropolitan (major cities of Australia) or nonmetropolitan (inner regional, outer regional, remote, or very remote Australia) [39].

Data Analysis

Participant characteristics were summarized as frequencies and percentages or means and standard deviations. Consent bias was assessed for gender, scan type, and age group using Chi-square tests. Given the high completion rate (98.1%, 256/261 for individuals starting eHEALS items), only complete eHEALS data were included in the analyses. Items relating to each eHEALS factor were summed to generate separate awareness, skill, and evaluate factor scores.

Identification of Electronic Health Literacy Classes

Cluster analysis was completed using a 2-phased approach. Distance-based unsupervised clustering was undertaken as an initial exploratory knowledge discovery technique, to identify natural clusters of patients according to their responses (refer Multimedia Appendix 1 for methods and results). Secondary clustering of patients, using latent class analysis (LCA) as a
statistical modeling approach, was to be completed as a follow-up if distance-based cluster structures were observed. LCA was subsequently performed to verify the 4-cluster structure identified. LCA is less sensitive to choice of parameters (e.g., distance metric), allows for uncertainty in class membership, and has greater power and lower type 1 error rates when compared with other clustering techniques [34], and was, therefore, selected as the primary analysis technique. Latent class membership probabilities were calculated to determine the proportion of the sample that belonged to each of the classes. Item response probabilities were calculated to determine the probability of endorsing each response option, conditional on class membership. The Bayesian Information Criterion (BIC) and \( G^2 \)-statistic were computed to aid in determining the optimal number of classes (with plateauing indicating no improvements to model fit) [40], as were overall class interpretability and model parsimony. Model entropy was computed, with values closer to 1 representing clear class delineation [41]. The maximum posterior probability of class membership was also calculated for each participant, based on the optimal number of classes, with values greater than .5 indicating adequate probability for class assignment [42].

**Characteristics Associated With Class Membership**

An LCA regression analysis was performed to identify participant sociodemographic and internet use characteristics associated with class membership. Given the exploratory nature of data analysis, all covariates were initially cross-tabulated with class membership (assigned according to maximum posterior probability) to identify model sparseness, and then analyzed using univariate LCA regression: gender; age (<65 years vs 65+ years); geographic location of residence (major city vs regional or rural); marital status (married or living with partner vs not married); education (high school or less vs more than high school); overall health (fair or worse; good or better than good); information amount preference (a lot of information vs not a lot of information); internet use for scan preparation; and internet use frequency (daily vs less than daily). Likelihood ratio tests (based on the univariate results) were performed to determine whether each predictor significantly improved the fit of the model. Covariates with a statistically significant likelihood ratio test \((P<.05)\) were included in the final multivariable LCA regression. Distance-based and latent class analyses were performed in R 3.4 [43]. Descriptive statistics were computed in STATA v13.

**Sample Size**

Sample sizes of at least 200 have been suggested as adequate for LCA, dependent on subsequent model fit and number of classes [40,44]. As such, a sample of at least 200 was deemed appropriate for this study.

**Results**

**Sample**

A total of 405 potentially eligible patients were invited to discuss the study with a research assistant during the 7-week recruitment period, of which 354 (87.4%) were interested in participating. Of 268 eligible participants, 261 (97.4%) started the eHEALS, 256 (95.5%) completed all eHEALS items, and 222 (82.8%) completed all eHEALS and study factor items. There were no significant differences between patients who were and were not interested in participating in the study based on gender, scan type, or age group. Table 1 provides a summary of the sociodemographic, scan, and internet characteristics of the study sample.
Table 1. Participant sociodemographic, scan, and internet characteristics (N=256). Number of observations for each characteristic may not total 256 because of missing data.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>53 (15.0)</td>
</tr>
<tr>
<td><strong>Electronic Health Scale (eHEALS) domain score, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Awareness (possible total=10)</td>
<td>6.9 (2.0)</td>
</tr>
<tr>
<td>Skills (possible total=15)</td>
<td>10.9 (2.9)</td>
</tr>
<tr>
<td>Evaluate (possible total=15)</td>
<td>10.0 (3.1)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>112 (43.8)</td>
</tr>
<tr>
<td>Female</td>
<td>144 (56.3)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married or living with partner</td>
<td>146 (64.6)</td>
</tr>
<tr>
<td>Not married or living with partner</td>
<td>80 (35.4)</td>
</tr>
<tr>
<td><strong>Education completed, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>128 (56.6)</td>
</tr>
<tr>
<td>More than high school</td>
<td>98 (43.4)</td>
</tr>
<tr>
<td><strong>Geographic location, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>200 (78.1)</td>
</tr>
<tr>
<td>Nonmetropolitan</td>
<td>56 (21.9)</td>
</tr>
<tr>
<td><strong>Overall health, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>17 (7.7)</td>
</tr>
<tr>
<td>Fair</td>
<td>75 (34.1)</td>
</tr>
<tr>
<td>Good</td>
<td>94 (42.7)</td>
</tr>
<tr>
<td>Very good</td>
<td>34 (15.5)</td>
</tr>
<tr>
<td><strong>Scan type, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Computed tomography</td>
<td>101 (39.4)</td>
</tr>
<tr>
<td>Magnetic resonance imaging</td>
<td>152 (59.4)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>3 (1.2)</td>
</tr>
<tr>
<td><strong>Used internet for scan, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>27 (10.5)</td>
</tr>
<tr>
<td>No</td>
<td>228 (89.1)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td><strong>Frequency of internet use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than once a month</td>
<td>11 (4.3)</td>
</tr>
<tr>
<td>Once a month</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>A few times a month</td>
<td>14 (5.5)</td>
</tr>
<tr>
<td>A few times a week</td>
<td>33 (12.9)</td>
</tr>
<tr>
<td>About once a day</td>
<td>47 (18.4)</td>
</tr>
<tr>
<td>Several times a day</td>
<td>146 (57.0)</td>
</tr>
<tr>
<td><strong>Information amount preference, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No information</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Some information</td>
<td>58 (25.9)</td>
</tr>
<tr>
<td>A lot of information</td>
<td>165 (73.3)</td>
</tr>
</tbody>
</table>
Identification of Electronic Health Literacy Classes

The BIC and $G^2$-statistic continued to decrease as the number of classes ($K$) increased, but the improvement was progressively smaller after 3 classes (see Table 2). On the basis of the interpretability of the latent classes, the reduction in class size beyond $K=4$, and parsimony, the 4 class model was selected as the optimal class structure. The lowest maximum posterior probability under this 4 class model was .516. As such, all participants exceeded the threshold of .5 for maximum posterior probability and were assigned to a class. Hence, LCA findings on number of classes were consistent with that of distance-based clustering (see Multimedia Appendix 1).

Multimedia Appendix 2 shows the unconditional item response probabilities of each eHEALS response option based on class assignment. Classes were named according to likely level of eHealth literacy, with respect to that of other classes identified in the analysis:

- **Class 1—low eHealth literacy** (21.1% of respondents, 54/256): when compared with other classes, class 1 had the highest probability of responding disagree and strongly disagree across all eHEALS items. The probability of this group responding either disagree or strongly disagree was highest for awareness items (0.88 and 0.89), followed by evaluate items (0.79, 0.81, and 0.88) and skills items (0.66, 0.75, and 0.84).

- **Class 2—moderate eHealth literacy** (26.2% of respondents, 67/256): when compared with other classes, class 2 had the highest probability of responding undecided across all eHEALS items, and the second highest probability of responding agree across awareness and skills items. This group was most likely to respond undecided to awareness items (0.56 and 0.59), either agree (0.54 and 0.58) or undecided (0.48) to skills items, and undecided to evaluate items (0.55, 0.61, and 0.63).

- **Class 3—high eHealth literacy** (32.8% of respondents, 84/256): when compared with other classes, class 3 had the highest probability of responding agree across all eHEALS items. The probability of this class responding agree was greatest for skills items (0.97, 0.97, and 1.00), followed by awareness (0.80 and 0.91), and evaluate items (0.68, 0.71, and 0.81).

- **Class 4—very high eHealth literacy** (19.9% of respondents, 51/256): when compared with other classes, class 4 had the highest probability of responding strongly agree across all eHEALS items. The probability of this class responding strongly agree was greatest for skills items (0.71, 0.79 and 0.90), followed by evaluate (0.57, 0.74, and 0.86), and awareness items (0.53 and 0.61).

Characteristics Associated With Class Membership

Internet use for scan preparation was not included in regression analyses because of sparseness (ie, 10.5%, 27/256 of participants responded yes to internet use for scan preparation). Following univariate analyses, likelihood ratio difference tests indicated that age; education, marital status, overall health status, information amount preference, and internet use frequency all significantly improved the fit of the model ($P<.05$; see Multimedia Appendix 3) and were included in the multivariable regression analysis (see Table 3).

Class 1 (low eHealth literacy) was selected as a reference class for multivariable regression. This was because these participants likely need additional support to engage with eHealth, making identification of the characteristics of participants in this subgroup a priority. As shown in Table 3, participants who indicated that they preferred not to receive a lot of information about their health had 0.06 times the odds of belonging to class 2 (moderate eHealth literacy), compared with class 1 (low eHealth literacy), and this difference was statistically significant. Furthermore, participants who reported using the internet less than daily had 0.21 times the odds of belonging to class 3 (high eHealth literacy), compared with class 1 (low eHealth literacy), and this difference was statistically significant. There were no other significant differences in sociodemographic or internet use attributes between participants in class 1 (low eHealth literacy) and classes 2, 3, and 4 (moderate, high, and very high eHealth literacy, respectively).

### Table 2. Goodness of fit indices for 1 to 5 class structures.

<table>
<thead>
<tr>
<th>Class structure</th>
<th>BIC$^a$</th>
<th>$G^2$-statistic</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 class structure</td>
<td>5893.74</td>
<td>3402.83</td>
<td>1.00</td>
</tr>
<tr>
<td>2 class structure</td>
<td>5148.66</td>
<td>2474.76</td>
<td>0.97</td>
</tr>
<tr>
<td>3 class structure</td>
<td>4651.68</td>
<td>1794.79</td>
<td>0.98</td>
</tr>
<tr>
<td>4 class structure</td>
<td>4556.81</td>
<td>1516.93</td>
<td>0.92</td>
</tr>
<tr>
<td>5 class structure</td>
<td>4545.21</td>
<td>1322.34</td>
<td>0.90</td>
</tr>
</tbody>
</table>

$^a$BIC: Bayesian Information Criterion.
Table 3. Adjusted odds ratios associated with membership of classes 2, 3, and 4, compared with class 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Class 1 versus class 2 (low vs moderate)</th>
<th>Class 1 versus class 3 (low vs high)</th>
<th>Class 1 versus class 4 (low vs very high)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Odds ratio (95% CI)</td>
<td>Odds ratio (95% CI)</td>
<td>Odds ratio (95% CI)</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>P value</td>
<td>P value</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;65 years</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>65 years or older</td>
<td>0.37 (0.06-2.11)</td>
<td>.26</td>
<td>0.32 (0.10-1.03)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>More than high school</td>
<td>1.09 (0.15-7.65)</td>
<td>.93</td>
<td>2.21 (0.52-9.47)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or living with partner</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Not married or living with partner</td>
<td>1.63 (0.26-10.23)</td>
<td>.60</td>
<td>0.96 (0.27-3.41)</td>
</tr>
<tr>
<td>Information amount preference</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A lot of information</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Not a lot of information</td>
<td>0.06 (0.01-0.60)</td>
<td>.02&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.61 (0.18-2.04)</td>
</tr>
<tr>
<td>Overall health</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair or worse</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Good or better than good</td>
<td>1.10 (0.24-5.02)</td>
<td>.91</td>
<td>1.16 (0.35-3.87)</td>
</tr>
<tr>
<td>Internet use frequency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Less than once a day</td>
<td>0.62 (0.14-2.67)</td>
<td>.52</td>
<td>0.21 (0.07-0.63)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Ref: reference category.  
<sup>b</sup>Statistically significant.

Discussion

Principal Findings

This study was the first to identify classes of patients based on eHealth literacy, and to assess characteristics associated with class membership. The identification of multiple classes, using both distance-based and latent class analyses, highlights issues with using the eHEALS global score as a dichotomous measurement tool. In particular, these findings suggest that it may be important to account for multiple eHealth literacy subgroups when developing standardized guidance for the interpretation of eHEALS scores. Furthermore, the identification of multiple classes suggests that the design and delivery of eHealth resources may need to be tailored based on eHealth literacy. Patient characteristics, such as internet use frequency and health-related information amount preferences, may provide an indication of eHealth literacy, and related support needs.

Multiple Electronic Health Literacy Subgroups Were Identified

In total, 4 eHealth literacy classes were identified, and the probabilities of belonging to each of the 4 classes were similar (ie, range 19.9%-32.8%). The finding that eHealth literacy varied substantially in this population suggests that MRI and CT medical imaging outpatients may have differing support needs relating to the use of eHealth technology. Subgroups of patients were characterized by having either very high, high, moderate, or low eHealth literacy. Within the very high eHealth literacy subgroup, awareness was the lowest scoring competency. This may be because consumers who are familiar with eHealth also understand the masses of Web-based information that is available and the common difficulty of locating valid and reliable information sources [12]. Across all classes, participants reported being most competent in their skills using eHealth resources. Such skills may be perceived highly because they align to the computer and media literacy types, which comprise eHealth literacy [11]. These literacy types are increasingly used in the digital era, with 87% of Australians being identified as internet users in 2016-2017 [45]. In total, 2 out of 4 classes, comprising 52.7% of respondents, had the highest probability of responding either agree or strongly agree to eHEALS items, reflecting high and very high eHealth literacy. Despite this, there was room for improvement in awareness, skills, and evaluation competencies for the remaining 2 classes, comprising 47.3% of respondents and reflecting low and moderate eHealth literacy. This approximately even split in eHealth literacy capabilities is also apparent in other studies completed with cardiovascular disease patients [16] and chronic disease patients [46], which used arbitrary cut points to dichotomize high versus low eHealth literacy. It is possible that the application of dichotomous cut points prevented the identification of such diverse eHealth literacy subgroups. Further
research using cluster analyses should be conducted to determine whether multiple eHealth literacy subgroups exist across other health consumer populations. This information may inform the development of more targeted eHealth literacy improvement interventions.

Internet Use Frequency and Health Information Amount Preferences Predicted Class Membership

Those who had used the internet less than daily had approximately 5 times the odds of belonging to the low eHealth literacy class compared with the high eHealth literacy class. Although mixed findings exist [19], an association between internet use and eHealth literacy has been reported in studies with chronically ill patients and the general public [15-17]. Our findings may suggest that frequent internet users do use the internet for health, and this may result in greater self-reported eHealth literacy. Alternatively, they may indicate that frequent internet users self-perceive that their ability to engage with and evaluate general internet resources is transferable to health-related content.

Those with a preference not to receive a lot of information about their health had over 16 times the odds of belonging to the low eHealth literacy class, compared with the moderate eHealth literacy class. To the authors’ knowledge, this study is the first to explore the association between preferred amount of information and eHealth literacy. It is possible that the inclusion of an undecided response option resulted in imposter syndrome for those in the moderate class [47]. In this case, participants underestimate their competency, opting for a neutral response option, to prevent being perceived as overconfident. Therefore, those in the moderate class may be more eHealth literate than findings suggest, which could contribute to a significant finding when comparing low and moderate classes. It may also be possible that those who prefer to receive a lot of information about their health are Web-based health-related information seekers, hence requiring eHealth literacy. An evidence review completed by the Australian Commission on Quality and Safety in Health Care found that patients typically use the internet as a supplement to advice from a health professional [48]. It is therefore likely that those who have greater preferences for health-related information require and develop the awareness, skills, and evaluation abilities needed to use this Web-based supplementary information. An analysis of the potentially moderating effects of Web-based health-related information seeking on the association between information amount preference and eHealth literacy should be explored in the future. This analysis should include an examination of the types of eHealth resources being accessed and used.

The technology acceptance model provides a theoretical justification for the characteristics related to a subgroup assignment [49]. Under this model, technology acceptance is influenced by perceived ease of use, and usefulness of the internet [49]. Accordingly, those who use the internet more frequently may be more likely to perceive ease of use of Web-based health resources. Similarly, those who prefer to receive a lot of health-related information may be more likely to deem eHealth as useful. Such perceived acceptability may result in greater self-rated eHealth literacy. Continued studies are needed to investigate this association and determine whether other factors not explored in this study, which promote perceived ease of use and usefulness of eHealth (eg, speed and availability of the internet, and self-management of chronic conditions, respectively), are associated with eHealth literacy. Contrary to expectations and inconsistent with previous studies [8,13-15], no other examined sociodemographic characteristics significantly influenced class membership. Inconsistencies with existing literature may indicate that the predictors of eHealth literacy differ across populations, settings, or cut points applied.

Practice Implications

The identification of low and moderate eHealth literacy classes suggests that eHealth literacy improvement interventions may be warranted within this population. However, there is minimal high-quality research investigating the effectiveness of such interventions, highlighting a need for continued research in this area [50]. Given their association with low class membership, those who use the internet less than daily and prefer not to receive a lot of health information should be the focus of such eHealth literacy improvement interventions. In the interim, researchers and clinicians should tailor the design and delivery of eHealth resources to patients’ eHealth literacy, to maximize engagement and potential receipt of benefits. As skills were the highest rated competency across all classes within this study population, future eHealth interventions should be designed with a focus on promoting awareness and reducing the need to evaluate eHealth resources within the imaging setting. A written provider recommendation, which directs consumers toward credible eHealth resources, may be one scalable strategy to do this [31,51]. In cases where skills are low, alternative strategies may be needed, such as clear instructions on how to appropriately navigate Web-based content, reduced click-through requirements to retrieve Web-based materials, and the use of persuasive system design elements to enhance usability and maintain engagement [52].

Limitations and Future Research

To aid in the interpretation of findings, labels (ie, very high, high, moderate, and low) were arbitrarily assigned to eHealth literacy classes. It is therefore unclear whether, for example, those classified as very high eHealth literacy were indeed very high. As this study applied a novel approach to data analysis and interpretation, the generalizability of findings across medical imaging settings and to other patient groups is unknown. This class structure and the predictors of class membership should be studied and replicated in other populations. Furthermore, it is possible that the setting influenced responses as participants may have assumed that eHEALS questions related to scan-specific information on the internet rather than general eHealth resources.

The eHEALS was selected because of its established psychometric properties, emerging research proposing a 3-factor structure, and wide application [17,19,20,24,28,31]. However, it has been criticized for not measuring health 2.0. (ie, user-generated content and interactivity) and, therefore, lacking relevance to modern technology [21,24,53]. Some studies have adapted the scale to address this limitation, yet the body of research is small and as a result, the impacts on scale
psychometric properties remain unclear [21,24]. The generation of new Web-based content is, however, not highly relevant within the context of preparatory information provision for medical imaging procedures and this limitation is, therefore, not expected to influence our study.

Conclusions
This study used sophisticated analytical techniques to add to evidence about the nature of eHEALS scores within a clinical population. Cluster analyses were used to identify 4 classes of patients with differing eHealth literacy within this sample of MRI and CT medical imaging outpatients. The proportion of participants assigned to each latent class was similar, suggesting that eHealth literacy varies within this study setting. Across all classes, skills were perceived as the highest rated competency followed by either awareness or evaluation. The frequency of participants’ personal internet use and their health-related information preferences predicted class membership. Tools such as the eHEALS may need to be administered to identify class assignment, and inform eHealth literacy improvement interventions, as well as the design and delivery of eHealth resources. Findings from this study should also contribute to the development of guidance for eHEALS scoring interpretation, which is a necessary next step to improve scale utility [27]. Study findings should be replicated in other populations and settings to increase the generalizability of results.
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Abstract

Background: The tracking, or logging, of food intake and physical activity is increasing among people, and as a result there is increasing evidence of a link to improvement in health and well-being. Crucial to the effective and safe use of logging is a user’s information literacy.

Objective: The aim of this study was to analyze food and activity tracking from an information literacy perspective.

Methods: An online survey was distributed to three communities via parkrun, diabetes.co.uk and the Irritable Bowel Syndrome Network.

Results: The data showed that there were clear differences in the logging practices of the members of the three different communities, as well as differences in motivations for tracking and the extent of sharing of said tracked data. Respondents showed a good understanding of the importance of information accuracy and were confident in their ability to understand tracked data, however, there were differences in the extent to which food and activity data were shared and also a lack of understanding of the potential reuse and sharing of data by third parties.

Conclusions: Information literacy in this context involves developing awareness of the issues of accurate information recording, and how tracked information can be applied to support specific health goals. Developing awareness of how and when to share data, as well as of data ownership and privacy, are also important aspects of information literacy.

(J Med Internet Res 2019;21(8):e13652) doi:10.2196/13652
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Introduction

Background

Self-tracking has been defined as practices in which people knowingly and purposively collect information about themselves, which they then review and consider applying to the conduct of their lives [1].
owning one [5] and 25% of smartphone app users regularly using a health or fitness app [6]. The act of tracking has been shown to be beneficial in terms of increasing desired behaviors in the health arena [7,8], and research has focused on the value of apps and technologies to support health goals in a variety of contexts (eg, menstrual tracking [9], management of migraines [10], diet and exercise [11,12] and chronic disease [13,14]).

Lifestyle changes supported by self-management for people with noncommunicable diseases are a key factor in their prevention and treatment [15]. It is accepted that to achieve health goals involving weight loss, people must address both diet (in terms of reducing calorific intake) and also increase physical exercise [16]. People who track both diet and physical activity are more likely to lose weight [11,17]. Wearable devices that automatically track physical activity, such as FitBit, are increasingly popular, with the market research organization Mintel estimating that 38% of UK consumers have an interest in wearable technology to monitor health and fitness [18].

However, there are a number of barriers to the effective and safe use of tracking, such as whether tracked data is accurate enough to be used by health professionals, ease of use of apps, and the information and digital literacies required to use them effectively. In addition, there is the threat to personal privacy from reuse of tracked data shared to third parties, and the problem that consumers still need to develop an understanding of the social norms of tracking data and of sharing said data [3,13,19]. Of particular interest to this paper is the way that levels of information literacy might be one important determinant of effective and safe use of tracking. Information literacy can be defined as the ability to think critically and make balanced judgements about any information we find and use. It empowers us as citizens to develop informed views and to engage fully with society [20].

Initially, research in information literacy focused on the educational context, but it has increasingly broadened towards developing an understanding of information literacy across a range of contexts, such as everyday life [21], the workplace [22] and health [23]. Information literacy is highly contextual, with the necessary set of skills, abilities and practices varying enormously depending on the setting [24]. Previous research into the information literacy aspects of diet and fitness tracking has shown a need for skills in a number of inter-related areas [25], such as: (1) understanding the importance of quality in data inputs; (2) interpreting tracking information outputs in the context of the limitations of the technology; (3) being aware of data privacy and ownership; and also (4) managing appropriate information sharing.

In order to investigate the role of information literacy in the safe and effective use of tracking in a range of contexts, we selected three contrasting populations to study: participants in parkrun free running events, people with type 2 diabetes, and people with irritable bowel syndrome (IBS). The populations were identified during a previous study as being inclined to want to support their health through tracking [25], and were selected to capture variations of underlying motivation, the need for tracking, and in tracking behaviors. An investigation across the three groups offers insights into the diversity of tracking practices.

### Information Literacy and Health

There is increasing interest in the contextual nature of information literacy, which, in the health field, is often referred to as health information literacy [26]. The interest in the relationship between information and health is driven by the increasing demand for such information among the population, as well as the changing nature of the relationship between people and healthcare providers [27]. Self-tracking could also be understood as a response to a growing perception of individual responsibility for health [28].

Phenomenographic studies have demonstrated substantial variation in conceptions of health information literacy, which can mean: (1) striving for or reaffirming wellness; (2) knowing or protecting oneself; (3) screening, storing, or creating knowledge; (4) using information to choose a treatment path; (5) paying attention to the body; or (6) participating in learning communities [26,27]. This variation underlines the complexity of both the concept of health information literacy, as well as the multiple and distinctive ways in which people engage with and use health information in their lives. Health literacy has been defined specifically within an electronic context as electronic health (eHealth) literacy and is understood as a transactional model which focuses on people’s ability to interact with technology, other users, and to apply information for improved health [29].

Understanding how people engage with and use health information, as well as develop their information literacy, is of interest to public health bodies as they attempt to design health messages that will have an impact on people’s behaviors [30]. The view that health information literacy is an example of a contextual application of information literacy is adopted in this paper [24].

### Food and Activity Tracking

Research has shown that use of apps can motivate people to adopt healthy behaviors, including a healthy diet, increased physical activity and weight loss [11,31]. Self-management of diet is seen to be a critical issue in some chronic disease management [32], and it has been found that mobile apps for dietary assessment are as valid and reliable as more traditional methods of food tracking [33]. The MyFitnessPal app, popular with both health professionals and the general public, has been found to promote positive changes to the lifestyles of people suffering from diabetes [16]. Tracking can give people a sense that they are taking control of aspects of their life, that they are developing enhanced self-knowledge and self-management, and that they have improved understanding of their own bodies [1,34]. Research has revealed different styles of personal tracking: (1) directive or goal driven tracking; (2) documentary tracking to simply record bodily information; (3) diagnostic tracking to link different aspects of behavior; (4) collecting rewards as a way to register achievement; and (5) fetishized tracking characterized by an interest in gadgets and technology [35]. People gain enjoyment from setting and achieving personal goals from tracked data [1], with use of multiple devices common among those who actively engage in tracking behavior [36].
However, there are a number of potential issues associated with tracking practices, including: (1) tracking can radically alter eating practices; (2) can cause a loss of pleasure in food [1]; (3) can remind people of the negative aspects of a chronic disease [13]; (4) users may fetishize data and develop unhealthy obsessions [1,12,13]; (5) apps tend to not to be based on any behavior change theory [37,38]; and (6) people can find the apps very time-consuming to use, leading to a culture of temporary use, which is particularly true if apps do not meet expectations [3,32,39]. In addition to these issues, there are a number revolving specifically around the information literacies required to make effective and safe use of tracking. Accuracy of data input in tracking is important, but people recognize that their own recording practices may not be sufficiently diligent [39]. People who use apps should have concerns around their ability to enter information accurately and avoid issues of self-deception [3], as understanding quality in data input is one key aspect of information literacy in tracking.

In addition, tracking devices are not necessarily scientifically reliable. They remain unregulated, and there has been considerable speculation about their accuracy [40] and the extent to which valuable bodily data cannot be recorded with apps and devices [12]. So, an information literate individual would be aware of these issues and either find ways to take them into account or not use them at all. Yang et al. [41] investigated how people themselves attempted to test trackers’ accuracy, though approaches to doing this were often flawed. Furthermore, the outputs of apps are not necessarily understandable by those who use them, since tracking demands the ability to interpret information outputs [19].

The extent to which people are aware of issues to do with the privacy of their personal data held in mobile apps or shared online is also an aspect of information literacy. Although market research in the United Kingdom has shown a majority of app users express concern about privacy and the extent to which apps share information about them, they are not always wary of using a social media account to access app functions, indicating a lack of awareness about potential reuse of data [6]. This parallels what has been dubbed the privacy paradox in social media, in that people are concerned about privacy but do risky things anyway [42]. This could be because they are not sure how to protect themselves, because they are not fully aware of the risk, or because of cynicism about having any privacy in a connected world. Further, research has found that many apps lack a data privacy statement, and often share data with third party organizations [43]. There have been several high-profile data breaches of consumer data, including in 2018, when 150 million users of the popular MyFitnessPal app were hacked [44]. A US study found that users were confident that apps kept their personal data secure [38], but other studies have found that users do have concerns about the privacy of their health data, particularly if data was sold to third parties [3,39].

A further area of concern is long-term access to data, whether because of the disappearance of platforms or the difficulty of exporting data when moving between devices. Thus, issues around data privacy and ownership constitute another area of information literacy relevant to tracking.

There are also aspects of information literacy bound up with appropriate data sharing. Research has shown that people are much more comfortable sharing exercise activity and diet data than they are sharing food and diet data [3,11,25]. Some studies have found positive perceptions of sharing exercise data, such as people enjoying a competitive relationship with friends and family relating to physical activity [11]. Digital health communities, where people share tracked data, have been identified as a motivating factor in increasing exercise [45]. Through these communities, it is possible for people to gain intimacy and social support through sharing, to benefit from crowd-sourced expertise, and to learn from others who have the same chronic condition [1,34]. However, other studies have shown that there are sensitivities with sharing tracked health data online, with some people considering sharing some health data (including diet information) to be completely unacceptable [3,25]. Unwanted automatic sharing of data with friends is a reason why people discontinue app use [38].

There seems to be a problematic relationship between people, their tracked health data and health professionals, as relatively few people report sharing data with a healthcare provider [36]. However, mobile apps that record diet have been identified as potentially useful, particularly for dietetic professionals [16], and people have seen value in being able to provide accurate data to healthcare professionals [10,38]. In particular, people with IBS are often advised to keep a diary of their symptoms and diet in order to share them with a doctor later [46,47]. However, healthcare providers often regard self-tracked data as unreliable, partly due to lack of diligence on the part of the patient and also due to their supposed unwillingness to admit to negative data [13]. There is also a perception among healthcare professionals that using apps in the context of managing a specific health problem could cause people to either undertake inappropriate or dangerous behaviors [19], or to promote obsessive or compulsive behaviors [13].

Patients feel that healthcare professionals are dismissive of their ability to collect accurate data or to know their own bodies [34].

In summary, the literature review identified that the adoption and use of tracking behaviors and technologies requires people to develop information literacy, both to understand the collection and interpretation of their own data, but also the social constraints around the sharing of that data. Understanding potential issues around privacy and security of data is also an aspect of information literacy in this context.

Thus, the research questions for this study were:

1. What do people in the three communities track and why?
2. What barriers to effective and safe use do they encounter, particularly in relation to information literacy?

This study is the first to investigate self-tracking for health and wellbeing in these specific communities and offers a novel comparative perspective on the attitudes and behaviors of people in regard to supporting their health. Framing tracking behaviors within an information literacy perspective focuses on users’ levels of competence in using information to meet their goals, which contributes to an increased understanding of the way people engage with information in the health arena.
Methods

Research Design

A questionnaire-based survey was used to gather insights about food and activity logging habits of three different populations of potential app users. Survey-based research designs have been previously used with success in other studies on food and activity logging [48-50]. The survey was composed of three main sections in which were eleven questions. Ten of these questions were closed-ended (three included a text box for additional comments) and one of them was a fully open-ended question to allow respondents to elaborate more on their experience as food and activity loggers. Closed-ended questions included demographic questions (Section A) such as age, gender, education level and an indication of the onset of their medical condition or experience as parkrunners, and questions related to the respondents’ views on logging (Section B) and information use (Section C) were included as both 5-point Likert scale statements and multiple-choice items. Prior to use in this study, the questionnaire had been pilot tested on a small sample of people representative of the three target populations, in order to guarantee consistency and improve readability. The study received ethical approval from the University of Sheffield Information School.

Participants

The survey was distributed online via the websites parkrun, diabetes.co.uk and IBS Network in early 2018, and produced 143 valid responses from parkrunners, 140 valid responses from diabetes.co.uk, and 45 valid responses from the IBS Network. Each community received a tailored version of the survey, with questions such as the length of time respondents had been engaged in running, how long they had suffered from IBS, or when they had been diagnosed with type 2 diabetes tailored for each community. Response rates are not available as the survey was distributed by moderators of the communities in lieu of the authors. No incentives were offered to participants for completing the survey.

Study Populations

The selection of these three specific communities is based on findings from a previous qualitative study [25], which highlighted how users with IBS and type 2 diabetes could benefit from food and activity tracking. In addition, that study identified a difference in tracking behaviors between diet and fitness tracking. Therefore, the present study aims to explore, in more detail, how very diverse groups of users make use of food and activity tracking functions.

Founded in the United Kingdom in 2004, parkrun is a not-for-profit organization that organizes weekly, timed, five kilometer runs in public spaces [51,52]. Events are free to enter and organized by volunteers, and parkrun’s ethos emphasizes inclusivity, as shown by how most participants are not regular runners before registering for parkrun. Evidence suggests that running has positive impacts on physical health and well-being, so mobilizing an inclusive community around running has significant potential public health benefits [53]. Type 2 diabetes is a lifelong condition which occurs when the human body cannot use insulin effectively and blood glucose (sugar) levels rise to higher than normal values [54]. Even though type 2 diabetes is mostly diagnosed in adults, it can also develop from a young age. Type 2 diabetes can be controlled if treated properly in its early stages by adopting a healthy lifestyle and healthier habits, such as exercising regularly, maintaining a normal weight and following a low carbohydrate diet [55]. If not managed correctly, though, it can lead to health complications such as heart disease, stroke, blindness, kidney failure and foot or leg amputations [56].

IBS has been defined as “a functional bowel disorder characterized by symptoms of abdominal pain or discomfort and associated with disturbed defecation.” [46] It is not understood as a single disease but instead as a range of physiological factors that contribute to commonly experienced symptoms [46]. While the causes are unknown, it is strongly linked to diet and stress, and diet changes are recommended as a way to control the symptoms that can vary enormously from person to person [47,57]. One commentator has estimated that around 11% of the global population has IBS [58]. Those self-identifying as suffering with IBS are predominately women [59].

Data Analysis

All numerical data were entered into IBM SPSS Statistics version 24 and analyzed using descriptive statistics. The results of the 5-point Likert scale statements were aggregated to produce overall figures for agreement and disagreement responses. In addition, two-tailed independent samples t tests were performed to identify potential differences in attitudes between men and women, and also to differentiate between the levels of education of the respondents. The qualitative responses were manually coded independently by two members of the research team using thematic analysis [60], and the central themes surfaced for discussion alongside the quantitative data.

Results

The demographic data obtained from the questionnaire (Section A) is reported in Table 1. A summary of the reported app usage (Section B) is reported in Figure 1. A summary of the responses to the Likert scale questions exploring opinions and behaviors relating to logging (Section C) are presented in Tables 2-4 and Figure 2. Tables 2-4 report on frequency of tracking behaviors in the three respondent groups, and Figure 2 presents opinions and views of respondents on their own tracking behaviors. Selected quantitative and qualitative data are presented thematically below. Participants across the three communities tracked a variety of personal data related to exercise, food, and the body, and a variety of apps, automated devices and manual tracking procedures were used. To reflect this, the first three sections summarize the distinctive nature of tracking in the three groups, and this is followed by a thematic analysis of aspects of respondents’ information literacy that synthesizes data from across the groups.
Table 1. Demographic data from the respondents of the questionnaire.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Parkrun, n (%)</th>
<th>Diabetes, n (%)</th>
<th>IBS&lt;sup&gt;a&lt;/sup&gt;, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>How long have you been running for/have had type 2 diabetes/IBS?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 2 years</td>
<td>54 (37.8)</td>
<td>41 (29.3)</td>
<td>3 (6.7)</td>
</tr>
<tr>
<td>2-5 years</td>
<td>51 (35.7)</td>
<td>48 (34.3)</td>
<td>12 (26.7)</td>
</tr>
<tr>
<td>6-10 years</td>
<td>20 (14.0)</td>
<td>19 (13.6)</td>
<td>6 (13.3)</td>
</tr>
<tr>
<td>More than 10 years</td>
<td>18 (12.6)</td>
<td>32 (22.9)</td>
<td>24 (53.3)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>45 (31.5)</td>
<td>57 (40.7)</td>
<td>4 (8.9)</td>
</tr>
<tr>
<td>Female</td>
<td>97 (67.8)</td>
<td>83 (59.3)</td>
<td>41 (91.1)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.7)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24 years</td>
<td>13 (9.1)</td>
<td>1 (0.7)</td>
<td>2 (4.4)</td>
</tr>
<tr>
<td>25-34 years</td>
<td>19 (13.3)</td>
<td>2 (1.4)</td>
<td>14 (31.1)</td>
</tr>
<tr>
<td>35-44 years</td>
<td>49 (34.3)</td>
<td>12 (8.6)</td>
<td>15 (33.3)</td>
</tr>
<tr>
<td>45-54 years</td>
<td>44 (30.8)</td>
<td>43 (30.7)</td>
<td>7 (15.6)</td>
</tr>
<tr>
<td>55-64 years</td>
<td>13 (9.1)</td>
<td>43 (30.7)</td>
<td>2 (4.4)</td>
</tr>
<tr>
<td>65+ years</td>
<td>5 (3.5)</td>
<td>38 (27.1)</td>
<td>4 (8.9)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>1 (2.2)</td>
</tr>
<tr>
<td><strong>Highest level of Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below GCSE&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0 (0.0)</td>
<td>6 (4.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>GCSE</td>
<td>11 (7.7)</td>
<td>24 (17.1)</td>
<td>4 (8.9)</td>
</tr>
<tr>
<td>A level</td>
<td>24 (16.8)</td>
<td>14 (10.0)</td>
<td>11 (24.4)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>62 (43.4)</td>
<td>44 (31.4)</td>
<td>15 (33.3)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>43 (30.1)</td>
<td>43 (30.7)</td>
<td>13 (28.9)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>3 (2.1)</td>
<td>9 (6.4)</td>
<td>2 (4.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IBS: irritable bowel syndrome.

<sup>b</sup>GCSE: General Certificate of Secondary Education.
Figure 1. Apps used, reasons for tracking, and who data is shared with. IBS: irritable bowel syndrome.

Table 2. Frequency of tracking behaviors in parkrun respondents.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Every day, n (%)</th>
<th>2-3 times per week, n (%)</th>
<th>Once a week, n (%)</th>
<th>Less than once a week, n (%)</th>
<th>In the past but not at the moment, n (%)</th>
<th>Never, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I use a food logging app</td>
<td>45 (31.5)</td>
<td>4 (2.8)</td>
<td>1 (0.7)</td>
<td>1 (0.7)</td>
<td>36 (25.2)</td>
<td>56 (39.2)</td>
</tr>
<tr>
<td>I use a step counter</td>
<td>84 (58.7)</td>
<td>6 (4.2)</td>
<td>2 (1.4)</td>
<td>4 (2.8)</td>
<td>20 (14.0)</td>
<td>27 (18.9)</td>
</tr>
<tr>
<td>I use a device that records running</td>
<td>51 (35.7)</td>
<td>79 (55.2)</td>
<td>6 (4.2)</td>
<td>3 (2.1)</td>
<td>3 (2.1)</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>I track my heart rate and other vital signs</td>
<td>47 (32.9)</td>
<td>27 (18.9)</td>
<td>0 (0.0)</td>
<td>11 (7.7)</td>
<td>15 (10.5)</td>
<td>43 (30.1)</td>
</tr>
<tr>
<td>I keep a manual food diary</td>
<td>11 (7.7)</td>
<td>0 (0.0)</td>
<td>1 (0.7)</td>
<td>1 (0.7)</td>
<td>27 (18.9)</td>
<td>103 (72.0)</td>
</tr>
<tr>
<td>I track my weight</td>
<td>27 (18.9)</td>
<td>13 (9.1)</td>
<td>44 (30.8)</td>
<td>30 (21.0)</td>
<td>12 (8.4)</td>
<td>17 (11.9)</td>
</tr>
<tr>
<td>I track my mood</td>
<td>10 (7.0)</td>
<td>3 (2.1)</td>
<td>1 (0.7)</td>
<td>5 (3.5)</td>
<td>4 (2.8)</td>
<td>120 (83.9)</td>
</tr>
</tbody>
</table>

Table 3. Frequency in tracking behaviours in diabetes.co.uk respondents.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Every day, n (%)</th>
<th>2-3 times per week, n (%)</th>
<th>Once a week, n (%)</th>
<th>Less than once a week, n (%)</th>
<th>In the past but not at the moment, n (%)</th>
<th>Never, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I use a food logging app</td>
<td>40 (28.6)</td>
<td>9 (6.4)</td>
<td>1 (0.7)</td>
<td>0 (0.0)</td>
<td>28 (20.0)</td>
<td>62 (44.3)</td>
</tr>
<tr>
<td>I use a step counter</td>
<td>58 (41.4)</td>
<td>6 (4.3)</td>
<td>2 (1.4)</td>
<td>2 (1.4)</td>
<td>23 (16.4)</td>
<td>49 (35.0)</td>
</tr>
<tr>
<td>I use a device that records running</td>
<td>22 (15.7)</td>
<td>7 (5.0)</td>
<td>2 (1.4)</td>
<td>1 (0.7)</td>
<td>9 (6.4)</td>
<td>99 (70.7)</td>
</tr>
<tr>
<td>I track my heart rate and other vital signs</td>
<td>27 (19.3)</td>
<td>14 (10.0)</td>
<td>7 (5.0)</td>
<td>17 (12.1)</td>
<td>10 (7.1)</td>
<td>65 (46.4)</td>
</tr>
<tr>
<td>I keep a manual food diary</td>
<td>24 (17.1)</td>
<td>6 (4.3)</td>
<td>3 (2.1)</td>
<td>3 (2.1)</td>
<td>32 (22.9)</td>
<td>72 (51.4)</td>
</tr>
<tr>
<td>I track my weight</td>
<td>40 (28.6)</td>
<td>26 (18.6)</td>
<td>33 (23.6)</td>
<td>20 (14.3)</td>
<td>12 (8.6)</td>
<td>9 (6.4)</td>
</tr>
<tr>
<td>I track my mood</td>
<td>19 (13.6)</td>
<td>10 (7.1)</td>
<td>6 (4.3)</td>
<td>6 (4.3)</td>
<td>16 (11.4)</td>
<td>83 (59.3)</td>
</tr>
</tbody>
</table>
Table 4. Frequency in tracking behaviours in IBS Network respondents.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Every day, n (%)</th>
<th>2-3 times per week, n (%)</th>
<th>Once a week, n (%)</th>
<th>Less than once a week, n (%)</th>
<th>In the past but not at the moment, n (%)</th>
<th>Never, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I use a food logging app</td>
<td>8 (17.8)</td>
<td>1 (2.2)</td>
<td>0 (0.0)</td>
<td>1 (2.2)</td>
<td>16 (35.6)</td>
<td>19 (42.2)</td>
</tr>
<tr>
<td>I use a step counter</td>
<td>22 (48.9)</td>
<td>1 (2.2)</td>
<td>1 (2.2)</td>
<td>0 (0.0)</td>
<td>7 (15.6)</td>
<td>14 (31.1)</td>
</tr>
<tr>
<td>I use a device that records running</td>
<td>6 (13.3)</td>
<td>2 (4.4)</td>
<td>3 (6.7)</td>
<td>1 (2.2)</td>
<td>8 (17.8)</td>
<td>25 (55.6)</td>
</tr>
<tr>
<td>I track my heart rate and other vital signs</td>
<td>5 (11.1)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>3 (6.7)</td>
<td>7 (15.6)</td>
<td>30 (66.7)</td>
</tr>
<tr>
<td>I keep a manual food diary</td>
<td>4 (8.9)</td>
<td>0 (0.0)</td>
<td>1 (2.2)</td>
<td>1 (2.2)</td>
<td>17 (37.8)</td>
<td>22 (48.9)</td>
</tr>
<tr>
<td>I track my weight</td>
<td>4 (8.9)</td>
<td>4 (8.9)</td>
<td>8 (17.8)</td>
<td>15 (33.3)</td>
<td>5 (11.1)</td>
<td>9 (20.0)</td>
</tr>
<tr>
<td>I track my mood</td>
<td>6 (13.3)</td>
<td>1 (2.2)</td>
<td>1 (2.2)</td>
<td>8 (17.8)</td>
<td>4 (8.9)</td>
<td>25 (55.6)</td>
</tr>
</tbody>
</table>
Parkrunners

Parkrunners used more varied apps and devices to log than the other groups, reporting the use of at least two apps on average, with some using as many as five. Unsurprisingly, parkrunners were the biggest users of devices that record running, with 35.7% (n=51) using one every day, and 55.2% (n=79) using one 2-3 times a week. Indeed, using or experimenting with one of these devices seems integral to the practice of running, as only 0.7% (n=1) of parkrunners had never used one. Recording of heart rate or other vital signs was also a popular aspect of tracking for parkrunners, with 32.9% (n=47) using one daily and 18.9% (n=27) using one 2-3 times a week. Parkrunners were primarily motivated by a desire to improve their performance (77.6%; n=111), and tracking was often used by parkrunners to compare their past performance to that of others:

I like to be able to track progress and have a goal because I tend to be results orientated. [Parkrun]

Parkrunners reported tracking a variety of data related to their running practice, but this could be discontinuous and related to personal challenges:
I logged and referred to my steps daily as part of two challenges. One to do 10000 steps a day for one week for WI and another was to do 12,000 on average a day for the whole of Lent. [Parkrun]

In addition, according to the Independent Samples t test results, among the parkrunner respondents, those with a higher level of formal education (undergraduate degree or above) reported the highest means of the whole sample in terms of checking long term trends of their activity (mean 4.09; SD 0.79) and understanding the charts produced by the logging activity (mean 4.25; SD 0.72).

Diabetes

Tracking specific aspects of diet (eg, sugar intake) was frequent among diabetes respondents, with over half (55.7%; n=78) engaging in this tracking on a daily basis, and only a quarter (24.3%; n=34) having never tracked a specific aspect of their diet. Some respondents tracked heart rate or other vital signs either daily (19.3%; n=27) or 2-3 times a week (10%; n=14). Manual tracking was a feature of logging among the diabetes respondents (eg, in spreadsheets), with 75% (n=105) indicating that managing their condition was a motivation for their tracking:

I use my own log via an excel spreadsheet, that includes blood glucose testing results for each meal, food eaten and exercise on a daily basis. Helps me monitor my condition, track foods and/or exercise that helps or hinders control of my health. [Diabetes]

My logging has been in physical journals and in computer documents. I use data, graphs etc. of my results when I am participating in a particular experiment concerning diet and activity, and my blood glucose levels, HBA1c, waist height ratio, hips, weight. [Diabetes]

Diabetes respondents displayed a technical knowledge of their condition and the factors that they could log in order to manage it:

It is the main cause [that] my HCA1b is now in the 34 area which is normal non-diabetic level, arb intake around 280 grams a day. [Diabetes]

Logging provided an element of control over the condition:

The process of logging helps me stay focussed. [Diabetes]

Generally, I enjoy logging my daily actives and food intake it gives me a better understanding of how my blood sugar levels are impacted by diet, exercise and medication [Diabetes]

Irritable Bowel Syndrome

Although IBS is a condition that often involves sensitivity towards certain foods, surprisingly few IBS respondents were current users of food logging apps (17.8%; n=8). However, over a third of respondents (35.6%; n=16) had used one in the past, indicating that logging food could be valuable but possibly only over the short-term to identify triggering foods:

Great to start but cumbersome, especially if you have to log each ingredient every time. I tend to get bored and apps stop getting used. [IBS]

IBS respondents were concerned about accuracy in data entry in common with the other groups, and the qualitative comments revealed a particular focus on perceived inaccuracies in food logging apps that could make the practice pointless:

I often feel that apps are lacking when it comes to logging food when you eat out or have a takeaway. I often find that many apps seem to suggest American based options so it can be difficult to find the right food. Sometimes it feels more like guess work than accurate tracking and logging. [IBS]

Despite the interest in specialist diets (eg, FODMAP: fermentable oligo-, di-, monosaccharides and polyols) that have been shown to be effective in managing IBS symptoms [61], only 28.6% (n=40) of respondents (Table 4) used food logging for this purpose.

Although mood tracking was generally not a common aspect of tracking (see Tables 2 and 4), IBS respondents had the highest reported (35.5%; n=16) incidence of mood tracking from across the positive responses:

I tend to log my running activity so I can keep track of where I am with my progress. I also note in the tracking of how I felt on the day health / digestion wise so I can see if there is a link to anything in particular. I have had a good experience with tracking and will continue to do so in the future. [IBS]

IBS respondents were motivated in their logging by a desire to manage weight (46.7%; n=21) and performance (40%; n=18). Surprisingly, managing a medical condition (24.2%; n=11) or identifying the cause of a symptom (28.9%; n=13) were not usually acknowledged as motives. The qualitative responses also underline the importance of weight management to logging practice for this group:

I started logging on and off in 2015. Logging my food intake has helped me to lose about 7kg and keep it off, taking me from borderline overweight to the middle of the healthy BMI range. [IBS]

In contrast to the diabetes respondents, the logging practice for this group was not integral to their condition but more about maintaining general health through exercise and weight management.

Information Literacy: Data Entry Quality

Overall, many participants demonstrated a strong awareness of issues around data quality, with 81.1% (n=116) of parkrunners, 70% (n=100) of diabetes and 67.5% (n=30) of IBS respondents agreeing with the statement “I am careful about accurate data entry”, thus recognizing the critical nature of data quality in their own inputs. The nature of food logging in particular requires people to be precise, including recording everything and weighing and measuring a complex range of ingredients in recipes. Interestingly, parkrunners (65.1%; n=93) and diabetes (52.9%; n=74) respondents were more likely than IBS
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respondents (68.2%; n=30) to be careful to log absolutely everything they ate if they used a food logging app.

The qualitative data revealed that people were well aware of the issues around accuracy of their own data input in the food logging context:

**Difficult when local products are not in database and when item is scanned nothing is heard back. Recipes are tricky to enter.** [Diabetes]

**Many apps are US based which means it's sometimes hard to find UK foods, but most of the time the barcode scanning works. Where it's less accurate are things like cherry tomatoes. I don't weigh them every time but I know an average weight that I use so I can go by quantity.** [Parkrun]

These complexities may explain why nearly all participants monitored their weight, yet the rate of food tracking was low. Only 17.8% (8) of IBS sufferers, 31.5% (45) of parkrunners and 28.6% (40) of diabetes respondents used a food logging app every day. Qualitative comments suggested why this was, as the practices of food logging and activity tracking had a very different feel. Food tracking was perceived to be worthy but time consuming, fiddly and potentially obsessive. Activity or running tracking was more automatic and seemed to be more inherently enjoyable, and often part of the enjoyment was data sharing. The nature of food logging meant it needed to be done multiple times in a day and would be checked frequently. Thus, food logging was more demanding, and as a consequence there were more complaints about the effort required:

**Tedious but worthwhile. Any methods to make inputting information easier would be welcome.** [Parkrun]

A discourse of addiction or obsession was often used in relation to tracking, but it happened more often with food logging. It was perceived as more dangerous with food than activity, and thus, one person commented satirically on their obsession with recording running data:

**I can be a bit obsessed with the “data” so much so that nothing happens until I have uploaded the info!!** [Parkrun]

The tone of the comment is lighthearted, but Independent Samples t tests conducted on gender among the parkrunner respondents show that females (mean 2.59; SD 1.06) are statistically significantly more worried about becoming obsessed with data logging than males (mean 2.22; SD 0.80). In addition, becoming obsessive about food emerged as a significant barrier to sustained use:

**It's okay short term- long term tends to get obsessive and can, in my experience lead to disordered eating.** [Parkrun]

**I try to balance keeping track of my numbers with not becoming obsessed by them.** [Diabetes]

The demanding requirement to gather accurate data throughout the day could be seen as creating this obsessive element. Thus, part of the information literacy of food tracking could be the management of risk around becoming obsessed with collecting data in a counterproductive way. Food tracking seemed often to be undertaken for short periods, probably for this reason. In contrast, comments on activity or running tracking often emphasized long term practice, enjoyment, how motivating it was, the online community element of it and how it was easy to do:

**Run logging is fun and easy.** [Parkrun]

Where they did persevere with food logging, a number of solutions to data quality issues had been developed by participants, such as: (1) becoming a data creator (e.g. entering information from recipes into the app); (2) being particular about weighing food; and (3) modifying interpretations of the results to take into account any perceived inaccuracies.

**I have created my own food entries in MyFitness Pal to be sure that my data is correct.** [Diabetes]

### Information Literacy: Interpretation of Tracking Information Outputs

The questionnaire results showed that around half (51.8%; n=72) of diabetes respondents had concerns about the extent to which apps took account of their personal metabolism, and a similar number of diabetes respondents (53.1%; n=74) and parkrunners (52.2%; n=75) had concerns about the quality of data entered by other users in the app. This reveals a critical awareness of the reliability of tracking apps in terms of information literacy. Concerns about data entry and the assumptions built into the app were a barrier to this form of tracking:

**Haven't started using a food logging app as I find it mind boggling and difficult to use when it comes to home made food, plus their general approach to diet seems to fall onto the calorie deficit thinking whereas I view it more as quality of food i.e. not all calories are equal.** [Parkrun]

Regarding the interpretation of the information output of tracking, 121 (84.6%) parkrunners, 102 (72.8%) diabetes respondents and 29 (64.8%) IBS respondents said that they understood the charts produced by their apps. They also engaged closely with the data: 114 (79.7%) parkrunners said that they checked their long-term trends in activity, and so did 91 (65%) diabetes respondents and 24 (54%) IBS respondents. Again, qualitative responses suggested quite sophisticated use of apps, such as combining multiple devices or tracking different data in parallel:

**I initially used My fitness pal to see how many calories were in specific foods and also to see how the calories balanced against manually inputted exercise. Then I got a Fitbit and linked the two. I am type 1 diabetic and am interested in keeping my weight at a healthy BMI. I also use Endomondo for logging runs and the training plan in it for my first half marathon in September.** [Parkrun]

Indeed, at least some participants had a critical sense of the limits of current designs of the tracking devices themselves:

**Logging can be negative if a device wants you to move and you cannot, due to medical or personal reasons.**
Interfaces need to evolve and become more personal, flexible and compassionate. [Parkrun]

You need to decide exactly what you want out of the process and not let an app designer dictate to you. Also don't get fixated on completeness and logging history. Keep asking the question: why is this useful? [Parkrun]

Information Literacy: Data Privacy and Ownership

Participants were asked about the extent to which they were concerned about how service providers used their logged data, with parkrunners most likely to be unconcerned (44.8%; n=64). Diabetes respondents were more worried about reuse of their data, with 24.3% (n=34) agreeing strongly and 40% (n=56) agreeing overall. The most common responses from IBS respondents were evenly distributed between agreeing, agreeing strongly or neutral, with 37.8% (n=17) choosing these options. Therefore, for each group, less than half of the respondents had concerns about potential reuse of their data.

Respondents were also relatively unconcerned about threats to long-term access of their data. Of the parkrunners, 43.4% (n=62) disagreed with the statement, “I am concerned about the long-term access to my data”, with 28% (n=40) answering neutral. Diabetes respondents were slightly more concerned, with around a third (36.4%; n=51) agreeing overall with the statement, but the most popular answer for this group was neutral (37.1%; n=52). IBS respondents were evenly split across agreeing or agreeing strongly (32.4%; n=15), neutral (35.1%; n=16) and disagreeing or disagreeing strongly (32.4%; n=14).

Information Literacy: Information Sharing and Privacy

Different types of information seemed to be shared quite differently. Activity data was fairly freely shared, with the parkrunners as the greatest sharers of tracked data with friends and family, and by far the biggest sharers with online communities (41.3%; n=59). In the qualitative comments, data sharing was more commonly mentioned in relation to running activity, and seen as part of the enjoyment:

Seeing what my friends are doing (and knowing that they see what I do) is a major motivator for me in exercise and encourages me to get out and do things when I don't necessarily feel like it. I also like statistics and tracking my performance. [Parkrun]

Just a few qualitative comments revealed privacy concerns about running data:

I stopped using Strava because you could not hide runs from the public, which is a privacy concern as they could see or workout where I live and where I run on a regular basis. [Parkrun]

IBS respondents shared the least data overall and were most likely to agree that data sharing made them feel uncomfortable, with 40.5% (n=18) agreeing or agreeing strongly and only 29.7% (n=13) disagreeing or disagreeing strongly. Specific to type 2 diabetes, women feel significantly more uncomfortable sharing data (mean 3.24; SD 1.27) than men (mean 2.75; SD 1.20). This probably reflects that, rather than activity data, they were collecting data about a medical condition or weight and diet, which was seen as more private. Sharing different types of data reflects an awareness of social norms surrounding tracked data.

A few strategies were mentioned as part of maintaining privacy, such as manual data tracking:

I strongly disagree with “cloud” based apps where I can’t restrict data sharing. That’s both for privacy, and also risk of losing access. [Diabetes]

Similar sorts of sensitivities were reflected in who data was shared with. Partners were the most popular people to share data with across diabetes (41.4%; n=58) and IBS (33.3%; n=14) respondents, but friends were the most popular for parkrunners (55.9%; n=80). Diabetes respondents were the most likely to share data with a health practitioner, but the numbers were still quite low (26.4%; n=37). Less than 10% of the other two groups shared their data with an expert such as a trainer or doctor.

In summary, the results present the different varieties of tracking practice among the three communities studied and demonstrate that there are significant differences in motivations for tracking and uses for the data gathered. People who engage in self-tracking show evidence of information literacy through: ensuring data quality, understanding the information produced by tracking technologies and how this relates to their particular situation or medical condition, developing awareness of when and how to share their data, and developing an understanding of who has access to their data and the potential for sharing and reuse without their explicit consent.

Discussion

Overview

Tracking is used in different ways by different groups, but in all contexts, it is an information intense activity based on gathering, interpreting and managing data mediated by various devices and apps. The question of how information literate trackers are (how good their critical understanding of the information they are using is) thus becomes central to effective and safe tracking. This is one of the first papers to bring this perspective on tracking explicitly to the fore and complements research that has examined self-tracking from a Human-computer interaction perspective [12,62,63], a health behavior change perspective, [3] and a sociological perspective [13].

Respondents showed an understanding of the importance of their own accurate data entry, but also a skeptical awareness of its limits, especially in the context of food logging. In some cases, it was this critical understanding that led to nonuse, and in others, people found approaches to ensuring data quality or only used it intermittently. This is consistent with previous studies that show that simplifying diet and nutrition apps to make data entry less time consuming and more automatic was a key improvement desired by users [38]. It would make food logging much easier and also remove one aspect that created a fear of obsession, which is a common issue identified in self-tracking research [1,13].
While data accuracy is an important aspect of successful tracking, previous research into self-tracking has highlighted a tension between trusting data or trusting bodily sensations [12], with speculation regarding the relationship and potential value of each. In information literacy research, the role of corporeal information as a valuable source of information alongside social, epistemic, or formal sources is widely understood [22,25,64]. Conceptions of health information literacy indicate that assessing and evaluating information is a key activity, and that paying attention to the body and developing self-awareness supports the interpretation of other health information [26]. Diabetes respondents actively used information, often manually recorded, to manage their condition, which could be seen as an example of diagnostic tracking [35]. This extends conceptions of self-tracking beyond simply understanding a person’s relationship with technology to a broader understanding of their relationship with information [63]. Previous research into the information behavior of people with type 2 diabetes found that connecting information gathered from different objective and subjective bodily observations was an aspect of effectively managing the condition [34]. Integrating bodily information with app-related information has also been shown to be an important aspect of elite runners’ personal informatics practices [12]. Becoming information literate with regard to self-tracking, therefore, involves developing an understanding of how to integrate app data with corporeal information in order to achieve specific health goals.

Although the app MyFitnessPal was popular with participants in this study, perceived inaccuracies in either the app or one’s own measurements were also barriers to food logging. This is exacerbated by the acknowledged US bias of the food and measurements in the app’s database [16]. Many people, therefore, log food for only as long as it takes to either learn better food habits or to learn which foods trigger aspects of their condition. Discontinuing use can also occur due to the burdensome nature of tracking [38]. Information literacy therefore revolves around learning at what point the information needs have been met, and when to modify or discard the logging practice.

As regards interpreting information from tracking, respondents were confident in their own information literacy in interpreting the data output by the apps, and often used multiple devices in rather sophisticated tracking practices. They also made some critical comments on the questionable assumptions or expectations built into app design. This is consistent with previous research that has also found that users can be very capable of taking critical stance towards apps [65]. An area of rather more concern, consistent with some previous studies [40], is that many respondents were not worried about the use of their data by the platform or about long-term access to it, particularly in the current climate where app data is often widely shared with third parties without the express consent of the user [1,43]. Fortunately, some studies have found that data reuse is a serious issue for participants [3], and opinions may start shifting because of recent cases in the news.

Data sharing with friends and even in online communities was found to be central to activity tracking for many participants, which is consistent with previous research that has found sharing to be a fun aspect of tracking [12]. However, participants in this study were more reluctant to share data about health conditions, diet and weight, a point also identified by previous authors [3]. Information literacy research has found that sharing information about a chronic disease is a way for people to draw friends and family into their landscape and create a narrative about a disease [24], but this does not seem to be the case for participants in this study. Consistent with previous research [36,38], despite the potential benefits data was not often being shared with a trainer or doctor, which might reflect lack of interest by practitioners rather than trackers’ willingness to share data since they were already sharing with others, such as partners.

In summary, from an information literacy perspective, users seemed to be very literate in many aspects of logging practice. The relatively low use of food apps seems to reflect a critical perspective on the effort required to use them, their accuracy and their potentially obsessive effects.

**Limitations**

This is a small-scale exploratory study, which only begins to identify the information literacy aspects of tracking behaviors for the three participant groups. All three groups of respondents reported a high level of prior education, which may not be representative of the populations as a whole. This may reflect a higher use of logging by higher socioeconomic groups [66], as more educated users seemed to have more confidence in their information literacy capabilities. In several respects we do not know how well the respondents represent the wider target population, partly because we do not have data about the demographics of the wider population and partly because respondents were self-selecting. The skew towards women among parkrunners, for example, may reflect greater willingness to participate in surveys rather than the actual proportions in the population [53]. The response rate from IBS sufferers was lower than for the other groups and so the results for this group should be treated with additional caution.

By definition, respondents to the questionnaire were current or past users of tracking apps. Many had not used or lapsed from use of particular forms of tracking, but the sample did not include those who had never tracked at all. This places a further limitation on the data as a means of understanding barriers to tracking in all contexts, however, studies of nonusers are inherently difficult.

The survey was based on asking participants to self-evaluate some of their information literacy skills (eg, their ability to understand charts produced by apps), so this may differ from actual competence. Overconfidence in information literacy is a known phenomenon [67]; however, levels of information literacy were implicit in many of the qualitative comments, which reflected complex, personalized practices of use.

**Conclusions and Implications**

An information literacy perspective is of value because tracking is an information intensive activity, involving the user in entering data, in interpreting the information outputs of the device, and then managing access to said data. Effective and safe use of tracking thus depends on information literacy. This study showed that in three very different domains devices were
used quite differently and levels of information literacy were also variable. In terms of understanding data entry quality, interpreting information, and appropriate sharing, respondents seemed to demonstrate good information literacy; however, a greater area of concern is around people’s lack of awareness of risks around platform use of data and continuity of access. This implies the need for much better public awareness around data ownership, and simplified privacy statements might assist in this. Organizations such as parkrun, Diabetes UK and the IBS network should consider this issue for their communities when they are providing advice and support about using mobile apps. The European Union’s General Data Protection Regulation is a move in a favorable direction in increasing protection of trackers’ privacy, but simple tools to extract data and maintain access to personal tracking data in the long-term are also needed. Additionally, there seems to be a gap in the market regarding mobile apps to support both the management of type 2 diabetes and IBS, given the reported manual tracking of one community and the pattern of app use and nonuse of the other.
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Abstract

Background: Complaints made online by patients about their health care experiences are becoming prevalent because of widespread worldwide internet connectivity. An a priori framework, based on patient centeredness, may be useful in identifying the types of issues patients complain about online across multiple settings. It may also assist in examining whether the determinants of patient-centered care (PCC) mirror the determinants of patient experiences.

Objective: The objective of our study was to develop a taxonomy framework for patient complaints online based on patient centeredness and to examine whether the determinants of PCC mirror the determinants of patient experiences.

Methods: First, the best fit framework synthesis technique was applied to develop the proposed a priori framework. Second, electronic databases, including Web of Science, Scopus, and PubMed, were searched for articles published between 2000 and June 2018. Studies were only included if they collected primary quantitative data on patients’ online complaints. Third, a deductive and inductive thematic analysis approach was adopted to code the themes of recognized complaints into the framework.

Results: In total, 17 studies from 5 countries were included in this study. Patient complaint online taxonomies and theme terms varied. According to our framework, patients expressed most dissatisfaction with patient-centered processes (101,586/204,363, 49.71%), followed by prerequisites (appropriate skills and knowledge of physicians; 50,563, 24.74%) and the care environment (48,563/204,363, 23.76%). The least dissatisfied theme was expected outcomes (3651/204,363, 1.79%). People expressed little dissatisfaction with expanded PCC dimensions, such as involvement of family and friends (591/204,363, 0.29%). Variation in the concerns across different countries’ patients were also observed.

Conclusions: Online complaints made by patients are of major value to health care providers, regulatory bodies, and patients themselves. Our PCC framework can be applied to analyze them under a wide range of conditions, treatments, and countries. This review has shown significant heterogeneity of patients’ online complaints across different countries.

(J Med Internet Res 2019;21(8):e14634) doi:10.2196/14634
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Introduction

As internet availability and usage grows worldwide, patients are spontaneously rating their experiences with physicians and hospitals by sharing their opinions about health encounters on the World Wide Web via mediums such as social media websites, Web-based consumer opinion platforms, and physician rating websites (PRWs) [1-5]. Previous research has demonstrated that patients are often influenced by peer-submitted comments posted on opinion and rating websites when making health care decisions [6,7]. On the basis of this notion, medical providers are able to leverage the information posted on such platforms to better comprehend patient experiences and engagement levels [4] and increase the understanding of patient frustrations and joy points during hospital visits [8-16]. By capturing patient data in real time, health care providers can use them as a quality metric to highlight insufficient physician performances or irregular events [5,17]. On the basis of extensive circumstantial evidence [18-20], countries such as the United Kingdom systematically collect data relating to patient experiences from their quality-reporting website (National Health Service, NHS choices) to support the further development of patient-centered care (PCC) [8,21-23].

Given the intrinsic value of comments posted online by patients, it is important that health care providers make efficient use of the information collected. Practices observed from the adverse event taxonomy proposed by Harrison et al [24], which facilitated the collection and aggregation of data to compare findings, identify priorities, and develop wide-reaching patient safety solutions, demonstrated the meaningfulness of a unified, agreed framework with standardized concepts and terms. Despite the large volume of work published in this domain (eg, the studies by Reader et al [25] and Li et al [26]), currently available taxonomies for analyzing online complaints made by patients often lack standardized themes, terminology, and underlying unifying theory, creating difficulties in making sense of data that cannot be used to compare against other services, organizations, or countries. An operational and rigorous framework that classifies complaints made by patients, containing standardized concepts with agreed definitions and preferred terminology and establishing the relationships between concepts based on an explicit and nonoverlapping domain ontology, is required [24].

When we take into consideration the well-developed PCC framework, which forms the basis for patient experience measurement systems in the United States, the United Kingdom, and other parts of Europe [27,28], we can see that it includes clear and proven terminologies with standardized dimensions and concepts. To create a patient-centric health care system that meets the needs and preferences of patients is one of the primary goals of numerous countries [17,21,27,29-32]. Therefore, it is feasible that we use the principles of PCC to guide the analysis of online complaints and examine whether the determinants of PCC are the same as the patient experience. To confirm this approach, a literature search was completed using a combination of keywords and subject headings, based on the defined concepts of patient complaints and PCC. Through analysis of the search results, it was identified that no study is yet to be completed that categorizes issues based on patient centeredness and that a generic taxonomy is required that appropriately analyzes issues against a wide range of conditions and in the context of different health care settings. These findings led to the following research questions (RQs) being posed:

- **RQ1:** Have previous studies formed or adopted a credible taxonomy framework?
- **RQ2:** Are available frameworks based on patient centeredness commensurate with what patients currently complain about online?
- **RQ3:** Which dimensions of PCC constitute the focus of online complaints made by patients?
- **RQ4:** Could a taxonomy framework allow us to identify the differences in patient complaints in a multicountry context?

To answer these questions, a systematic review approach was used. First, we followed a process of synthesis [29] to propose our a priori framework. Then, comprehensive searches were conducted to systematically identify qualified studies relating to patient complaints online; at this point, data were extracted to match with the a priori framework; those that matched were compared between countries.

To create the proposed framework, we synthesized all studies relating to PCC using the best fit framework synthesis technique proposed by Booth and Carroll [29]. First, we identified all the relevant frameworks or conceptual models that related to PCC, which are published in academic literature. At the forefront is the widely understood Picker Principles of Care framework, an internationally renowned approach used for measuring quality improvement in health care in the United States and the United Kingdom. Designed by the UK-based Institute for Healthcare Improvement, the PCC framework includes 8 dimensions: (1) respect for patient values, preferences, and expressed needs; (2) coordination and integration of care; (3) information and education; (4) physical comfort; (5) emotional support and alleviation of fear and anxiety; (6) involvement of family and friends; (7) continuity and transition; and (8) access to care. Although well adopted, the framework is considered a single-layer structure, which may lead to inefficiency in identifying homogeneous underlying problems. Brendan McCormack et al [33] developed a patient-centered framework comprising 4 constructs—prerequisites, the care environment, patient-centered processes, and expected outcomes—which was derived from Donabedian’s [34] structure-process-outcome assessment model. The proposed framework has been rigorously developed and tested in acute hospital settings [33] and is comprehensive enough to incorporate PCC dimensions. Second, we identified all relevant publications relating to the dimensions of PCC. Aside from the frameworks mentioned above, Kitson et al [35] and Rathert et al [36] completed systematic reviews of the PCC field and synthesized the common core elements of PCC. These 2 studies are highly cited and have been validated by a variety of follow-up studies. We compared and synthesized the dimensions of these 5 models. Third, we conducted a framework synthesis using thematic analysis [37]. Finally, grounded in the above, we developed an a priori framework with 4 domains, 8 categories, and 25 subcategories of online
health care complaints based on patient centeredness, as shown in Figure 1.

In the first layer of the framework, the prerequisites focus on health care professionals having appropriate skills and knowledge and the team of professionals being cohesive and cooperative. The care environment refers to the context in which care is delivered and includes supportive organizational systems and accessibility, in terms of geography, financial affordability, and availability. Patient-centered processes focus on delivering care through a range of activities that operationalize person-centered care. Expected outcomes relate to the results expected from effective PCC, addressing a patients’ physical and emotional needs.

Figure 1. Proposed an a priori framework of online complaints based on patient centeredness.

Methods

The systematic review reported on hereafter was conducted according to the Preferred Reporting Items for Systematic reviews and Meta-Analyses guidelines[38]. As Reader et al [25] have previously systematically reviewed patient complaints, this study adopted some of their reporting items.

Search Strategy

The electronic databases of ISI Web of Science, Scopus, and PubMed were searched for articles published between 2000 (because of the explosive growth of internet usage around 2000 [30]) and June 2018. A medical librarian (SCH) developed a Boolean search strategy. Then, a doctoral student (JL) carried out the search strategy, which was revised, if required, by SCH. The keywords searched in the Title or Abstract fields related to (1) complaints (eg, comments OR ratings OR suggestions OR reviews OR feedback) and (2) online (eg, free text OR social media OR e-health OR virtual OR internet OR Facebook OR twitter), which were subject to inquiry (see Multimedia Appendix 1).

Inclusion Criteria

Studies were considered eligible if they were (a) related to the collection of primary quantitative data about patient complaints; (b) submitted by patients or third parties on their behalf; (c) comments uploaded to PRWs, organization’s websites, or any other online channel; or (d) conveyed in English to facilitate cross-country comparison.

Exclusion Criteria

Studies considered ineligible from this research included those that only referred to (a) physician ratings, (b) satisfaction questionnaires, (c) complaints made to non–health care–related organizations, or (d) qualitative analysis without quantifiable themes.

Study Selection

After removal of duplicates, JL screened the titles and abstracts of all the remaining records for relevance. In the next stage, the full-article text of the retrieved results was independently examined by JL and SCH for inclusion. Discrepancies were adjudicated by a senior researcher (JDM). A total of 17 papers were included in this systematic analysis, as illustrated in Figure 2.
Data Extraction and Analysis

Data were initially extracted by JL and subsequently checked by SCH, JL, and JDM, who together carried out the coding phase. The process consisted of the following phases: (1) descriptive and methodological data included in the study were extracted based on the items listed in the People-Centered and Integrated Health Services [33], (2) the number and categories of patient complaints were extracted, and (3) all themes or categories in selected studies were traversed and classified to match the initial categories. Data was analyzed using a thematic analysis approach adapted from the procedure outlined by Braun et al [37]. JL and SCH co-coded the issues of 2 papers to ensure that the coding framework and themes were commonly understood by the research team. JL and SCH independently coded the issues of the remaining 15 papers. In this paper, we achieved high interrater reliability (kappa=.82). Throughout the coding stage, to ensure consistency in categorizing the issue of complaints, 3 researchers (JL, SCH, and JDM) discussed to eliminate divergence.

Results

Search Results

During the process of synthesizing identified literature, 35 studies were excluded for various reasons, including inability to distinguish between positive and negative comments [2,39], fuzzy quantity [11,16,41], channels of complaints [40,42], or only the number of high-frequency words of complaints mentioned [15,43]. Ultimately, 17 publications were identified as eligible. A wide range of data sources were represented, including (1) PRWs (10/17, 59%), such as RateMDs and China’s Good Doctor website; (2) government-managed health websites, such as NHS choices (2/17, 12%); (3) social networking sites (4/17, 24%); and (4) national online surveys (1/17, 6%). Of the 4 articles referring to social networking sites, 2 included data captured from tweets, whereas one was from Google+ reviews and one from Facebook.

Descriptive and Methodological Data

Through our analysis, we found that pertinent articles have emerged since 2012, with a steady increase observed ever since. Most of the research reported in the analyzed studies focused on PRWs or tweets examining country contexts, such as the United States, the United Kingdom, Germany, China, and Canada. From the data collected, it was identified that 10 articles focused on the United States (59%); 4 on the United Kingdom (24%); and 1 article each on China, Germany, and Canada. Most studies did not screen the departments in which the complainant arose (13/17, 76%), whereas 4 articles (24%) paid attention to complaints received from those dealing with a specific illness or encountering specific medical services. The number of complaints reported (or listed in the thematic analysis) in each study varied widely (average 6543, SD 15,547, range 36-57,028, and median 480).

It was noted that the 17 articles included in our sample had different classification criteria, theme terms, and granularity of complaints. Among them, 6 articles (35%) classified complaints based on published categorization schemes, whereas 9 articles (53%) generated their own coding framework from scratch. The coding framework of 2 articles (12%) came from data source organizations. For example, Zhang et al [9] classified complaints according to the stages of medical consultation, which resulted in a 3-layer classification of stages, including medical consultation, diagnosis and treatment processes, and specific complaint attributions. Emmert et al [44] classified complaints...
according to the object being complained about and generated a 2-layer taxonomy, referring to both the object and specific complaint attributions. We assessed the quality of the included studies against interrater reliability/performance measures; number of layers; number of codes used, and if there were any definitions or descriptions; and examples provided, as shown in Table 1. The results indicated that the quality of studies varied: 8 did not report any classification measurement results and 4 studies used less than 6 codes, overall, whereas 15 did not provide definitions. A total of 13 studies did not provide examples of each theme/class. Thus, the taxonomy for patients’ online complaints is unstandardized, and it is deemed difficult to identify consistent problems arising in patient care.
Table 1. A breakdown of descriptive and methodological data.

<table>
<thead>
<tr>
<th>Article</th>
<th>Country</th>
<th>Health care settings</th>
<th>Data sources</th>
<th>Complaints reported, n</th>
<th>Source of coding frame</th>
<th>Complaints coded by</th>
<th>Classification quality</th>
<th>IRR²/performance measure</th>
<th>Layers, n</th>
<th>Codes used, n</th>
<th>Definitions or descriptions present</th>
<th>Examples present</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alemi et al [45] (2012)</td>
<td>United States</td>
<td>Multiple</td>
<td>PRWᵇ</td>
<td>307</td>
<td>Survey items</td>
<td>Machine learning algorithms</td>
<td>precision, recall, F</td>
<td>2</td>
<td>32</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>López et al [46] (2012)</td>
<td>United States</td>
<td>Primary care</td>
<td>PRW</td>
<td>263</td>
<td>Developed</td>
<td>Authors</td>
<td>κᶜ</td>
<td>2</td>
<td>24</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Lagu et al [8] (2013)</td>
<td>United Kingdom</td>
<td>Multiple</td>
<td>Health website</td>
<td>200</td>
<td>Literature and NHSᵈ</td>
<td>Authors</td>
<td>κ</td>
<td>2</td>
<td>22</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Detz et al [47] (2013)</td>
<td>United States</td>
<td>Primary care</td>
<td>PRW</td>
<td>36</td>
<td>Literature</td>
<td>Authors</td>
<td>NRᵉ</td>
<td>2</td>
<td>18</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Emmert et al [44] (2014)</td>
<td>Germany</td>
<td>Multiple</td>
<td>PRW</td>
<td>480</td>
<td>Literature</td>
<td>Authors</td>
<td>κ</td>
<td>2</td>
<td>49</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Greaves et al [48] (2014)</td>
<td>United Kingdom</td>
<td>Multiple</td>
<td>SNSᶠ (tweets)</td>
<td>60</td>
<td>Literature</td>
<td>Authors</td>
<td>κ</td>
<td>3</td>
<td>17</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Macdonald et al [49] (2015)</td>
<td>Canada</td>
<td>Multiple</td>
<td>Dental services</td>
<td>15</td>
<td>Developed</td>
<td>Authors</td>
<td>NR</td>
<td>2</td>
<td>16</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Hawkins et al [39] (2015)</td>
<td>United States</td>
<td>Hospitals</td>
<td>SNS (tweets)</td>
<td>814</td>
<td>Developed</td>
<td>Amazon Mechanical Turk workers/curators</td>
<td>κ</td>
<td>1</td>
<td>10</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Lagu et al [50] (2015)</td>
<td>United States</td>
<td>Multiple</td>
<td>SNS (Facebook)</td>
<td>37</td>
<td>Developed</td>
<td>Two investigators</td>
<td>r⁴g</td>
<td>1</td>
<td>4</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Trehan et al [51] (2016)</td>
<td>United States</td>
<td>Multiple</td>
<td>PRW</td>
<td>533</td>
<td>Literature</td>
<td>Authors</td>
<td>NR</td>
<td>2</td>
<td>5</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Cunningham and Wells [52] (2017)</td>
<td>United Kingdom</td>
<td>Multiple</td>
<td>Official online survey</td>
<td>1969</td>
<td>Developed</td>
<td>Authors</td>
<td>NR</td>
<td>2</td>
<td>22</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>James et al [53] (2017)</td>
<td>United States</td>
<td>Multiple</td>
<td>PRW</td>
<td>10,992</td>
<td>Developed</td>
<td>Machine learning algorithms</td>
<td>NR</td>
<td>1</td>
<td>3</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Xu et al [54] (2017)</td>
<td>United States</td>
<td>Multiple</td>
<td>PRW</td>
<td>125</td>
<td>Developed</td>
<td>Authors</td>
<td>NR</td>
<td>1</td>
<td>9</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>King et al [55] (2017)</td>
<td>United States</td>
<td>Multiple</td>
<td>SNS (Google+ reviews)</td>
<td>34,748</td>
<td>Developed</td>
<td>Customized software</td>
<td>NR</td>
<td>1</td>
<td>2</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Brooks and Baker [23] (2017)</td>
<td>United Kingdom</td>
<td>Multiple</td>
<td>Health website (NHS choices)</td>
<td>57,028</td>
<td>Literature</td>
<td>Computer-assisted methods (CQPweb)</td>
<td>NR</td>
<td>2</td>
<td>23</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Zhang et al [9] (2018)</td>
<td>China</td>
<td>Multiple</td>
<td>PRW</td>
<td>3012</td>
<td>Developed</td>
<td>Authors</td>
<td>χᵇ</td>
<td>3</td>
<td>50</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Emmert et al [56] (2018)</td>
<td>United States</td>
<td>Multiple</td>
<td>PRW</td>
<td>618</td>
<td>Literature</td>
<td>Authors</td>
<td>κ</td>
<td>1</td>
<td>20</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

ᵃIRR: Interrater reliability.
All papers specified the coders of the complaints; among them, 71% (n=12) were coded by the authors, 12% (n=2) were coded by data curators or investigators, and 18% (n=3) were coded automatically via machine learning techniques. In addition, 9 articles reported intercoder reliability (6 with the Cohen kappa coefficient, 2 with the Spearman correlation or Cronbach alpha, and 1 unspecified).

**Coding Results**

In total, across the 17 papers, 326 issue codes were used to code 154,762 complaints. Among them, 36 issue codes incorporating 9602 complaints were not classified into our classification framework for their ambiguous meaning of the category (such as *others*). When classifying all complaint codes, identified from the literature, into our complaint classification code system, we determined that a single code may include a number of new complaint codes that have been assigned individual type codes. The coding results containing concept explanations and issue numbers are provided in Table 2. Patients’ online complaints were seen to fit into the 4 domains, proposed in the a priori framework: (1) prerequisites, (2) patient-centered processes, (3) care environment, and (4) expected outcomes. From the complaints analyzed, it was concluded that patients have the most dissatisfaction with the patient-centered processes (101,586/204,363, 49.71%), followed by prerequisites (50,563/204,363, 24.74%), and care environment (48,563/204,363, 23.76%), with the least satisfied being expected outcomes (3651/204,363, 1.79%).

The prerequisites domain referred to dissatisfaction with the professional skills and knowledge of the health care provider (48251/204,363, 23.61%) and cooperation between professionals in the medical team (2312/204,363, 1.13%). Among the 4 subcategories, the most common referred to comments about *attributes of the patient-centered professional* (38,314/204,363, 18.75%), which represents the explicit patient-centered personality traits of professionals.

The domain with the most online complaints, patient-centered processes, was represented by a number of categories, as shown in Table 2. Within this domain, the greatest number of complaints related to a lack of open communication of knowledge, personal expertise, and clinical expertise between the patient and the professional (47,385/204,363, 23.19%). The second category care plan based on patient’s individual needs collected 40,722 issues (40,722/204,363, 19.93%). The remaining 3 categories contained a small number of complaints, for example, patient participation as a respected and autonomous individual was represented by 4.00% (8186/204,363) of total issues. Among the 14 subcategories in this domain, information, communication, and education accounted for the majority of complaints, representing 22.80% (46,596/204,363) of total issues reported, whereas no complaints were reported on patient autonomy. The most frequently mentioned subtheme in the care environment domain was availability (28,784/204,363, 14.08%), which represented the timeliness of service and the accessibility of medical staff, facilities, and materials. Common problems mentioned in several articles were lengthy telephone calls made by the physician during consultation and difficulties in patients booking an appointment or seeing a clinician. It is worth noting that issues of therapeutic environment emerged in 12 articles. The expected outcomes domain contained complaints relating to physical comfort and physical care (3009/204,363, 1.47%), and emotional support for alleviation of anxiety issues (642/204,363, 0.31%).
Table 2. Main results of the coding.

<table>
<thead>
<tr>
<th>Domains, categories, and subcategories</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prerequisites (50,563 /204,363, 24.74%)</strong></td>
<td>Professional competence have appropriate skills and knowledge (48,251/204,363, 23.61%)</td>
</tr>
<tr>
<td>Professional competence (9937/204,363, 4.86%)</td>
<td>Professional competence focuses on the knowledge and skills of the professionals to make decisions and prioritize care and includes competence in physical or technical aspects of care.</td>
</tr>
<tr>
<td>Attributes of the patient-centered professional (38,314/204,363, 18.75%)</td>
<td>The following care attributes are important in professionals' approach to patients: respect, good manners, being polite, good etiquette, sensitive, welcoming, and empathetic.</td>
</tr>
<tr>
<td><strong>A cohesive and co-operative team of professionals (2312/204,363, 1.13%)</strong></td>
<td>Cooperation among clinicians a priority (2312/204,363, 1.13%)</td>
</tr>
<tr>
<td>Differences in perception of role between doctors, nurses, and patients (0/204,363, 0.00%)</td>
<td>Members of the team know exactly the differences in the roles of doctors, nurses, and patients.</td>
</tr>
<tr>
<td><strong>Patient-centered processes (101,586/204,363, 49.71%)</strong></td>
<td>Participation of the patient as a respected and autonomous individual (8186/204,363, 4.01%)</td>
</tr>
<tr>
<td>Respect for patients’ values, preferences, and expressed needs (7446/204,363, 3.64%)</td>
<td>Patient-centered care (PCC) responds precisely to each patient's wants, needs, and preferences.</td>
</tr>
<tr>
<td>Patient as a source of control (370/204,363, 0.18%)</td>
<td>Patients should be given the necessary information and the opportunity to exercise the degree of control they choose over health care decisions that affect them. The health system should be able to accommodate differences in patient preferences and encourage shared decision making.</td>
</tr>
<tr>
<td>Patient’s active involvement and participation (370/204,363, 0.18%)</td>
<td>It gives patients abundant opportunities to be informed and involved in medical decision making and guides and supports those providing care in attending to their patients’ physical and emotional needs and maintaining or improving their quality of life as far as possible.</td>
</tr>
<tr>
<td>Patient autonomy (0/204,363, 0.00%)</td>
<td>Patients direct their lives according to their personal convictions and individual reasons and goals, ultimately to achieve self-governance and self-care.</td>
</tr>
<tr>
<td><strong>Involvement of family and friends (591/204,363, 0.29%)</strong></td>
<td>Care plan based on patient’s individual needs (40,722/204,363, 19.93%)</td>
</tr>
<tr>
<td>Family and friends supported as caregivers (591/204,363, 0.29%)</td>
<td>This dimension of patient-centeredness focuses on accommodating family and friends on whom patients may rely, involving them as appropriate in decision making, supporting them as caregivers, making them welcomed and comfortable in the care delivery setting, and recognizing their needs and contributions.</td>
</tr>
<tr>
<td><strong>Care plan based on patient’s individual needs (40,722/204,363, 19.93%)</strong></td>
<td>Care customized according to patient needs and values (3101/204,363, 1.52%)</td>
</tr>
<tr>
<td>Needs are anticipated (462/204,363, 0.23%)</td>
<td>PCC is highly customized, incorporates cultural competence and empowers patient decision making.</td>
</tr>
<tr>
<td>Coordination and integration of care (35,923/204,363, 17.58%)</td>
<td>Care plan meets the future needs of patients.</td>
</tr>
<tr>
<td>Transition and continuity of care (1236/204,363, 0.60%)</td>
<td>The extent to which patient care services are coordinated across people, functions, activities, and sites in a timely manner to maximize the value of services delivered to patients. Patients identified 3 areas in which care coordination can reduce feelings of vulnerability: coordination of clinical care, coordination of ancillary and support services, and coordination of frontline patient care.</td>
</tr>
<tr>
<td><strong>Genuine clinician-patient relationship (4702/204,363, 2.30%)</strong></td>
<td>Care based on a continuous healing relationship (4385/204,363, 2.15%)</td>
</tr>
<tr>
<td>Clinician-patient relationship (317/204,363, 0.16%)</td>
<td>Patients should receive care whenever they need it and in many forms, not just face-to-face visits. This rule implies that the health care system should be responsive round the clock (24x7) and that access to care should be provided over the internet, by telephone, and by other means in addition to face-to-face visits.</td>
</tr>
<tr>
<td><strong>Genuine clinician-patient relationship (4702/204,363, 2.30%)</strong></td>
<td>Clinician-patient relationship (317/204,363, 0.16%)</td>
</tr>
<tr>
<td>The effective clinician-patient relationships coming from a healing model, with education and disease management information delivered within the context of the healing relationship.</td>
<td></td>
</tr>
</tbody>
</table>
Domains, categories, and subcategories | Definition
--- | ---
**Open communication of knowledge, personal expertise, and clinical expertise between the patient and the professional (47,385/204,363, 23.19%)**
Knowledge shared and information flows freely (752/204,363, 0.37%) | Patients should have unfettered access to their own medical information and to clinical knowledge. Clinicians and patients should communicate effectively and share information.
Information, communication, and education (46,596/204,363, 22.80%) | With respect to their health, people tend to wonder (1) what is wrong (diagnosis) or how to stay well, (2) what is likely to happen and how it will affect them (prognosis), and (3) what can be done to change or manage their prognosis. Common to all such interactions is the desire for trustworthy information (often from an individual clinician that is attentive, responsive, and tailored to an individual’s needs).
Feedback mechanisms to measure patient experience (37/204,363, 0.02%) | Clinicians can move beyond their individual patients and use survey instruments and other tools that invite patients to report collectively about their clinical experiences.

**The care environment (48,563/204,363, 23.76%)**
System issues (48,563/204,363, 23.76%)
Geographic accessibility (536/204,363, 0.26%) | The physical distance, travel time, and cost from service delivery point to the patient.
Availability (28,784/204,363, 14.08%) | Having the right type of care available to those who need it, such as hours of operation and waiting times that meet the demands of those who would use care, as well as having the appropriate type of service providers, materials and facilities such as parking, food, and hand hygiene.
Financial accessibility (2964/204,363, 1.45%) | The relationship between the price of services (in part affected by their costs) and the willingness and ability of users to pay for those services as well as be protected from the economic consequences of health costs.
Supportive organizational system (8624/204,363, 4.22%) | A system that promotes a philosophy conducive to PCC. Specifically, the system’s managers and employees (usually not clinical experts) create and maintain a responsive, secure, and orderly system on their own or via information systems.
Therapeutic environment (7655/204,363, 3.75%) | It is the context in which care is delivered. A place quiet, peaceful, neat, clean, and private, if necessary.

**Expected outcomes (3651/204,363, 1.79%)**
Addressing a patient’s physical and emotional needs (3651/204,363, 1.79%)
Physical comfort (3009/204,363, 1.47%) | Attention to physical comfort implies timely, tailored, and expert management of pain, shortness of breath, or other discomforts, with the best possible curative effect. Try the best to avoid unexpected patient events and actively deal with them once they occur.
Emotional support—alleviation of anxiety (642/204,363, 0.31%) | PCC attends to the anxiety that accompanies every injury and illness, whether because of uncertainty, fear of pain, disability or disfigurement, loneliness, financial impact, or the disease burden on one’s family.

**Country-Specific Differences in Complaints**
We analyzed online complaints from patients based in the United Kingdom, China, the United States, Germany, and Canada because of these being the focus of the studies identified in the literature. The distribution of the 4 domains of online health care complaints across different countries is displayed in Figure 3.

With regard to care aspects that were complained about most frequently, Canadian (33/64, 52%) and British patients expressed the greatest dissatisfaction with prerequisites (34,828/69,746, 49.94%), as compared with those of other nationalities. Referring to Canadian patient experiences of dental practice, dentists’ professional competence caused the greatest dissatisfaction (20/64, 31%), whereas the grievances of British patients to prerequisites were largely related to patients’ discontent over the attributes of the patient-centered professionals, which contributed to 42.74% (29,810 /69,746) of all complaint issues reviewed from British patients. Patients based in the United States attached significant importance to patient-centered processes (76,349/97,937, 77.96%), especially relating to information, communication, and education (41,133/97,937, 42.00%). German patients expressed negative comments to systemic problems (14,337/31,095), accounting for 46.11% of all complaints identified from German patients. In particular, poor therapeutic environments led to the most-complained-about topic. Chinese patients’ complaints relating to expected outcomes represented 9.82% (542/5521) of the total complaints made, far exceeding the sample average (3651/204,363, 1.79%).

https://www.jmir.org/2019/8/e14634/
In addition to the aforementioned observations, it was identified that UK patients showed special features. First, they expressed dissatisfaction with the dimensions of care that patients in other countries did not complain about. Such dimensions included family and friends supported as caregivers, needs are anticipated, and transition and continuity of care. Second, UK patients expressed far-less-than-average complaints about certain dimensions of care than those in other countries, such as financial accessibility (0% vs 1.45%) and information, communication, and education (1.94% vs 22.80%). The proportion of complaints from Chinese patients to experts’ professional competence and physical comfort was significantly higher than that of patients from other countries.

Discussion

Principal Findings

The results of this systematic review show that there is not yet a widely adopted taxonomy framework for classifying patient complaints made online in various settings. This means that studies have defined and classified complaints differently, resulting in limited comparability between available studies and research contexts [24,25,57]. To eliminate this gap, we have developed an a priori framework of PCC, which can incorporate patient complaints online. The NHS Institute for Innovation and Improvement found that PCC frameworks (eg, Picker framework) are broadly appropriate for “what matters most” to patients [58]. We have further validated the scope of the PCC framework using data from patient complaints online. Our research is considered beneficial for identifying gaps in the evidence base for patient experience expressed online, which has been identified as domains of PCC.

From the analysis of investigated studies, we have identified that the generic themes of prerequisites, the care environment, and the processes were complained about the most or, put it another way, greatly valued by the majority of patients, regardless of where they came from, and should be deemed priorities for PCC. To be more specific, a practicing clinician should be trained more on these dimensions: attributes of patient-centered professional, information, communication, and education.

Although involvement of family and friends is increasingly viewed as an important component of PCC [1,59-61], patients seldom expressed dissatisfaction with it in our research; apparently far less complained about the low participation of themselves. Compared with technical competence, which constituted a fundamental aspect of health care provision [23], interpersonal attributes of professionals were much more likely to be evaluated by patients; the potential implications of this are twofold: first, consistent with the study by Jia Li et al [26], patients’ needs have different hierarchy, which were firstly stated by Maslow [62], and second, patients have uninformed expectation—“patients are not capable or are reluctant to communicate their expectations” [61], which was validated by Rothenfluh and Schulz [63]. Although there were common concerns across different countries’ patients, variation existed in this study as well. Overall, 5 countries included in our study have different health care systems in terms of health care insurance, drug pricing, physician compensation, etc, and lead to disparities in quality of care, care coordination, and physician education: for example, health care in countries such as the United Kingdom and Canada is publicly financed and the coverage is universal; however, the health coverage of America remains fragmented, with numerous private and public sources, as well as wide gaps in insured rates across the US population [64].

In general, UK patients contributed most of the complaints about the attributes of patient-centered professionals. This finding correlates with that of the NHS Institute for Innovation and Improvement [58]. Besides, British patients had a higher pursuit

---

Figure 3. Distribution of 4 domains of online health care complaints across different countries.
as they voiced high-level needs such as involvement of family and friends (591 issues), anticipated needs (462 issues), feedback mechanisms to understand patient experience (37 issues), and emotional support (642 issues). British patients were also the only nationality to convey discontent over these aspects of care. Given that the NHS has been collecting data on patients’ experience of care for over 10 years [58] and professionals are occasionally accused of being incompetent in satisfying patients’ needs to be treated as a person, eliminating the gap between knowing and doing is crucial. From another perspective, UK patients are assumed to be more informed about PCC by virtue of a variety of regular national health and social care surveys carried out in the United Kingdom, with frameworks of several surveys adopting Picker’s PCC principles being available [58,65]; however, this hypothesis awaits further confirmation.

Despite nearly none of the British patients in this study expressing discontent over financial accessibility (0/69,746, 0.00%) and physical outcomes (376/69,746, 0.54%), approximately 10% (542/5521, 9.82%; 441/5521, 7.99%) of Chinese patients’ complaints referred to these issues. Although the coverage by publicly financed health insurance in China is near-universal, out-of-pocket spending per capita represented approximately 32% of total health expenditures in 2014 [64]. Aside from this, high registration fees, the formidable markup by ticket touts operating in health care locations [9], fees related to excessive tests and treatments [26,66,67], and insurance reimbursement obstacles (cross-regional medical treatment) [67] constitute Chinese patients’ financial barriers. It is likely that physician-dominated decision-making [68], inadequate communication, and patient distrust of doctors [66,68,69] have led to dissatisfaction with their physical outcomes.

Looking into the aspects of care that deeply concerned German patients, we find it necessary to improve the therapeutic environment of health care provision, in terms of privacy and entertainment, as well as maintaining a continuous healing relationship through telecommunication and house visits [44]. Given that studies on patient experience in Germany have not taken these vulnerable care aspects into account [70-72], these dissatisfaction factors should be tested in future research.

In this study, patients based in the United States conveyed great dissatisfaction for information, communication, and education (41,133/97,937, 42.00%), as well as coordination and integration of care (33,520/97,937, 34.23%). Previous work on patient-centered communication demonstrated a positive correlation between skilled physician communication and patient satisfaction [73-75]. Utilizing patient-centered communication guidelines and codes of conduct, such as physicians’ humility and communication training for physicians and medical students, may bring better patient experience and diminish patient complaints [70,73-76]. As for coordination and integration of care, as necessitated when patients encounter long waiting times in hospitals or disorganized operations, previous studies have focused on hospital-level care coordination strategies associated with better patient experience [77]. Besides, it is envisaged that information technologies can reduce the need to craft laborious, case-by-case strategies for coordinating patient care [30,78,79].

Our findings suggest that it is feasible to identify gaps in evidence bases for patient experiences, which have been identified as domains of PCC. It was observed that differences and commonalities coexist across countries, after applying the proposed taxonomy framework, and we found that there is much leeway for the countries of interest to seek improvement in patient-centeredness.

Conclusions

Patient complaints online can indicate weaknesses in the health care system through the eyes of the patients’ themselves. The proposed PCC framework can be applied to analyze the complaints under a wide PCC range of conditions, treatments, and countries. This review has shown significant heterogeneity of patients’ online complaints in different countries, attributable to the diversity in culture, health care institution, and health literacy. Further work is required to apply the framework, using a plethora of data sources, to compare with other services, organizations, and countries or within the health care service over time, that is, a longitudinal study.

All RQs, proposed in the Introduction of this paper, were answered through conduction of the systematic review. Despite certain studies classifying patient complaints online, none were found to include or adopt a credible taxonomy framework. The proposed PCC framework aligns with what patients currently complain about online. By applying the taxonomy, results show that health professionals’ skills and knowledge, open communication of knowledge, and system issues of PCC constitute the focus of online complaints made by patients. In addition, the differences in patient complaints in a multicountry context are discussed.

Limitations

As always, there are several limitations to this study. First, it was based on searches in merely 3 databases and focused only on currently available peer-reviewed literature; for this reason, we may have missed information in the gray literature. Second, regarding the small number of included articles, because of artificial screening, and the resulting relatively small sample size, our conclusions, especially the country-specific ones, may not be free of overgeneralizations and missing targets, even by taking into account the “community of common destiny.” Finally, our interpretation of the concepts and scope of the various categories of complaints included in the article may not be fully consistent with the authors of the included papers, especially if the explanations or quotes were not given. Considering the limits to the time, space and researcher resources of this study, it is, nonetheless, a worthy trial that merits further exploration.
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Abstract

Background: Urologists are increasingly using various forms of social media to promote their professional practice and attract patients. Currently, the association of social media on a urologists’ practice is unknown.

Objectives: We aimed to determine whether social media presence is associated with higher online physician ratings and surgical volume among California urologists.

Methods: We sampled 195 California urologists who were rated on the ProPublica Surgeon Scorecard website. We obtained information on professional use of online social media (Facebook, Instagram, Twitter, blog, and YouTube) in 2014 and defined social media presence as a binary variable (yes/no) for use of an individual platform or any platform. We collected data on online physician ratings across websites (Yelp, Healthgrades, Vitals, RateMD, and UCompareHealthcare) and calculated the mean physician ratings across all websites as an average weighted by the number of reviews. We then collected data on surgical volume for radical prostatectomy from the ProPublica Surgeon Scorecard website. We used multivariable linear regression to determine the association of social media presence with physician ratings and surgical volume.

Results: Among our sample of 195 urologists, 62 (32%) were active on some form of social media. Social media presence on any platform was associated with a slightly higher mean physician rating ($\beta$ coefficient: 0.3; 95% CI 0.03-0.5; P=.05). However, only YouTube was associated with higher physician ratings ($\beta$ coefficient: 0.3; 95% CI 0.2-0.5; P=.04). Social media presence on YouTube was strongly associated with increased radical prostatectomy volume ($\beta$ coefficient: 7.4; 95% CI 0.3-14.5; P=.04). Social media presence on any platform was associated with increased radical prostatectomy volume ($\beta$ coefficient: 7.1; 95% CI -0.7 to 14.2; P=.05).

Conclusions: Urologists’ use of social media, especially YouTube, is associated with a modest increase in physician ratings and prostatectomy volume. Although a majority of urologists are not currently active on social media, patients may be more inclined to endorse and choose subspecialist urologists who post videos of their surgical technique.

(J Med Internet Res 2019;21(8):e10195) doi:10.2196/10195
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Introduction

Social media use is becoming increasingly common among both health care consumers and urologists. A recent Pew Research Center study showed that the number of US internet users active on social media has increased from 8% in 2005 to 74% in 2014 [1]. Urologists are also part of this trend; in 2014, more than 70% of urologists were reported to be active on some form of social media [2,3]. Urologists currently use social media for a variety of reasons, including discussing patient cases, sharing patient education materials, creating forums to discuss journal articles, and connecting attendees at large academic conferences [4,5]. Despite these reasons, there are numerous academic advantages to social media use to expand professional networks, create new opportunities for academic collaboration, and increase citation potential for papers [6]. However, another presumed intent of social media among physicians is improvement in business productivity in terms of case volume and public perception. Physicians who are active on social media are undoubtedly trying to promote themselves or their practice. Steinmetz et al [7] highlighted how various forms of advertising, such as social media, can improve sales, profits, and reputation of a business.

Despite this, to date, there has been no published literature on the impact of social media on the public perception of providers or business productivity.

Although surgical volume is a clear indicator of business productivity, public perception is a more intangible concept that is difficult to measure, especially given the lack of published literature in this area. However, online physician ratings may be a reasonable proxy for the public’s perception of a physician, based on the scope of use and impact of online ratings on health care consumers’ behavior. This is evidenced by the fact that in the United States, 47% of patients performed online searches of their physicians in 2010 [8], and a recent population-based analysis of 600 physicians showed a median of seven reviews per provider [9]. In 2010, one in six practicing US physicians had received an online review [10]. These ratings are frequently used as a key source of information through which patients choose a physician. This is further supported by a survey of 1000 surgical patients at the Mayo clinic, which found that 81% of patients would seek consultation from a physician based on positive reviews alone, and 77% would not seek consultation from a physician based solely on negative reviews [11]. Similar data have been reported in Europe [12]. Because of the strong association of online ratings with health care consumers’ choices, it may be reasonable to use online physician ratings as a proxy measure of reputation, if this is defined as the likelihood that a patient will choose to consult with a given practice based on community opinions.

In this study, we aimed to determine whether social media presence among urologists impacts their reputation (vis-à-vis their online consumer rating) and surgical volume. To address this question, we sampled 195 California urologists rated on the ProPublica Surgeon Scorecard website to determine whether professional use of social media platforms (Facebook, Instagram, Twitter, blog, and YouTube) was associated with average numeric physician rating across five popular websites and radical prostatectomy surgical volume in 2014 as determined by the Medicare Physician and Other Supplier Public Use File. Recognizing the potential for confounding by institutional branding and practice setting, we corrected for whether the urologist was affiliated with an academic or private practice and performed a subgroup analysis to determine if the effect size was consistent.

We hypothesized that physicians with a more active social media presence would have higher online physicians ratings and surgical volume.

Methods

Data Source and Participants

The Cedars-Sinai Institutional Review Board provided an exemption certification for this study (IRB #00050328). This study was conducted in accordance with all relevant guidelines and procedures of Cedars-Sinai Medical Center. We sampled all California urologists rated on the ProPublica Surgeon Scorecard website (n=195). The ProPublica Surgeon Scorecard website was used because it provided the most comprehensive list of currently practicing urologists. These urologists completed at least 20 radical prostatectomy or transurethral resection of the prostate procedures in the calendar year 2014 according to Medicare claims data [13]. Physicians were excluded from the online review portion of the analysis if they had no online reviews (n=12). Physicians were excluded from the surgical volume portion of the analysis if they performed less than 20 radical prostatectomies in the calendar year 2014 (n=110).

Variables

Primary Predictor

The primary predictor was physician social media presence. One of the investigators (JH) collected data on physicians’ professional social media presence in calendar year 2014 on five popular social media platforms: Facebook, Instagram, Twitter, YouTube, and professional blog. Social media presence was considered a binary variable (yes/no), defined as any social media posts promoting their medical practice. We coded social media presence both at the individual platform level and across all platforms. We also collected data on frequency of posts, but elected not to subdivide our sample based on this characteristic given the uniformity of frequency (90% posted information on social media once a month, and only 10% posted information with greater or lesser frequency).

Covariates

We gathered demographic data on physicians in our sample, including practice setting (academic or private), years since medical school graduation, and location of medical school (domestic or international) from the California Medical Board website.

Outcomes

Online Physician Ratings

We collected online ratings for each physician across the 5 most popular online physician-rating platforms according to Google
Physician Surgical Volume

We collected data on radical prostatectomy surgical volume in 2014 using Medicare claims from the Medicare Physician and Other Supplier Public Use File. We linked these data to other data sources using National Physician Identifier numbers. We defined radical prostatectomy as Current Procedural Terminology claims codes 55840, 55842, and 55845.

Statistical Analysis

We compared characteristics of our sample population by activity on social media, using the Chi-square test for categorical variables and the Wilcoxon-Mann-Whitney test for nonparametrically distributed dependent variables.

We used multivariable linear regression analysis to assess the association of physician social media presence with online physician ratings. Our primary predictor in these models was social media presence, and the outcome was average online physician rating across the five websites. Covariates included practice setting, years since medical school graduation, and location of medical school. We created separate models to analyze the impact of social media presence on any platform and individual social media platforms on online physician ratings. We also performed sensitivity analyses of our aggregate model in subgroups of academic and private physicians.

We assessed the association of physician social media presence on physician surgical volume in a similar fashion, using multivariable linear regression analysis and identical predictor and covariate structure. We created separate models to analyze the impact of social media presence on any platform and of individual social media platforms on radical prostatectomy volume. We also performed sensitivity analyses of our aggregate model in subgroups of academic and private physicians.

Results

Overview

Characteristics of our sample across those active on social media versus those not active were recorded. Of the 195 California urologists, 62 (32%) were active professionally on some form of social media in 2014, including 53 (27%) on YouTube, 15 (8%) on Facebook, 14 (7%) on Twitter, 10 (5%) on blogs, and 6 (3%) on Instagram. Of the total, 159 urologists were in the private practice setting and 36 were in the academic setting. The average number of years since medical school graduation was 32.6 years. In addition, 163 attended medical school in the United States and 32 attended foreign medical schools (Multimedia Appendix 1).

Association of Social Media Presence With Online Physician Ratings

Multivariable linear regression models predicting the weighted average of online physician ratings showed that social media presence on any platform was associated with a significantly higher mean physician rating ($\beta$ coefficient: .3; 95% CI 0.03-0.5; $P=0.05$; Multimedia Appendix 2). A similar magnitude and direction of the effect persisted among subgroups of private ($\beta$ coefficient: .2; 95% CI –0.1 to 0.5; $P=.2$) and academic physicians ($\beta$ coefficient: .6; 95% CI 0.15-1.0; $P=0.01$) in sensitivity analyses. However, in multivariable models assessing the association of individual social media platforms and online ratings, only presence on YouTube was associated with a significantly higher mean physician rating ($\beta$ coefficient: .3; 95% CI 0.2-0.5; $P=0.04$). There were no meaningful or statistically significant differences in online physician ratings with regard to the use of other social media platforms.

Association of Social Media Presence With Physician Surgical Volume

Multivariable linear regression models predicting surgical volume showed that social media presence on any platform was associated with a trend toward higher annual radical prostatectomy volume ($\beta$ coefficient: 7.1; 95% CI –0.7 to 14.2; $P=0.05$; Multimedia Appendix 3). A similar magnitude of effect was observed among subgroups of private ($\beta$ coefficient: 7.1; 95% CI –0.9 to 15.2; $P=0.08$) and academic ($\beta$ coefficient: 6.7; 95% CI –11.3 to 24.8; $P=0.4$) physicians in sensitivity analyses. In multivariable models assessing the association of individual social media platforms with surgical volume, presence on YouTube was significantly associated with higher annual radical prostatectomy volume ($\beta$ coefficient: 7.4; 95% CI 0.3-14.5; $P=0.04$; Multimedia Appendix 3). There was no statistically significant difference in surgical volume with regard to the use of other social media platforms.

Discussion

Although most California urologists were not active on social media, we found that professional use of social media was associated with higher online physician ratings and increased prostatectomy volume. Although physicians are increasingly using online social media to interact with their patients and promote their practices, to date, it is unclear whether this activity has any demonstrable effect on productivity outcomes. Our study suggests that professional activity on social media sites may positively impact both the physician’s reputation as well as their surgical volume. We found that social media activity on any of the five social media outlets studied (and YouTube specifically in subgroup analysis) had a statistically significant association with online physician ratings, with an average increase of 0.3 over physicians who were not active on social media. Although a 0.3 increase on a 5-point scale seems small, it represents a difference of 0.4 SDs from the mean, indicating a meaningful difference. We also found that presence on any one of the five social media sites was associated with a trend toward increased prostatectomy volume, with a statistically significant increase.
noted among those active on YouTube. A urologist who posts videos on social media is likely to perform roughly seven more radical prostatectomies per year than a urologist who does not post videos (representing an average increase of roughly 25% over the mean annual rate of 27 prostatectomies).

To our knowledge, this is the first study to directly test the association between social media use and clinical productivity outcomes. Other surgical specialties have speculated on the advantages of social media use in clinical efficiency and productivity afforded by social media outreach, but have not engaged in formal hypothesis testing. Orthopedic surgeons have postulated that directing patients to social media sites focused on patient education may enable more efficient and effective communications with their patients, reducing patient phone call volume and increasing clinical efficiency [14]. Vascular surgeons have suggested the utility of social media outreach in circumventing traditional physician referral patterns, providing an advantage in gaining market presence [15]. Despite clear interest in the association between social media use and real-world outcomes, there remains a lack of evidence-based testing of these associations. Our study, while limited due to its retrospective design, provides some evidence for the purported utility of professional use of social media.

Our finding that YouTube is the social media form with the strongest association with a physician’s online reputation and surgical volume is consistent with recent data showing that health care consumers can accurately identify quality of surgery by watching online samples of a surgeon’s technique. A recent study showed that medically trained reviewers were able to identify surgeons with higher complication rates by watching videos of their technique in the context of laparoscopic bariatric surgery [16]. Surprisingly, health care consumers (via crowdsourcing among the general population) were also able to identify surgeons with higher complication rates by watching videos of their operative technique in the context of robotic radical prostatectomy [17]. Based on this finding, patients may be justified in choosing surgeons who post videos online, since they appear to be able discern good from bad surgeons by viewing examples of their best work.

Professional use of social media is one of a number of sources of information that contribute to a physician’s “online dossier,” and both health care consumers and physicians should be aware of the relative worth of each component. The comprehensive online data available to health care consumers for choosing a physician include social media activity, online physician ratings, quality metrics, surgical volume, office ratings, and publicly available personal information. Although this study highlights the importance of social media presence in cultivating an online persona, the other components undoubtedly can (and should) contribute to a patient’s overall perception of a physician. For example, we recently argued that online rating data should not be used as the sole criterion to select physicians by health care consumers (as data suggests they are), since they have no association with quality or value of care [18]. Similar to online ratings, social media presence should not be used by patients in isolation to select physicians. Ideally, physicians and patients will consider social media activity in the context of other sources of information that provide independent information about the physician, such as data that capture quality of care (surgical volume, quality metrics, and complexity of case volume), value of care, and the patient experience (online ratings).

This study has several limitations that may affect our findings. First, the association of social media presence with reputation and productivity outcomes may be confounded by academic institutional branding. However, the magnitude of association was virtually identical for subsets of private and academic physicians, which suggests that the findings are robust across different practice settings. Second, we are unable to rule out reverse causality as an explanation for our findings (ie, whether being a high-volume, highly rated surgeon is predictive of activity on social media). However, even if some degree of reverse causality exists, the policy implication is still the same: More surgeons should be posting videos online to prove the adequacy of their skills compared to their peers. Finally, the observational nature of this study may incur selection bias, since it only includes California urologists who are performing a minimum of 20 urologic procedures (transurethral resection of the prostate and radical prostatectomy) per year. Considerations for future prospective study design could include an interrupted time series or a randomized controlled study.

In conclusion, our findings suggest that urologists should consider being active on social media to promote and build their professional practice. Given the trajectory of use of online resources such as online ratings in selecting providers, we believe that the use of social media will become an increasingly important outreach tool for clinicians to interact with their patients in a meaningful way.
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Abstract

Background: Social network interventions targeted at children and adolescents can have a substantial effect on their health behaviors, including physical activity. However, designing successful social network interventions is a considerable research challenge. In this study, we rely on social network analysis and agent-based simulations to better understand and capitalize on the complex interplay of social networks and health behaviors. More specifically, we investigate criteria for selecting influence agents that can be expected to produce the most successful social network health interventions.

Objective: The aim of this study was to test which selection criterion to determine influence agents in a social network intervention resulted in the biggest increase in physical activity in the social network. To test the differences among the selection criteria, a computational model was used to simulate different social network interventions and observe the intervention’s effect on the physical activity of primary and secondary school children within their school classes. As a next step, this study relied on the outcomes of the simulated interventions to investigate whether social network interventions are more effective in some classes than others based on network characteristics.

Methods: We used a previously validated agent-based model to understand how physical activity spreads in social networks and who was influencing the spread of behavior. From the observed data of 460 participants collected in 26 school classes, we simulated multiple social network interventions with different selection criteria for the influence agents (ie, in-degree centrality, betweenness centrality, closeness centrality, and random influence agents) and a control condition (ie, no intervention). Subsequently, we investigated whether the detected variation of an intervention’s success within school classes could be explained by structural characteristics of the social networks (ie, network density and network centralization).

Results: The 1-year simulations showed that social network interventions were more effective compared with the control condition (β=.30; t100=3.23; P=.001). In addition, the social network interventions that used a measure of centrality to select influence agents outperformed the random influence agent intervention (β=.46; t100=3.86; P<.001). Also, the closeness centrality condition outperformed the betweenness centrality condition (β=.59; t100=2.02; P=.046). The anticipated interaction effects of the network characteristics were not observed.

Conclusions: Social network intervention can be considered as a viable and promising intervention method to promote physical activity. We demonstrated the usefulness of applying social network analysis and agent-based modeling as part of the social network interventions’ design process. We emphasize the importance of selecting the most successful influence agents and provide a better understanding of the role of network characteristics on the effectiveness of social network interventions.

(J Med Internet Res 2019;21(8):e12914) doi:10.2196/12914
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Introduction

Background

There has been an increasing interest in the use of social network interventions to promote health behaviors. Social network interventions are based on the diffusion of innovations theory [1] and capitalize on interpersonal influence to promote and catalyze desired behavioral changes [2]. A few studies have used social network interventions to promote health behaviors in school settings [3]. For example, the A Stop Smoking In Schools Trial study trained influence agents to encourage peers not to smoke in secondary schools [4]. Other studies have trained influence agents to stimulate peers to increase health behaviors, such as drinking more water [5] or being more physically active [6,7].

One of the most important assumptions of social network interventions is that some peers act as role models and can be important determinants of the behavior of the group [8]. Involving these important peers in the intervention can prove beneficial, as they can be used as an example for the rest of the social network; they can help ensure that the intervention message spreads among the individuals in the social network. In such an intervention, the health behavior is disseminated among the classmates through their network ties [1] and will lead to less resistance. Therefore, in most social network interventions, a subset of participants is selected as influence agents to initiate the diffusion of an idea or behavior. The influence agents can volunteer or be appointed by researchers, but many social network interventions rely on peer nominations within a social network to determine the influence agents [2]. Participants nominate peers on a number of questions (eg, “Who are your friends?”). On the basis of these nominations, 10% to 17.5% of individuals are approached to become influence agents [2]. The influence agents are trained to adopt and spread a new or improved health behavior or informally diffuse the intervention messages within their social network. However, it is not yet clear which individuals in a network make the most effective influence agents. In other words, what is the best selection criterion to determine influence agents?

An ideal solution to this question would be to run a large-scale field experiment with different criteria for selecting the influence agents. However, this would be a costly undertaking, which is probably the reason why this question has remained unanswered. Fortunately, advancements in computer science have enabled us to simulate hypothetical social network interventions by using computational models [9,10]. This contemporary approach is a big step forward in the intervention studies’ design process. Computational models can be a promising method to understand the complex interplay between social influences and other factors that are driving certain health behaviors [11]. For example, researchers can collect baseline data, simulate a wide range of interventions, and opt for the intervention strategy with the biggest changes in behavior or the one that is most cost-effective. In addition, computational models could be used in consultation with key stakeholders to determine priorities, create expectations about the interventions, and tackle issues regarding implementation early on. Finally, simulations enable researchers to formulate data-driven hypotheses that can be tested in vivo. Therefore, computational models are a valuable addition to the toolbox of researchers and practitioners who aim to change behaviors.

Agent-based models (ABMs) are used to model interactions among individuals within a social network and, therefore, fit the theoretical underlying mechanisms of social network interventions. The behavior of an influence agent has an effect on the individuals with whom the influence agent shares a connection. To develop effective social network interventions, it is essential to understand how behavior spreads in a social network and what affects the spread of the desired behavior. ABMs are a helpful tool for this, as they enable researchers to experiment in simulated environments. In previous research, ABMs were used to ascertain effective ways of identifying important influencers [10,12-14]. In addition, ABM simulations have been increasingly explored as an alternative approach for addressing health research questions. Furthermore, previous studies have shown that ABMs can be used to model physical activity behavior [15-17] or obesity [18,19] in a social network.

The aim of this study was to test which selection criterion to determine influence agents in a social network intervention resulted in the biggest increase in physical activity in the social network. An ABM was used to test different selection criteria for influence agents by simulating social network interventions and observing the intervention’s effect on the physical activity within school classes. In this study, we relied on the methods and model specifications of our previous study [20] to build the social networks and implement the computational model. Drawing on a previously validated model developed by Beheshti [12] and Giabbanelli et al [21], the computational model employed in this study was applied to the observed data of primary and secondary school children collected in the MyMovez project [22]. The model considered 2 factors as determinants for an individual’s behavioral change: the class’s social influence and the individual’s social environment (for more information see [20]). In the model, the behavior of influence agents has an effect on those with whom he or she shares a relationship: the effect of the influence agents spreads from connection to connection. This is referred to as social network influence. In addition, the ABM used in this study considered the influence of the physical environment as a potentially important factor for promoting health behavior.

To further investigate the applicability of ABMs for social network interventions, this study examined whether the simulated effectiveness of social network interventions was dependent on several network characteristics. We built upon Valente’s idea that the interventionist should not only use the networks as an intervention instrument but also learn from the available social network information to create better, meaningful interventions [20]. In addition, Giabbanelli et al [21] concluded that there are microlevel network structures to be investigated, which are involved in making the agents more resilient to change. Other studies also state that interventions might be less effective if they neglect the impact of social networks [23]. Therefore, we investigated if characteristics of social networks (classes) could affect the effectiveness of network-based health interventions.
The analysis presented in this study is based on the MyMovez dataset of 26 school classes. This provided a rare opportunity to simulate social network health interventions in school classes based on a comprehensive real-world dataset with real social networks and physical activity data. Multiple sociometric nominations submitted by the participants were used to define weighted relationships among the class peers and thereby build the social networks. Physical activity and social environment data were used to define the state of each agent per day.

In this study, we identified 2 sets of hypotheses. First, we compared the outcomes of different conditions to determine the selection criteria for most effective influence agents in social network interventions. The effectiveness of the interventions was measured by the difference in physical activity between the baseline and after 1 year of simulation. Second, this study investigated whether different network characteristics (i.e., density and centralization) of the classes could affect the effectiveness of social network interventions.

This study is a product of collaborative research between social and computer scientists, with the motivation to translate the findings into applicable advice for preparing network-based interventions. The social and computer science research communities examine social networks and network-based health interventions from fairly contrasting angles. Significant improvements could ensue with respect to the way social network health interventions are designed and implemented owing to strong collaborations between social and computer science research communities.

Selecting Influence Agents

To assess the predictive validity of the computational model, the simulated interventions were compared with the no intervention condition. On the basis of social network theory and the overall positive outcomes of previous social network interventions [4-6,24], we expected a bigger increase in physical activity in the intervention conditions than in the no intervention condition.

Subsequently, we looked at selecting strategically placed influence agents, compared with having a random allocation of influence agents. Scholars have elaborated on different roles and positions of individuals within social networks (for an overview see [25]). Influence agents are often defined as individuals who are most central in the network [3]. This means that those individuals hold a prominent place in the network. Centrality is a measure of an individual’s position relative to their social network, but there are a handful of definitions and algorithms used to define and measure centrality [3,25]. These definitions all assume that in one way or another, being central in the social network means that an individual is more influential. Therefore, we assumed that having central individuals as influence agents (regardless of the used definition) should increase the effectiveness of a social network intervention. Thus, we defined our first hypothesis as follows:

H2: The increase in physical activity will be higher in the simulated social network interventions based on centrality than in the simulated random influence agent intervention.

As Freeman [25] discussed, there is no consensus on a common definition of centrality or how it should be measured. There are 3 widely used definitions of centrality: in-degree centrality, betweenness centrality, and closeness centrality [3,26].

In-Degree Centrality

The most often used centrality measure in the social network interventions literature is in-degree centrality. In-degree centrality is based on the number of peer nominations an individual receives (notably, this is referred to as out-degree centrality when researchers use influence models instead of nomination models). The more the incoming peer nominations, the higher the in-degree centrality. So, individuals with high in-degree centrality can be seen as an important channel of information [25]. In school settings, most often the in-degree central influence agents are the most popular children or adolescents and are clustered together in the network. Therefore, the intervention could affect that small cluster of individuals and not reach the important subgroups or peripheral nodes in the network (who might benefit the most from the intervention).

In addition, popular peers may be reluctant to change their behavior or perform the role of an influence agent [27]. The popular peers have a large contribution to the social norms within the network, and deviating from the established social norm could have a negative effect on their social status. Therefore, Borgatti [26,28] argues that 2 other types of centrality are likely to be more important for the promotion of health behaviors: betweenness centrality and closeness centrality.

Betweenness Centrality

Betweenness centrality focuses on the role of influence agents as a gatekeeper of information within social networks. These influence agents are important for linking different individuals, groups, or subgroups together and are referred to as being a bridge. More specifically, betweenness centrality is based on the frequency with which an individual is a link in the shortest path between 2 other peers. This means that this individual controls the flow of information among other peers in the network. Such an individual can influence the network by withholding or distorting information in the diffusion. If the betweenness central agents are not selected to disseminate the intervention message, entire subgroups could be withheld from the intervention [25]. In particular, Borgatti argues that betweenness central agents should be used when the goal is to disrupt the network’s ability to spread unhealthy behavior [28].

By removing these individuals from the social network, the residual network has the least possible cohesion and, therefore, will decrease the spread of negative behaviors in the network the most. In practice, it is not feasible to remove those individuals from a network but increase their physical activity to prevent a potential negative behavior (low physical activity) from spreading in the social network.

Closeness Centrality

Closeness centrality focuses on the reach of the influence agents within networks and dissemination speed of the intervention in the network. Closeness centrality represents the distance between the individuals and all other peers in a network. More specifically, closeness central individuals have on average the...
shortest path to all other peers in a network. This means that the intervention will reach the entire network in the least amount of links, and it makes the intervention message most efficient. Therefore, Borgatti argues that closeness central influence agents should be used when the goal is to promote positive health behaviors [28]. The positive intervention message will reach all members of the social network in the most efficient way and will not exclude clusters of or subgroups from the intervention message. This approach fits within the notion that to reduce weight, it is more effective to promote a healthy behavior (eg, physical activity) than to discourage negative behaviors (eg, watching television) [29]. Because the simulated social network interventions entail the promotion of physical activity (ie, a positive behavior), we defined our second hypothesis as follows:

**H2: The increase of physical activity will be higher for simulated social network intervention based on closeness centrality than in simulated social network intervention based on in-degree and betweenness centrality.**

### Network Characteristics

Next to the measurement of network properties at the individual level, social network analysis can also be used to describe network properties at the group level. It is important to understand group-level network information to create better and more meaningful interventions [30,31]. Because all classes are unique in their network properties, social network interventions should keep the structure of the network in mind. Density and centralization are 2 of the most important network characteristics that could influence the effectiveness of a social network intervention [32].

**Density**

The density of a social network is a measure of the cohesion in a network and can be defined as a ratio between the number of ties between participants and the number of all possible ties in a network. This means that dense classes have a relatively high number of connections among the individuals and thus have a high degree of cohesion. Figure 1 provides examples of social networks of 2 classes. The node color refers to the individual’s in-degree centrality. Red means a higher in-degree and blue means a low in-degree centrality. Ties between nodes are weighted based on 6 nomination questions, and participants could nominate an unlimited number of peers. The left network in Figure 1 is a classroom with high density as 90% of all possible ties are connected. The right network scores low on centralization, as only 46% of all possible ties are connected. Networks with high density imply more peer interactions, therefore maximizing the opportunities for spreading an intervention within a social network [33]. We expected that this would also apply to social network interventions that promote physical activity; therefore, we defined our third hypothesis as follows:

**H3: The effect of the simulated social network interventions will be higher in classes with high density than in classes with low density.**

### Centralization

Centralization of a network describes the distribution of the individual centrality measures of the participants in a network. In contrast to centrality, centralization is a network-level measure. Freeman describes centralization as the skewness of the distribution of nominations in a social network [25]. Centralization defines the extent to which interactions are concentrated in a small number of individuals rather than distributed equally among all peers [32]. This means that in highly centralized networks, there is a pronounced subgroup of central individuals. Network centralization can be calculated for all the centrality measures (ie, in-degree, betweenness, and closeness centrality).

Figure 2 is an example of in-degree centralization in 2 of the classes. The node color is proportional to the individual’s in-degree centrality. Red means a higher in-degree and blue means lower in-degree centrality. The left network in Figure 2 is an example of a class with high in-degree centralization. As can be visually observed, there is 1 individual (ID 2892) in the

---

**Figure 1.** Examples of density in social networks.

(a) Class 129, a class with high density

(b) Class 135, a class with low density
left social network who received proportionally more nominations than the rest of the class. Therefore, this class has a high score in in-degree centralization, and ID 2892 should be an effective influence agent in this class. In contrast, the network on the right has low in-degree centralization because it has a large subgroup of individuals who are high in in-degree centrality. The same principle applies to betweenness centralization and closeness centralization.

Previous research has shown the moderating role of centralization in the relationship between friendship networks and bullying in children [34]. More specifically, the centralization of the class predicted whether popularity related to aggressive behavior in boys. However, it has not been studied before whether social network interventions have more effect in centralized classes than in classes in which the nominations are spread evenly. We argue that classes with high centralization lend themselves better for social network interventions because the influence agents are more pronounced and, therefore, easier to detect by the researcher. These influence agents in centralized classes will have relatively more influence on the network than the influence agents in noncentralized classes. Therefore, we defined our last 3 hypotheses as follows:

- **H4a**: The effectiveness of the simulated social network interventions based on in-degree centrality will be greater in classes with high in-degree centralization than in classes with low in-degree centralization.
- **H4b**: The effectiveness of the simulated social network interventions based on betweenness centrality will be greater in classes with high betweenness centralization than in classes with low betweenness centralization.
- **H4c**: The effectiveness of the simulated social network interventions based on closeness centrality will be greater in classes with high closeness centralization than in classes with low closeness centralization.

**Figure 2.** Examples of in-degree centralization in social networks.

(a) Class 131, a highly centralized class  
(b) Class 86, a low centralized class

**Methods**

**Participants and Procedure**

The study used data from MyMovez project [22], a large-scale cross-sequential cohort study among children and adolescents (aged 8-12 and 12-15 years) from 21 primary and secondary schools [22]. In the project, participants received a smartphone with a research app on which they received daily questionnaires and a wrist-worn accelerometer (Fitbit Flex). This accelerometer has been shown to be a reliable measure of physical activity [35,36]. For this study, the first 4 waves of the MyMovez project were used: February to March 2016 (Wave 1), April to May 2016 (Wave 2), June to July 2016 (Wave 3), and February to March 2017 (Wave 4). To ensure that the influence agents are identified from a representative sample within each classroom, only classes with more than 60% of students participating were included. This resulted in 26 classes, with 460 participants (mean age 10.81 years, SD 1.28; male=51.5% [237/460]) in total.

**Measures**

**Physical Activity**

In each wave, participants wore the accelerometer on their nondominant hand for 7 consecutive days. The first and the last day were excluded because these were partial days (handing out and giving back the accelerometer), resulting in 5 complete days of data. In addition, days that did not add up to 1440 min (24 hours) and days with less than 1000 steps were excluded because these were partial days of data (eg, caused by empty battery or nonwear time).

The average physical activity per wave was calculated by taking the average steps per day of at least 3 days of valid data. If participants had less than 3 days of valid data per wave, daily step count was imputed with the same strategy as in the study by van Woudenberg et al [7], by using single multilevel (predictive mean matching) imputation [37]. Missing data were imputed based on other physical activity data of the same participant, day of the week, measurement period, sex, and age.

On average, participants accumulated 10,505 steps per day (SD 5,730).
The physical activity measure had to be scaled to fit the ABM. In the previous study with the same ABM, the mean value of physical activity was set at 1.53 [12]. Therefore, we computed a new variable named the physical activity level (PAL) by dividing the steps by 10,000 and multiplying by 1.53. The mean PAL value in our dataset was 1.50, with a minimum of 0.45 and a maximum of 4.27.

**Family Affluence**

A measurement of the influences of the social environment was needed as a second input parameter of the ABM. The Family Affluence Scale (FAS) was used as a measure of socioeconomic status [23]. The FAS is a self-reported measure of family affluence and is an effective tool for assessing socioeconomic status in adolescents [38]. The participants were asked sets of questions (eg. “How many cars does your family own?” and “How often do you go on a holiday outside of the Netherlands?”). All answers (range 0-13) were summed (mean\(_{FAS}\) 4.01, SD 1.52), reflected, and divided by the number of items (alpha=.41) to fit the model. This resulted in an environmental variable (env) with a value between 0 and 2 in which a higher env value reflects a lower family affluence.

**Sociometric Nominations**

In each wave, participants nominated peers from the same class by 6 sociometric questions based on the study by Starkey et al [24]. Participants received the questions at a random time during the day and nominated peers by clicking on their names in a list on the research smartphone. They were required to nominate at least one other peer, and no maximum on the peers nominated was given (note that self-nominations were not possible). For an overview of the questions, see Multimedia Appendix 1 [4,39,40].

**Centrality**

The social network characteristics at the individual level were calculated with the Python3 [41] package NetworkX 2.1 [42]. For an overview of the centrality measures, see Table 1. The individual’s betweenness centrality did not correlate with in-degree centrality or closeness centrality, but in-degree centrality did correlate with closeness centrality (\(r=0.58; P<.001\)).

### Table 1. Descriptive statistics for the individual- and group-level variables.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Mean (SD)</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual characteristics (centrality; N=451)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-degree</td>
<td>12.27 (4.15)</td>
<td>4.00</td>
<td>27.00</td>
</tr>
<tr>
<td>Betweenness</td>
<td>0.01 (0.02)</td>
<td>0.00</td>
<td>0.12</td>
</tr>
<tr>
<td>Closeness</td>
<td>0.78 (0.11)</td>
<td>0.49</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Network characteristics (N=26)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td>0.72 (0.11)</td>
<td>0.46</td>
<td>0.90</td>
</tr>
<tr>
<td>Centralization</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-degree</td>
<td>0.20 (0.08)</td>
<td>0.07</td>
<td>0.40</td>
</tr>
<tr>
<td>Betweenness</td>
<td>0.04 (0.03)</td>
<td>0.01</td>
<td>0.09</td>
</tr>
<tr>
<td>Closeness</td>
<td>0.22 (0.08)</td>
<td>0.09</td>
<td>0.39</td>
</tr>
</tbody>
</table>

**Density and Centralization**

Density and 3 centralization measures were calculated for each class. The density was calculated by taking the number of ties present in a social network and dividing this by the number of all possible ties, resulting in a number ranging from 0 (noncohesive network) to 1 (very cohesive network). In-degree centralization, betweenness centralization, and closeness centralization were calculated with the igraph package in the statistical computing package RStudio [43], resulting in a number ranging from 0 (noncentralized network) to 1 (very centralized network). The density and centralization scores were normalized given the different network sizes. For an overview of the density and centralization scores, see Table 1.

**Design**

**Social Networks**

On the basis of the sociometric nominations, a directed social network was constructed for each classroom. A directional social network comprises nodes that represent the participants within a class and edges representing (weighted) connection between 2 nodes (referred to as edge).

The weight is defined as the sum of nominations of a participant toward another, divided by the total number of nomination questions. Because 2 participants could nominate each other, the edges in the network are directional (represented by the arrow of the edge). As participants nominated peers on multiple sociometric questions, each edge was associated with a connection weight ranging from 0 (zero nominations) to 1 (all 6 nominations). The more nominations a participant gave to another peer, the stronger the edge’s connection weight. Duplicate nominations were omitted (as a participant could nominate the same peers on the same items across waves), resulting in a maximum of 6 nominations toward another peer within all 4 waves.
Agent-Based Model

Computational models can be defined “as an abstract and simplified representation of a given reality, either already existing or just planned. Models are commonly defined to study and explain observed phenomena or to foresee future phenomena” [44].

ABMs are a particular category of computational models for simulating the communication among the agents in a common environment to understand their behavior. For this study, we relied on a previously validated ABM developed by Giabbanelli et al [21] and enriched by several adaptations [12,20].

Giabbanelli’s [21] model was used as it accounted for the interaction of social networks with environmental factors, unlike earlier related computational models for social network interventions. In this model, individuals influence each other with respect to physical activity that might change also depending on the agent’s physical environment. Their factor analysis on synthetic and real-world social networks showed that the environment was a crucial parameter for changes in bodyweight (their health behavior of interest). This particular model was favored as it was a good complement to the collected MyMovez data. Many previous studies used more complex models incorporating multiple parameters but based them on synthetic datasets. The purpose of this study was to use data collected from real human relations and behaviors, and this model was a good fit for the observed data.

The ABM simulates the spread of physical activity within social networks (classes), that is, simulating the spread of the intervention’s effect through the classes. We assumed that physical activity spreads throughout the relationships and depends on the physical environment. Each agent, in our case participants within a class, was assigned 2 input parameters before running the simulations—the PAL and the env parameter. Yearlong simulations were run for each of the social network intervention strategies and for each class. During each step (represented by a single day) of the simulation, a PAL value was derived for each agent based on the social influence and the environmental influence. The social influence comes from all the peers who are connected to the agent. It is based on the connection weights between agent’s peers and the associated peers’ PAL. The environmental influence is the effect of the agent’s family affluence, represented by env. The ABM does not make assumptions regarding probability of diffusion across ties. Each simulation step potentially updates the agent’s PAL and was calculated in 3 phases, similarly as presented by Giabbanelli et al [21]. First, the social influence parameter was calculated, coming from the adolescent’s peers (dependent on peers’ PAL and connection weights). Second, the social influence with the agent’s environmental influence (ie, env) was combined in a single parameter, called the socioenvironmental influence. Third, the socioenvironmental influence parameter was compared with a predefined threshold to decide if agent’s PAL will be modified or remain the same.

See Multimedia Appendix 2 for a detailed description of the used ABMs. Multimedia Appendix 2 presents the ABM’s mathematical representation and gives more information about the model’s thresholds [45].

Interventions

A total of 5 conditions were created based on 4 social network intervention strategies and a control condition (no intervention). In the centrality-based intervention conditions (ie, in-degree, betweenness, and closeness centrality), the top 15% of participants with the highest centrality were assigned as influence agents. When participants above and below the cutoff score had the same centrality scores, random participants from these cases were assigned as influence agents. In the random agent intervention condition, 15% of influence agents were randomly selected out of all participants in a classroom. To diminish the possible effect of selecting a particular set of influence agents in the random agent condition, 100 interventions were simulated and averaged afterward to provide a single outcome value. In the control condition, no intervention was simulated.

All interventions were based on the assumption that the training sessions of the social network interventions were able to increase the physical activity of the influence agents at the start of the intervention. Therefore, all influence agents received an artificial increase of 17% in their initial PAL based on the outcomes of a previous behavioral intervention [12,46]. After the increase in PAL of the influence agents, the intervention simulations were run for 365 days (day 0-364). The effectiveness of the health interventions was expressed as the success rate, the percentage of increase in a class’s PAL from the start (day 0) to the end (day 364) of the simulation.

Ethics Approval and Consent to Participate

Informed consent was obtained from 1 of the parents of the participants in the MyMovez project. Study procedures were approved by the Ethics Committee of the Radboud University (ECSW2014–100614-222).

Results

Simulating Physical Activity

The simulations were used to observe the spread of physical activity among peers in the classes and determine the success rate of the different interventions. Figure 3 illustrates the trajectory of the averaged PAL of the classes for all the different simulated interventions for the 1-year period. What stands out from Figure 3 is that all simulated interventions increase the average physical activity of the networks. However, there are differences between the interventions in the increase of physical activity. A detailed overview of the interventions’ success rates for all conditions can be found in Multimedia Appendix 3.
As a first step, we tested the overall differences among all conditions. A linear mixed-effects model was run [47], with success rate as the dependent variable, condition as the predictor, and random intercepts per class. Mauchly test indicated that the assumption of sphericity was not met (W=0.00, P<.001, ε=.41). Therefore, all degrees of freedom were corrected by using the Huynh-Feldt estimation of sphericity. The repeated measures analysis of variance showed that the simulated interventions differed from one another (F_{1.66,41.42}=7.72, P=.002, ε=.01). To investigate differences among the conditions as proposed in the hypotheses, planned contrasts (Helmert coding scheme) were used. In addition, all P values were corrected by using the Satterthwaite method as suggested by Luke [48].

Selecting Influence Agents

For checking model validity, the first planned contrast was used to compare the 4 social network intervention conditions with the control condition (no intervention). The contrast revealed that the success rates of the social network interventions (11.28%) were higher than the control condition (9.76%; beta=.30; t_{100}=3.30; P=.001). This means that the interventions were more successful in increasing physical activity than in the absence of interventions. Therefore, we presumed that ABM is a valid tool to simulate social network interventions.

To test the first hypothesis (H1), the second planned contrast compared the 3 centrality social network intervention conditions (ie, in-degree, betweenness, and closeness centrality conditions) with the random agent condition. The averaged success rate of the centrality social network intervention conditions (11.74%) was higher than the success rate in the random agent condition (9.90%; beta=.46; t_{100}=3.86; P<.001). This means that having central influence agents is more effective in increasing physical activity than having randomly sampled individuals in a network.

To test the second hypothesis (H2), the third and fourth planned contrasts compared the differences within the 3 centrality social network intervention conditions. The third contrast compared the betweenness and closeness centrality conditions (11.57%) with the in-degree condition (12.08%). The success rates did not differ from each other (beta=−.17; t_{100}=−1.00; P=.32). The fourth contrast compared the closeness centrality condition with the betweenness centrality condition. The success rates of the closeness centrality condition (12.16%) were higher than the betweenness centrality condition (10.98%; beta=.59; t_{100}=2.02; P=.046). This means that we did not find evidence that the closeness centrality condition outperformed the in-degree centrality condition, but the betweenness centrality condition was less effective in increasing physical activity in the networks compared with the in-degree and the closeness centrality conditions.

Network Characteristics

The success rates of the social network interventions varied among classes, as can be seen in Multimedia Appendix 3. A few classes stayed neutral to the interventions or even encountered negative effects (classes 101 and 129 showed PAL decrease), whereas other classes showed >30% average PAL increase over a year of simulation of particular intervention condition. Therefore, we investigated the effect of structural properties of the classes (ie, density, in-degree centralization, betweenness centralization, and closeness centralization) on the success rates of the interventions. More specifically, we added the different structural properties as moderators to the mixed-effects model. Table 2 displays the correlation coefficients of the 4 social network interventions and the 4 structural network properties. For a detailed overview of the structural properties per class, see Multimedia Appendix 4.
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Table 2. Correlations between social network interventions and network structures.

<table>
<thead>
<tr>
<th>Network structures</th>
<th>Network interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>In-degree</td>
</tr>
<tr>
<td>Density</td>
<td>−0.37</td>
</tr>
<tr>
<td>In-degree centralization</td>
<td>0.58(^a)</td>
</tr>
<tr>
<td>Betweenness centralization</td>
<td>0.26</td>
</tr>
<tr>
<td>Closeness centralization</td>
<td>0.35</td>
</tr>
</tbody>
</table>

\(^a\)P<.05.

The third hypothesis (H3) predicted that the interventions would be more effective in classes with high density. To test whether the density of the class moderated the effectiveness of the different interventions, the same mixed-effects model was run with the addition of the interaction effect of density (standardized). The analysis showed that there was no significant direct effect of density on the success rate (beta=−3.17; \(t_{24}=−1.58; P=0.08\)). This means that the success rates were not higher in classes with high density than in classes with low density. In addition, no significant interaction effects of the planned contrasts of the social network conditions and the density of class were observed. This means that we did not find evidence to support the hypothesis (H3) that social network interventions were more effective in classes with high density compared with classes with low density.

The last 3 hypotheses (H4a, H4b and H4c) predicted that the interventions would be more effective in classes with high centralization based on the centrality measure that was used. For these analyses, the contrasts were changed per hypothesis, so that the centrality measure in focus was contrasted with the other social network interventions. For these 3 hypotheses, the same mixed-effects model was used, with the addition of the interaction effect of centralization.

The first linear mixed-effects model investigated in-degree centralization (H4a) and showed that there was a direct effect of in-degree centralization on the success rate (beta=5.27; \(t_{9.94}=3.55; P=0.002\)). As can be seen in Figure 4, the social network interventions were more effective in classes with high in-degree centralization. This means that social network interventions are more effective when the class is more centralized around some in-degree central individuals. In addition, we looked at the interaction of in-degree centralization and the planned contrast of the in-degree centrality condition versus the other social network interventions. This interaction effect was nonsignificant (beta=.15; \(t_{9.76}=1.26; P=0.21\)). This means the effect of in-degree centralization on the success rates was not stronger in the in-degree centrality condition than in the other social network conditions.

Figure 4. Effect of in-degree centralization on the success rates per condition.
The second linear mixed-effects model investigated betweenness centralization (H4b) and showed that there was no direct effect of betweenness centralization on the success (beta=2.22; t₉₉₄=1.25; P=.22). This means that the social network interventions were not more effective in classes with high betweenness centralization compared with classes with low betweenness centralization. In addition, the interaction effect was nonsignificant (beta=.09, t₉₉₇=0.73; P=.45). This means that the effect of betweenness centralization on the success rates was not stronger in the betweenness centrality condition than in the other social network conditions.

The last linear mixed-effects model investigated closeness centralization (H4c) and showed that there was no direct effect of closeness centralization on the success rate (beta=2.88; t₉₉₆=6.66; P=.11). This means that the interventions were not more effective in classes with high closeness centralization compared with low closeness centralization. In addition, the interaction effect was nonsignificant (beta=.11; t₉₉₇=.093; P=.36). This means that the effect of closeness centralization on the success rates was not stronger in the closeness centrality condition than in the other social network conditions.

Given these results, our hypotheses that the effectiveness of the simulated social network interventions would be greater in classes with high centralization than classes with low centralization were rejected. We only found evidence that social network interventions were more effective in high in-degree centralized classrooms, irrespective of the type of social network intervention used.

Discussion

Principal Findings

The aim of this study was to test which selection criterion to determine influence agents in a social network intervention resulted in the biggest increase in physical activity in the social network. To test different selection criteria for influence agents, an ABM was used to simulate different selection criteria for social network interventions and observe the intervention’s effect on the average physical activity of the classroom. In addition, the study investigated whether social network interventions were more effective in some classes than others based on their particular network characteristics.

The general effectiveness of social network interventions was compared with the control condition. The results showed that the increase in physical activity was of greater magnitude in social network interventions than in the control condition. This demonstrates that an increase in physical activity of a small group of individuals has the potential to spread to peers in the social network. Therefore, the ABM produced results in line with the social network theory, which predicts that behaviors spread in social networks [1,2,3]. We, therefore, assumed that our model was a valid tool to test our hypotheses.

In addition, the effect was stronger for the centrality-based social network intervention conditions compared with the random influence agent condition. This is not in line with the results of the first model of El-Sayed et al [13] who concluded (also based on simulations of literature-based parameters) that well-connected influence agents had little or no added value compared with random influence agents. This difference may be a result of the different model specifications in the 2 studies. In addition, the outcome variable in the study by El-Sayed et al [13] was the prevalence of obesity. On the contrary, the results of this study are in line with the second set of simulations of artificially high parameter models of El-Sayed et al [13] and Zhang et al [10]. These results corroborate the idea that central individuals hold an important position within their social networks [25]. Taking a random subsample of the participants as influence agents is not as effective as strategically located influence agents. Therefore, researchers should carefully select influence agents based on their position in the social network, as suggested by Borgatti [26] and Valente and Pumpuang [30]. When researchers are unable to strategically select the influence agents, Bahr et al recommend increasing the percentage of random influence agents to obtain the same success rates as the centrality conditions with 15% of the class as influence agents [49].

Contrary to expectations, no difference was observed between the in-degree centrality condition and the closeness centrality condition, as suggested by Borgatti [26] and Valente [30]. An explanation could be that Valente’s argument [27] that in-degree agents are most often the popular individuals and not willing to change their behavior does not hold for simulated intervention. In the simulations, the artificial increase of physical activity of the influence agents was the same for the in-degree centrality condition and the closeness centrality condition. In contrast, a difference between the closeness centrality condition and the betweenness centrality condition was observed. In accordance with Borgatti’s [28] reasoning that positive behavior should be promoted via closeness central agents, we observed that the closeness centrality condition had a higher success rate than the betweenness centrality condition. This corroborates the idea that when researchers want to increase a positive behavior, closeness centrality influence agents should be selected.

Finally, this study looked at the moderating role of structural characteristics of the class on the effectiveness of the social network interventions. The results showed that the density of the class did not affect the success rates of the social network interventions. This is not in line with social network theory, which argues that innovations spread quicker through highly connected networks [32]. We also anticipated that the specific centrality conditions were most effective as the classes were more centralized on the relevant centrality measure. However, the results indicated that only in-degree centralization had a direct effect on the success rates. This means that social network interventions are more effective when classes have a small number of individuals who receive the most nominations. The subsequent analyses showed that this effect was not stronger in the in-degree centrality condition than in the other social network intervention conditions. Therefore, we can conclude that social network interventions work well in classes with high in-degree centralization irrespective of the selection criterion used.
This study advanced the field of social network interventions and the use of ABMs for better understanding interventions in numerous ways. This study was one of the first to use simulations to test the difference among the selection criteria for the influence agents in social network health interventions. In addition, this study used empirical data as input for the model. The next step in the interplay between health interventions and computational models will be to replicate these simulated results with empirical data of social network health interventions.

The study provides implications for future research and can advise social network researchers. First, this study supports the idea that social network interventions can be an effective strategy to increase physical activity in the classroom. Second, it stresses the importance of strategically selecting the most central individuals as influence agents. Finally, the composition of the class can influence the effectiveness of social network interventions. In addition, this study shows the applicability of simulations to help researchers design the most effective interventions.

Comparison With Previous Studies
ABMs have been used previously to study the spread of health behaviors in simulated social environments after hypothetical interventions. For example, an ABM was used to investigate the spread of obesity in artificial participants after multiple obesity prevention campaigns [13]. The use of ABMs to investigate the spread of obesity was further refined by using the body mass index of an observed sample of participants and the addition of a socioenvironmental factor [21]. However, no behavioral data were available, so physical activity was imputed based on a random distribution. A subsequent study improved the previously mentioned ABM by incorporating individual thresholds for the change in health behaviors [12]. Our previous study used this model, but here we applied it to observed behavioral and sociometric data [20]. The previously mentioned ABMs [12,20,21] showed the same results as this study in that the simulations of interventions showed an increase that attenuated over time.

On the basis of different ABMs, 2 other studies have used agent-based simulations to investigate the effectiveness of different types of influence agents in social network interventions [9,10] but both with a slightly different aim. The study by Zhang et al [10] examined only the difference between randomly selected and in-degree central influence agents. Their conclusion aligns with the findings from this study in that the physical activity increases more in the intervention that uses influence agents based on centrality compared with the intervention that uses random influence agents.

The study by Badham et al [9] matches the research question of this study more closely, that is, the study looked at the 3 different types of centrality measures. However, the outcome of the simulations was the amount of time (number of iterations) before the entire network adopted a behavior. In other words, the study by Badham et al [9] focused on the speed of adoption of the intervention and not on the magnitude of the behavior change after the simulated interventions. Despite the different outcome variable, the studies showed comparable outcomes to the findings of this study. More specifically, the most effective interventions are those with influence agents based on centrality (ie, in-degree, betweenness, and closeness centrality). Although the study by Badham et al [9] did not formally test the differences among the centrality measures, the observed steps to saturation did not indicate that there was a difference among them.

Limitations
To interpret the results of the simulation of social network interventions, a number of limitations have to be discussed. First, this study was based on the assumption that researchers were able to increase the amount of physical activity of the influence agents. However, it could be that this does not reflect the field experiments that train influence agents to become more active. In addition, increasing the targeted health behavior is only part of the influence agents' training. For example, most training sessions in social network interventions also focus on how the influence agent could communicate the health message in an informal way. This type of health promotion was not a part of the ABM that we used. Future studies could also imitate other aspects of a successful training. For example, researchers could consider increasing the number or the weight of the connections to reflect the communication component of the influence agents' training. Along the same lines, the success rates of the intervention are based on the embedded assumptions in the model of how people influence each other. In our model, the assumption was that the increase in physical activity diffuses over time. However, adopting a contagion framework, which looks at how many peers should increase in physical activity before the individual's physical activity increases, might lead to different success rates of the interventions.

Second, the employed ABM comes with a set of limitations. For example, based on the mathematical characteristics of the model, the ABM's outcome has an initial increase and reaches an equilibrium state after a particular time in the simulations, as shown in Figure 3. Consequently, the control condition also increased in physical activity, contrary to the usually observed decrease among the youth [50]. Therefore, caution is warranted in interpreting the absolute increase in classes' physical activity. Rather, we want to emphasize that the results focused on the relative differences among the selection criteria. In addition, the ABM outcomes enabled us to discuss the effects of simulated health interventions. Although the ABM has been validated and tuned to the empirical data, the presented simulation effects should be interpreted with caution. Following this limitation, in our next study we intend to perform similar statistical analyses on the empirical data when the intervention outcomes of the MyMovez project are available.

Third, the applied analyses were all based on data aggregated on a classroom level. However, we realize the importance of conducting more elaborate individual-level analyses by including personal characteristics, such as sex, personality traits, individual physical activity, or role in the social network. These personal characteristics can moderate the effect of the health intervention. By including more personal information, the ABM can be better specified. Adopting personality traits could help us understand how an individual perceives and reacts to peer
behaviors as well as learn about individuals’ contributions to the class behavior.

Conclusions

In conclusion, we demonstrated the advantages of applying social network analyses and simulations to understanding social networks' characteristics and performing detailed simulations on peer influences. We advise future researchers to perform such simulations on peer influences, whenever possible, before doing real-world interventions to maximize the success rate of their interventions. This information can help in designing more effective social network health interventions.
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Abstract

Background: Web-based interventions can play an important role in promoting physical activity (PA) behavior among older adults. Although the effectiveness of these interventions is promising, they are often characterized by low reach and high attrition, which considerably hampers their potential impact on public health.

Objective: The aim of this study was to identify the participant characteristics associated with the preference for a Web-based or a printed delivery mode and to determine whether an association exists between delivery modes or participant characteristics and attrition in an intervention. This knowledge may enhance implementation, sustainability of participation, and effectiveness of future interventions for older adults.

Methods: A real-life pretest-posttest intervention study was performed (N=409) among community-living single adults who were older than 65 years, with physical impairments caused by chronic diseases. Measurements were taken at baseline and 3 months after the start of the intervention. Hierarchical logistic regression was used to assess demographic and behavioral characteristics (age, gender, body mass index, educational attainment, degree of loneliness, and PA level), as well as psychosocial characteristics (social support for PA, modeling, self-efficacy, attitude, and intention) related to delivery mode preference at baseline and attrition after 3 months.

Results: The printed delivery mode achieved higher participation (58.9%, 241/409) than the Web-based delivery mode (41.1%, 168/409). Participation in the Web-based delivery mode was associated with younger age (B=–0.10; SE 0.02; Exp (B)=0.91; \(P<.001\)) and higher levels of social support for PA (B=0.38; SE 0.14; Exp (B)=1.46; \(P=.01\)); attrition was associated with participation in the Web-based delivery mode (B=1.28; SE 0.28; Exp (B)=3.58; \(P<.001\)) and low educational attainment (B=–0.53; SE 0.28; Exp (B)=0.59; \(P=.049\)).

Conclusions: A total of 41% of the participants chose the Web-based delivery mode, thus demonstrating a potential interest of single older adults with physical impairments in Web-based delivered interventions. However, attrition was demonstrated to be higher in the Web-based delivery mode, and lower educational attainment was found to be a predictor for attrition. Characteristics predicting a preference for the printed delivery mode included being older and receiving less social support. Although Web-based delivery modes are generally less expensive and easier to distribute, it may be advisable to offer a printed delivery mode alongside a Web-based delivery mode to prevent exclusion of a large part of the target population.

Trial Registration: Netherlands Trial Register NTR2297; https://www.trialregister.nl/trial/2173

International Registered Report Identifier (IRRID): RR2-DOI: 10.2196/resprot.8093

(J Med Internet Res 2019;21(8):e13416) doi:10.2196/13416
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Introduction

Background

A majority of older adults in Western societies are not sufficiently physically active [1]. With societies ageing rapidly, this poses a major public health concern, as insufficient physical activity (PA) is regarded as a major health risk. [2]. PA interventions that are cost effective in targeting this health risk are thus needed. Computer-tailored interventions designed to improve PA, delivered either via the Web or a printed delivery mode, have therefore become increasingly popular in the last decade, with substantial evidence supporting their effectiveness and cost-effectiveness [3-5]. However, computer-tailored interventions delivered on the Web may suffer from low reach (ie, the proportion of people participating in an intervention), low long-term adherence (ie, proportion of participants not following the intervention as intended), and high attrition (ie, the proportion of participants not completing the intervention) [6], thereby impeding the effectiveness of the interventions [7-9] and potentially decreasing their intended impact on public health. Web-based delivery modes can be especially challenging among older adults (older than 65 years). Current data on internet use among older adults show that despite the increasing popularity of Web-based interventions, a digital divide still exists [10], with only 50% of older adults regularly using the internet; a total of 34% of this age group express that they have little-to-no confidence to use the internet properly. Moreover, only 15% of adults older than 70 years use the internet for health applications [11,12]. Thus, alternative delivery modes should be provided for this population. Not only a higher age but also a lower educational attainment are characteristics of those on the disadvantaged side of the digital divide. Therefore, the individuals who are the most in need of health applications may not be reachable with interventions delivered via the Web [10].

Some physical limitations that older adults are confronted with, such as impaired eyesight, hearing, and dexterity, are inherent in this age group, and these may interfere with internet use in future generations of older adults [13]. Because offering interventions on the Web alone may exclude a vulnerable group, providing insight on how the (demographic and psychosocial) characteristics of older adults are associated with a preference for a printed or Web-based delivery mode and with attrition can contribute to stimulating reach and sustainability of such interventions. Moreover, it may help to explain the effectiveness of interventions and the impact on the public health of certain subpopulations [7,9,14].

Previously, the computer-tailored Active Plus65 intervention was developed with a primary aim to stimulate PA and a secondary aim to decrease loneliness [15]. The target population of Active Plus65 was single older adults with a physical impairment caused by a chronic disease, considering the high prevalence of insufficient PA and loneliness among this population [16-18]. Active Plus65 is available in 2 delivery modes, that is, Web-based (with both questionnaire and advice delivered through the internet) and printed (with a paper questionnaire and advice sent by paper post). Because interventions are often delivered in a single delivery mode, such as either on the Web or printed, it may be difficult to establish whether reach and attrition are related to the intervention itself or to its delivery mode. Apart from some technical applications, the content of the Web-based and printed versions of the Active Plus65 intervention was the same. This allowed a comparison of the Web-based and printed delivery mode of the computer-tailored Active Plus65 intervention.

Objectives

There is a paucity of research determining the preferred and actually used delivery mode by really offering participants a choice in a real-life intervention setting. Previously, preferences have predominantly been researched by asking participants, hypothetically, what delivery mode they would prefer if they were to join an intervention [19-22]. As far as could be determined, there have been only 2 studies pertaining to delivery mode preference, where participants could choose between participating in a printed and Web-based delivery mode of an intervention [23,24]. In these studies, participants with lower education and older age chose the printed delivery mode. However, no straightforward comparisons can be made because the interventions in both studies were designed for different target groups compared with that of Active Plus65. However, the preference of a printed delivery mode in older and lower educated adults is also consistent with data on the present digital divide [25].

In 2012, the delivery mode preference and attrition of Active Plus50, a previous version of Active Plus65, were studied [26]. In Active Plus65, participants were free to choose between delivery modes, whereas participants in Active Plus50 were randomly assigned to either the printed or Web-based delivery mode. Active Plus50 participants in the Web-based delivery mode were younger, more often male, had a higher body mass index (BMI), and a lower intention to be physically active. Moreover, a low intention to be physically active was also found to be a predictor for attrition in both delivery modes. Because intention had a predictive value for delivery mode preference and attrition in Active Plus50, it may be interesting to repeat these analyses in Active Plus65: because participants could not freely choose their delivery mode in Active Plus50, the role of intention in Active Plus65, where participants can freely choose the delivery mode, may be different. Considering intention had a certain predictive value for delivery mode preference and attrition, other psychosocial variables, which according to several behavior change models are important determinants of intention [27-29], could also have a predictive value. Because low intention was encountered in the Web-based delivery mode, and it predicted attrition in both delivery modes, it can be argued that a negative attitude toward PA, low social support, modeling, and self-efficacy (psychosocial determinants associated with behavior change) may also be associated with a preference for the Web-based delivery mode and with attrition. After all, in behavior change theories, these are often the major determinants of behavioral intention that are strongly related to predicting...
behavior change. Such knowledge may be useful in the enrollment process of the intervention to ensure that participants join a delivery mode that is best suited for them; if, for example, our findings would establish a preference for a printed delivery mode in participants with low levels of social support, emphasizing on how easy it is to use the printed delivery mode or to point out that a helpdesk is available for Web-based participants at enrollment would be useful. Thus, participants with little social support who are hesitant about taking part in an intervention could be assessed with a short pre-enrollment questionnaire, thereby preventing them from not starting an intervention at all. Support for the incorporation of a broad range of (psychosocial) individual characteristics in the study can also be found in the Persuasion-Communication Matrix of McGuire [30]. This model describes several factors that predict whether an individual will use an intervention, among which the broad characteristics of the user are also included. For example, the approach required to stimulate a potential user with low self-efficacy and low social support to be physically active to join an intervention will vary from that for an individual with high self-efficacy and social support for health behavior. When trying to identify the characteristics that predict preference for a delivery mode, it may be interesting to focus on a broad range of determinants, including psychosocial determinants.

As Active Plus65 targets both PA and loneliness, it presents an opportunity to analyze whether the baseline level of PA and loneliness can predict delivery mode preference and attrition because this could link target subgroups to the most appropriate delivery mode. Only 2 studies have been found that considered PA to analyze delivery mode preference [20] or attrition [31]. In these studies, a higher level of PA was associated with a lower likelihood of preferring Web-based delivery modes and lower attrition. Comparisons may be difficult to make: either the Web-based delivery mode was not compared with a printed delivery mode but compared with face-to-face or group interventions instead [20] or only daily steps were measured [31] rather than a broad range of PA, which Active Plus65 does. Moreover, these studies were performed among a general population of adults. As far as could be determined, no previous research has considered loneliness when researching delivery mode and attrition of PA interventions for older adults; however, some assumptions may be made. In general, social isolation and loneliness are more prevalent among older adults [32,33]. Some studies have shown that social support is a prerequisite to adopt new technologies [34,35], which would suggest that participants who are lonelier will not choose a Web-based delivery mode. Considering the lack of studies for comparison, the analyses regarding PA and loneliness in our study will thus have a more exploratory character.

The aim of this study was to determine (1) which individual characteristics predict differences in delivery mode preference between the printed or Web-based delivery mode and (2) which user characteristics and delivery mode predict attrition. We hypothesized that a higher age, lower educational status, and lower presence of psychosocial determinants are predictors of a preference for a printed delivery mode and of attrition. Identifying the factors related to delivery mode preference and attrition could be of substantial use for researchers when optimizing the reach and sustainability of interventions because this could increase their impact on public health and prevent an important target population from being excluded when switching to only Web-based delivery prematurely.

**Methods**

**Study Design**

This study was part of a pretest-posttest trial, evaluating the Active Plus65 intervention [15,36,37]. The trial was executed in a real-life setting, without a control group. As the delivery mode preference and attrition of the participants in the printed and Web-based delivery mode of the intervention were compared, no control group was required for this study. This study was approved by the Research Ethics Committee of the Open University of the Netherlands (reference number U2016/02373/HVM). The original Active Plus50 studies were registered at the Netherlands Trial Register (NTR2297). All participants gave their informed consent before participation.

**Intervention**

Active Plus65 is a computer-tailored intervention, with a primary aim to stimulate PA and secondary aim to decrease loneliness among single older adults with physical impairments caused by a chronic disease. Active Plus65 was systematically developed [15], and changes in PA [36] and loneliness [37] have been demonstrated.

The advice is generated by computer tailoring; in the Web-based delivery mode, participants fill the questionnaire themselves on the intervention website, which in the printed delivery mode is done by the intervention providers after receiving the questionnaire by mail from the participant. The method and degree of tailoring in both delivery modes is identical; therefore, the advice in both delivery modes has identical content, with only some practical differences. For example, in the printed version, modeling texts and pictures are used versus modeling videos in the Web-based version: the role models that are portrayed are the same persons delivering exactly the same message. Moreover, the design and format, such as images, typeface, and layout, of both questionnaires and advice are identical. A screenshot of the intervention website is provided in Figure 1.

Both delivery modes provide a tailored advice at 3 time points (at the start of the intervention, 2 months after the start, and 3 months after the start), on the basis of 2 questionnaires, the first one at the start (T0) of the intervention (on which advice 1 and 2 are based) and the second one after 3 months (T1; for advice 3). A third questionnaire, 6 months after the start of the intervention (T2), does not result in an advice, but it serves as a follow-up measurement. The time needed to fill out the questionnaire is identical for both delivery modes, that is, about 15 min for the first and second questionnaire and 5 min for the third questionnaire. Figure 2 provides a schematic view of the intervention timelines.
Figure 1. The intervention website.
Each advice is tailored to the characteristics that are assessed in the questionnaire, including demographic and psychosocial determinants, the amount of PA, and the degree of loneliness. The first advice aims to increase insights into the present level of PA, which is achieved by targeting premotivational psychosocial determinants, such as knowledge and awareness. The second advice motivates participants to become more physically active and focuses on the benefits of PA, especially when done with others: in this advice, motivational psychosocial determinants, such as attitude, intention, and social influence, are targeted. Participants are also stimulated to prepare for difficult situations that might hinder them from becoming more active. The intervention also stimulates participants to transfer their motivation into sustainable behavior: depending on how active participants already are, this is done in the second or third advice by targeting postmotivational determinants, such as strategic planning and coping planning. Depending on the assessment, the advice comprises 7 to 12 pages (A4 format) of text, pictures, diagrams, etc, for (passive) reading (Multimedia Appendix 1) and elements that require participants to actively contribute, such as planning sheets that have to be filled, schemes for handling difficult situations and formulating implementation intentions, and basic PA exercises to be performed at home (Multimedia Appendix 2). The organization that implements the intervention (usually a local council) provides information on PA in social meeting opportunities that are available in the area where the participant lives. A more extensive description is provided elsewhere [15,36,37].
Participants and Procedures
All citizens of a Dutch municipality, in the southern part of the Netherlands, who were single, older than 65 years, and living independently in the community (n=6751) were recruited by direct mailing. In this mail communication, it was explained that Active Plus65 is specifically suited for participants who have physical impairments caused by chronic diseases. For this study, only participants with a physical impairment were included. Invitations were sent by personalized letter and contained information about the intervention. Both log-in details for those wishing to participate via internet and a prepaid response card for requesting a paper questionnaire were included. It was mentioned that personal assistance with using internet when filling the questionnaire on the Web was available upon request. Only participants who completed the baseline questionnaire were enrolled. For the second assessment after 3 months, a printed invitation letter with the questionnaire and prepaid response envelope was sent to all participants who had completed the first questionnaire by the printed delivery mode. The participants in the Web-based delivery mode received an invitation by email for the follow-up questionnaires, with a direct link to the Web-based questionnaire. After 6 months, a third questionnaire was sent following the same procedure as for the second questionnaire.

Measurements
Demographic characteristics, psychosocial determinants, the amount of PA, and the degree of loneliness were assessed at baseline. The second questionnaire assessed the same variables, except for the demographic characteristics considering their stable qualities. The third questionnaire assessed only the amount and type of PA and the degree of loneliness. Other variables were also assessed, but as they are outside the scope of this study, they are not discussed here.

Demographic Characteristics
The assessed demographic characteristics were age, gender, height, weight, educational attainment, and presence of physical impairments caused by chronic diseases. Height and weight were used to calculate the BMI by dividing weight in kilograms by height in meters squared. Educational attainment was categorized into low (lower vocational education, medium general secondary education, second vocational education, and higher general secondary education) and high (higher vocational education and university education). The presence of physical impairments was categorized into yes or no.

Psychosocial Determinants
The assessed psychosocial determinants were attitude, modeling, social support, self-efficacy, and intention to be sufficiently physically active. Attitude to be sufficiently physically active was measured by 17 items (eg, PA gives me a satisfied feeling) on a 5-point scale (1=totally disagree to 5=totally agree). Modeling was measured by asking Are the following persons physically active for at least 30 min per day on at least 5 days per week? in 2 items, 1 for family and 1 for friends, on a 5-point scale (1=never to 5=always). Social support for PA was also measured by 2 items (1 relating to family, 1 relating to friends) by asking To what degree do you expect to get support to be sufficiently physically active?—with answers on a 5-point scale (1=never to 5=always). Self-efficacy was measured by asking to what degree one would manage to be physically active for at least 30 minutes per day for different situations (eg, when the weather is bad), with 11 items on a 5-point scale (1=definitely not to 5=definitely sure). The intention for performing sufficient PA was measured by 3 items on a 10-point scale (eg, How likely do you think it is that you will stay or become sufficiently physically active?). The scales to assess the psychosocial variables were based on validated questionnaires [38-42], and their usability has been demonstrated by pilot tests among the target population [15].

Physical Activity
The amount of PA was assessed with the Short Questionnaire to Assess Health Enhancing Physical Activity (SQUASH) [43]. This questionnaire assesses the amount and intensity of different types of PA performed during (volunteering) work, commuting, household, and leisure time. It allows for calculating the total minutes per week of PA performed with moderate to vigorous intensity (MVPA) [2]. The psychometric properties of the SQUASH have been found to be acceptable [43-45].

Loneliness
Loneliness was assessed with the De Jong Gierveld 6-item Loneliness Scale, whose psychometric properties have been found to be acceptable [46]. This scale has 6 items (eg, I often feel rejected), on an originally 6-point scale, but it was adapted to a 10-point scale (1=absolutely not and 10=absolutely sure), as this was deemed more suitable for older adults [47,48]. Items with answer ranges from 6 to 10 (indicating loneliness) are summed, resulting in a potential score of loneliness between 0 (not lonely) and 6 (extremely lonely).

Statistical Analyses
Differences in Delivery Mode Preference
Statistical analyses were performed on those participants who completed the baseline questionnaire. Univariate one-way analyses of variance and chi-square tests were performed on age, gender, educational attainment, BMI, PA, loneliness, modeling, social support, attitude, self-efficacy, and intention to assess whether participants differed at baseline between the printed and Web-based delivery mode. Hierarchical logistic regression was performed on the T0 data to identify the user characteristics that predict differences in the preference for the printed or Web-based delivery mode. Outcome measure was the dichotomous variable of delivery mode. Step 1 of the analyses contained the demographic variables and the weekly minutes of MVPA and loneliness. In step 2, the psychosocial determinants were added. In step 3, interaction terms were added: as previous research provided no directions for formulating hypotheses on potential interaction effects, only interaction effects for the determinants that were significant in step 2 were included (eg, the interaction between age and social support).

Differences in Attrition
Differences in attrition between the printed and Web-based delivery mode were analyzed with a chi-square test. To identify
potential factors related to attrition, hierarchical logistic regression analysis was performed on the T1 data, as this is the time when participants have to fill the second questionnaire, which will provide them with the third advice. Attrition occurs when participants do not fill this questionnaire. The outcome measure is the dichotomous variable of attrition. Demographic characteristics, weekly minutes of MVPA, and degree of loneliness were added in step 1; delivery mode in step 2; and psychosocial determinants in step 3 of the analysis. In step 4, interaction terms of user characteristics and delivery mode were added to assess whether dropout is associated with certain combinations of user characteristics and delivery mode: gender, age, and educational attainment were selected based on previous research [20,23,24].

All significance levels were set at $P=0.05$, except for the final step of the regression analyses where significance was set at $P=0.10$ because interaction terms are known to have less power [49]. SPSS version 24 (IBM Statistical Package for Social Sciences) was used to perform all analyses.

Ethics Approval and Consent to Participate
The study was reviewed and approved by the Committee for Ethics and Consent in Research of the Open University (Commissie Ethische Toetsing Onderzoek, reference number: U2016/02373/HVM). Participants provided written informed consent to participate in the study.

Results

Delivery Mode Distribution
Of all eligible participants of Active Plus65, 241 (58.9%, 241/409) participants took part in the printed delivery mode, and 168 (41.1%, 168/409) took part in the Web-based delivery mode. In total, a response rate of 6% of invited participants was realized. Figure 3 provides an overview.

Delivery Mode Preference
Several of the baseline characteristics of the printed and Web-based group differed significantly (Table 1).

Participants in the printed delivery mode were older ($P<0.001$), had a lower educational attainment ($P<0.001$), were more often female ($P=0.02$), were less physically active ($P<0.001$), had fewer family and friends who are sufficiently physically active as modeling roles ($P<0.001$), received less social support for PA ($P<0.001$), and had a lower intention to be sufficiently physically active ($P=0.01$).

Baseline user characteristics related to delivery mode preference are presented in Table 2.

In step 1, age and degree of loneliness were significant predictors of delivery mode preference. Participants in the printed delivery mode were older (B$=-0.10$; SE $0.02$; Exp $(B)=0.91$; $P<0.001$) and lonelier (B$=-0.14$; SE $0.06$; Exp $(B)=0.87$; $P=0.03$) than the participants who chose the Web-based delivery mode. When entering the psychosocial variables to the analyses, age was still a significant predictor (B$=-0.10$; SE $0.02$; Exp $(B)=0.91$; $P<0.001$), but loneliness became nonsignificant ($P=0.16$) and social support for PA then emerged as a significant predictor (B$=0.38$; SE $0.14$; Exp $(B)=1.46$; $P=0.01$) with participants in the Web-based delivery mode having higher levels of social support than those in the printed delivery mode. Explained variance ($R^2$) in the steps ranged between 0.15 and 0.19. The interaction in step 3 between age and social support was not significant ($P=0.34$), indicating that the effect of age on delivery mode preference did not differ depending on the degree of social support.
Figure 3. Flow chart of reach and attrition in printed and Web-based delivery mode. "a" reported as percentage of invited participants; "b" reported as percentage of all participants completing T0 questionnaire; "c" reported as percentage of all participants starting in either printed or Web-based delivery mode; asterisk indicates that eligible participants are those who meet all requirements of being single, over the age of 65, and chronically impaired in physical activity.

Table 1. Baseline characteristics of participants in printed and Web-based delivery mode.

<table>
<thead>
<tr>
<th>Determinants</th>
<th>Printed (n=241)</th>
<th>Web-based (n=168)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>79.22 (7.59)</td>
<td>73.29 (6.61)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Body mass index (kg/m²), mean (SD)</td>
<td>27.01 (4.89)</td>
<td>27.82 (5.27)</td>
<td>.12</td>
</tr>
<tr>
<td>Educational attainment (low), n (%)</td>
<td>167 (70.8)</td>
<td>83 (51.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (men), n (%)</td>
<td>74 (30.7)</td>
<td>71 (42.3)</td>
<td>.02</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity, mean (SD)</td>
<td>387.72 (527.11)</td>
<td>606.51 (687.41)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Loneliness, mean (SD)</td>
<td>3.2 (1.98)</td>
<td>2.94 (2.06)</td>
<td>.21</td>
</tr>
<tr>
<td>Modeling, mean (SD)</td>
<td>2.55 (1.49)</td>
<td>3.07 (1.14)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social support, mean (SD)</td>
<td>1.79 (1.27)</td>
<td>2.33 (1.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Attitude, mean (SD)</td>
<td>3.42 (0.57)</td>
<td>3.49 (0.59)</td>
<td>.28</td>
</tr>
<tr>
<td>Self-efficacy, mean (SD)</td>
<td>3.47 (0.98)</td>
<td>3.42 (0.96)</td>
<td>.58</td>
</tr>
<tr>
<td>Intention, mean (SD)</td>
<td>6.51 (1.61)</td>
<td>6.99 (1.73)</td>
<td>.01</td>
</tr>
</tbody>
</table>
### Table 2. Hierarchical logistic regression to study whether user characteristics predict differences in delivery mode preference.

<table>
<thead>
<tr>
<th>Determinants</th>
<th>Step 1 ($R^2=0.152$)$^a$</th>
<th>Step 2 ($R^2=0.186$)$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exp (B)</td>
<td>B</td>
</tr>
<tr>
<td><strong>First block$^b$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.91</td>
<td>−0.10</td>
</tr>
<tr>
<td>Gender$^c$</td>
<td>0.79</td>
<td>−0.24</td>
</tr>
<tr>
<td>Education$^d$</td>
<td>1.43</td>
<td>0.36</td>
</tr>
<tr>
<td>Body mass index</td>
<td>1.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Loneliness</td>
<td>0.87</td>
<td>−0.14</td>
</tr>
<tr>
<td><strong>Second block$^b$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modeling</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Social support</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Attitude</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Intention</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$Explained variance (Nagelkerke $R^2$).

$^b$Printed coded 0, Web-based coded 1.

$^c$Men coded 0, women coded 1.

$^d$Low educational attainment coded 0, high educational attainment coded 1.

$^e$Not applicable.

### Attrition

Attrition differed significantly between the delivery modes, that is, 50% in the printed delivery mode and 71% in the Web-based delivery mode ($P<.001$). Table 3 provides an overview of the predictors of attrition during the intervention.

The assessed demographic variables in step 1 were all nonsignificant. The delivery mode, added in step 2, was a significant predictor of attrition (B=1.34; SE 0.27; Exp (B)=3.81; $P<.001$), with attrition higher among participants in the Web-based delivery mode than in the printed delivery mode. By adding the psychosocial determinants to the analyses in step 3, delivery mode remained significant (B=1.28; SE 0.28; Exp (B)=3.58; $P<.001$) and educational attainment also became significant (B=−0.53; SE 0.28; Exp (B)=0.59; $P=.049$): attrition was higher among participants in the Web-based delivery mode and among participants with a low educational attainment than for those in the printed delivery mode and for participants with a high educational attainment. Explained variance ($R^2$) in the steps ranged between 0.02 and 0.12. The interactions that were assessed in step 4 (ie, delivery mode x gender [$P=.11$], delivery mode x age [$P=.22$], and delivery mode x education [$P=.26$]) were all nonsignificant.
Table 3. Hierarchical logistic regression to study whether user characteristics, delivery mode, and interaction predict differences in attrition.

<table>
<thead>
<tr>
<th>Determinants</th>
<th>Step 1 ($R^2=.023)^a$</th>
<th>Step 2 ($R^2=.101)^a$</th>
<th>Step 3 ($R^2=.118)^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exp (B)</td>
<td>SE</td>
<td>P value</td>
</tr>
<tr>
<td><strong>First block</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.86</td>
<td>0.25</td>
<td>.53</td>
</tr>
<tr>
<td>Age</td>
<td>0.97</td>
<td>0.02</td>
<td>.11</td>
</tr>
<tr>
<td>Education&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.70</td>
<td>0.24</td>
<td>.14</td>
</tr>
<tr>
<td>Body mass index</td>
<td>0.97</td>
<td>0.02</td>
<td>.13</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity</td>
<td>1.00</td>
<td>0.00</td>
<td>.29</td>
</tr>
<tr>
<td>Loneliness</td>
<td>0.94</td>
<td>0.06</td>
<td>.26</td>
</tr>
<tr>
<td><strong>Second block</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delivery mode&lt;sup&gt;e&lt;/sup&gt;</td>
<td>—&lt;sup&gt;f&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Third block</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Intention</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Modeling</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Social support</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Attitude</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Explained variance (Nagelkerke $R^2$).
<sup>b</sup>Nonattrition coded 0, attrition coded 1.
<sup>c</sup>Men coded 0, women coded 1.
<sup>d</sup>Low coded 0, high coded 1.
<sup>e</sup>Printed coded 0, Web-based coded 1.
<sup>f</sup>Not applicable.

**Discussion**

**Principal Findings**

This study aimed to determine which user characteristics predict the preference for either a Web-based or printed delivery mode of a PA intervention for single older adults with physical impairments. In addition, this study examined which user characteristics and delivery mode predict attrition. This provides insights into which factors should be considered when designing PA interventions for this target population.

**Delivery Mode Preference**

A total of 41% of the participants chose to start in the Web-based delivery mode. Although this demonstrated a potential interest of single older adults with physical impairments in Web-based delivered interventions, the majority still preferred a printed delivery mode. This is in agreement with data on the existing digital divide, showing that only 50% of older adults regularly use the internet, with only 15% using health applications [11-13]. These findings corroborate previous research and data suggesting that despite the increase in internet use among older adults over the last decade, it may still take many years for internet delivery mode to be the leading preference among all age groups [50-52]. Therefore, presently, intervention developers should not rule out printed delivery modes for this target population, as this could lead to the exclusion of a large segment of the target population.

Age was found to be a significant predictor of delivery mode preference, with older participants preferring the printed delivery mode more often. This finding is consistent with our hypothesis, as well as with previous research [23,24,26]. This finding is also corroborated by the Unified Theory of Acceptance and Use of Technology (UTAUT) [53]. In this model, performance expectancy, effort expectancy, and social influence determine usage intention, and through intention, they influence behavior. According to UTAUT, it may be that as older adults have less experience with the internet [54,55], they may expect the Web-based delivery mode of Active Plus65 to be more difficult and consequently choose the printed delivery mode; this preference may be enhanced by the social influence of peers who have the same expectations.

In contrast to our hypothesis, educational attainment was not found to be a significant predictor of delivery mode preference. It could be that the lower use of internet for health-enhancing interventions among people with a lower educational attainment [52,56-58] is outweighed by a general increase in availability and use of internet by older adults [54]. Another explanation is...
that assistance with internet offered when inviting participants for Active Plus65 could have given less educated participants enough confidence to participate in the Web-based delivery mode. In practice, only 10% of participants used this offer, but other assistance may have been received, such as that by the participants’ own social network. This explanation is supported by the review of Kampmeijer et al [59] who found support to be essential to give older adults the confidence to experiment with new technologies. Another explanation may lie in the overrepresentation of the female gender (65%) and low educational attainment (63%) at baseline. As educational opportunities have long been to the disadvantage of women, there’s a likelihood of educational attainment being less indicative of intelligence or digital literacy for older women; therefore, it may not have a predictive value for delivery mode.

In step 1 of the exploratory analyses into the predictive value of PA and loneliness on delivery mode preference, only loneliness was found to be a significant predictor: a higher degree of loneliness was found among participants in the printed delivery mode. In step 2 of the analyses, loneliness became nonsignificant, and social support for being physically active emerged as a significant predictor: participants with lower social support for being physically active preferred the printed delivery mode. Possibly, participants who receive less social support for being physically active also receive less social support for other aspects of life, such as for digitalization, thus making them less inclined to participate in a Web-based intervention. This is supported by previous studies that argue that those with close social support receive explanation and encouragement to use new technologies, such as internet, making it easier for them to adopt Web-based interventions [50,60,61]. Policy makers who strive to increase internet use within health care (eg, for budgetary reasons) should pay special attention to those who are older and have lower social support. Because these groups showed a preference for a printed delivery mode, steering them strictly toward internet delivery could risk losing them altogether for the intervention. For this subgroup, it may be essential to emphasize that the Web-based intervention is easy to use. In addition, future intermediaries of interventions could consider providing internet training opportunities to stimulate the use of internet-delivered interventions. A pre-enrollment questionnaire that assesses the level of internet literacy could be useful to determine the optimum format of the intervention.

**Attrition**

Overall, attrition from the intervention was 58%. Although this is considerable, it is not uncommon: other studies on PA interventions for older adults have shown widely varying attrition rates, ranging from 22% to 76% [62-64]. However, several more recent studies have shown relatively low attrition rates (ranging from 0% to 51%, with a mean of 21%) [65,66], and these provide indications that an association between lower attrition and higher age may be present [26,66]. When considering these studies, the attrition from our intervention appears relatively high. Considering the relatively high attrition, for future research, a deeper analysis into the appreciation of the intervention would be useful.

Only delivery mode and educational attainment were found to be significant predictors of attrition: attrition was higher among participants in the Web-based delivery mode and among those with a lower educational attainment. The fact that only 2 determinants were found to predict attrition indicates that computer tailoring in Active Plus65 delivers advice that is equally valued in a broad range of participants. To provide corroboration for the finding that both the Web-based delivery mode and low educational attainment are predictors of attrition, 2 models can be outlined, that is, the Senior Technology Acceptance and Adoption Model (STAM) [67] and the Cycle of Technology Acqurement by Independent Living Seniors Model (C-TAILS) [68]. In STAM, the ease of learning is a crucial determinant for conversion to a new technology. It may be that the lower educated participants who took part in the Web-based delivery mode are unable to succeed in comfortably using the Web-based delivery mode and consequently stop using the intervention. In addition, C-TAILS stipulates that a new technology needs to be aligned with an individual’s needs: because Active Plus65 is not acquired on the participants’ initiative, it may be that their need for an intervention is lower and for the lower educated participants in particular, initial difficulties with using the Web-based intervention results in attrition. It may have some practical implications that attrition is higher in the Web-based delivery mode and among those with a lower educational attainment. For future intervention development, including targeted retention techniques specifically for Web-based delivery, such as email prompts, or delivering not all advice at once but in stages, could decrease attrition [14,69]. Several studies show that presentation strategies of interventions may need to be tailored considering those with low educational attainment to decrease attrition, for example, using more graphic materials instead of text and using entertaining or interactive elements [70,71].

It was also hypothesized that older age would be a predictor of higher attrition, but this was not established. An explanation may lie in the specific characteristics of our target population: participants who are older, have poor health status, and are unemployed will more often use an intervention as intended and will thus show lower attrition [72]. Those demographic determinants are comparable with the characteristics of the participants of Active Plus65 who are older, have physical impairments, and are mostly retired; although being retired may not be directly comparable with being unemployed, there are obvious similarities. Conversely, another characteristic specific to our target population, being single, may have had an opposite effect on attrition: it has been demonstrated that not having a life partner negatively influences internet use [50], which could contribute to a higher attrition rate.

Our assumption that a stronger presence of the psychosocial determinants associated with behavior change would be related to lower attrition was not confirmed. At 3 months in the intervention, participants already received advice 2 times. It could be that from this advice, participants obtain the anticipated aid they needed from the intervention and decide to discontinue use. That may even be more so in cases where higher levels of variables associated with behavior change are present: Active Plus65 focuses strongly on stimulating the motivation for PA,
and there is a possibility that for participants who already have a higher commitment to behavior change, the additional value of Active Plus65 is less distinct. It has been suggested that especially in Web-based interventions, participants may stop using an intervention once they achieve outcomes they consider adequate [73]. Attrition from this point of view may not even be negative but rather be an affirmation of realizing what participants had expected to gain. This shows that a solid insight into the preintervention characteristics that are predictive of attrition may be useful before enrolling participants in the intervention. In line with that, more insight into the appreciation of the intervention could provide valuable information.

**Strengths and Limitations**

As far as could be determined, this is the only study assessing the reach and attrition of the Web-based and printed delivery mode of an intervention with identical content among a population of single older adults with a physical impairment. As this population is growing fast, this study provides valuable insights. However, some limitations need to be acknowledged.

First, with 6%, the response rate appears to be quite low. Although a recent review showed that this is consistent with similar interventions [74], low response rates limit the public health impact of such interventions. The relatively low response rates and nonavailability of information on nonparticipants make it impossible to perform predictive analyses on who is interested in such interventions. We can only provide insight into the older adults who actually chose to participate. Second, only the baseline characteristics were included as potential predictors of attrition: other variables, such as digital literacy, engagement, or satisfaction with the intervention, may be related to attrition, but this could not be determined. Third, attrition from the intervention was relatively high, although this is not uncommon in eHealth interventions for older adults and in agreement with comparable studies [75]. Fourth, our study focuses on a specific subpopulation of older adults, that is, those who have a physical impairment and are single. As older age is generally accompanied by the onset of physical impairments, most older adults will meet this particular characteristic of our target population. However, this will not be applicable for the characteristic of being single, which may have implications for the generalizability of our findings. Considering the aim of our intervention, that is, stimulating PA preferably done with others, there’s a possibility that our intervention impacts singles and nonsingles differently. It may thus be advisable to repeat our studies in a population of mixed-marital status. Finally, the proportion of variance explained by our analyses appears relatively low (2%-19%), despite the inclusion of a broad range of potential demographic, health, and psychosocial determinants for delivery mode preference or for attrition. Nonetheless, these results are in line with comparable studies [23,26].

**Conclusions**

The findings of our study outline which delivery modes are likely to be the most advisable for specific target populations, thus increasing the impact that interventions can potentially have on public health. Our results show that participants who are older and have lower levels of social support for PA are more attracted to the printed delivery mode of Active Plus65. Attrition was higher among those with a lower educational attainment, indicating that for these participants, print-delivered interventions would yield higher participation rates than Web-based delivered interventions. Although the Web-based delivery mode showed a higher attrition rate, printed delivery modes in general have the downside of being more expensive. It may therefore be advisable that printed delivery modes and Web-based delivery modes are offered alongside each other. Further research may also provide potential solutions to decrease attrition among those with lower education attainment. Considering the high speed at which changes in internet use occur, a continuous research into delivery mode preference and attrition is needed.
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Advice that focuses on being active with a chronic disease.
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Example of PA exercise done at home from emailed advice.
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Abstract

Background: In the last decade, the family system has changed significantly. Although in the past, older people used to live with their children, nowadays, they cannot always depend on assistance of their relatives. Many older people wish to remain as independent as possible while remaining in their homes, even when living alone. To do so, there are many tasks that they must perform to maintain their independence in everyday life, and above all, their well-being. Information and communications technology (ICT), particularly robotics and domotics, could play a pivotal role in aging, especially in contemporary society, where relatives are not always able to accurately and constantly assist the older person.

Objective: The aim of this study was to understand the needs, preferences, and views on ICT of some prefrail older people who live alone. In particular, we wanted to explore their attitude toward a hypothetical caregiver robot and the functions they would ask for.

Methods: We designed a qualitative study based on an interpretative phenomenological approach. A total of 50 potential participants were purposively recruited in a big town in Northern Italy and were administered the Fried scale (to assess the participants’ frailty) and the Mini-Mental State Examination (to evaluate the older person’s capacity to comprehend the interview questions). In total, 25 prefrail older people who lived alone participated in an individual semistructured interview, lasting approximately 45 min each. Overall, 3 researchers independently analyzed the interviews transcripts, identifying meaning units, which were later grouped in clustering of themes, and finally in emergent themes. Constant triangulation among researchers and their reflective attitude assured trustiness.

Results: From this study, it emerged that a number of interviewees who were currently using ICT (ie, smartphones) did not own a computer in the past, or did not receive higher education, or were not all young older people (aged 65-74 years). Furthermore, we found that among the older people who described their relationship with ICT as negative, many used it in everyday life. Referring to robotics, the interviewees appeared quite open-minded. In particular, robots were considered suitable for housekeeping, for monitoring older people’s health and accidental falls, and for entertainment.

Conclusions: Older people’s use and attitudes toward ICT does not always seem to be related to previous experiences with technological devices, higher education, or lower age. Furthermore, many participants in this study were able to use ICT, even if they did not always acknowledge it. Moreover, many interviewees appeared to be open-minded toward technological devices, even toward robots. Therefore, proposing new advanced technology to a group of prefrail people, who are self-sufficient and can live alone at home, seems to be feasible.
Introduction

Background

Aging is associated with physiological decay, higher risk of multiple acute and chronic diseases, and ultimately, loss of independence and disability [1]. The constant growth of the proportion of populations represented by older people is challenging the civil society and the health and social systems [1-4]. In this scenario, preventive actions aiming at promoting an active and healthy aging, as opposed to treatment, have the largest potential to reduce the societal burden associated with population aging.

From the individual perspective, many older people want to remain as independent as possible and to remain in their own home; aging in place rather than in nursing home, even when they live alone, is an essential part of this wish [1,4-6]. Aging in place is often considered a good alternative to expensive institutional care by policy makers [6]. Furthermore, “[...] research has shown that there may be significant benefits from delaying or avoiding moving to skilled nursing residences” [5]. However, living alone in older age does not necessarily mean autonomy; rather, it might simply reflect the changes in the structure of the contemporary society, especially in cities, in which children more often move definitively from the nuclear family. In fact, older people living alone are often already in an initial state of vulnerability (prefrail condition), while to safely maintain their independence in their home, one should be able to perform at least some instrumental and basic activities of daily living [1]. Moreover, having a sufficient level of functioning does not necessarily imply satisfaction and well-being, which might also depend on the ability and opportunity to enjoy a social life [7].

There is a growing interest in exploring the potential of information and communications technology (ICT) in interventions to assist frail older people and also to promote active and healthy aging [1,3,6-11]. However, it is commonly agreed that to increase the success of ICT-based solutions, these technologies must be designed according to the end users’ needs. This is particularly relevant, and also challenging, when the user is an older person [3,7,9,12,13]. Their opinion and needs become crucial to plan technological devices, which need to be considered from the beginning of their development. Pursuing the acceptance and adaptation of the older user to an already designed technology has a higher chance of failure [5]. This is one of the reasons why there has been an increased interest among researchers in exploring older people’s perception of technologies. Studies conducted so far have found that different factors might affect older people’s aptitude and attitude toward ICT-based solutions, including psychological and physical condition, personality, life history, culture, and socioeconomic status.

Studies conducted so far have often showed age as a limiting factor for the use of ICT devices [14,15]. Other factors have been also identified as predictors or determinants of technology use among older people, such as education, mood, culture, motivation [2,9,10,14,15], previous experience with technology, ease of use, perceived utility [5,8,11,12,15-17], and the social environment [5,6,8,10,14,16,17].

To our knowledge, no study conducted to explore older people’s preferences on ICT-based solutions to promote independent living has so far focused on a prefrail older population, who might not apparently require assistance for daily activities but, being at risk of deterioration, might still benefit from a support to an independent living. Moreover, we could not find studies looking at the relationship between older people and technologies, conducted in Italy or with participants belonging to a Latin culture. In this sociocultural reality, familism—which denotes the centrality of family in the life of people and expectations of mutual emotional and instrumental support among family members throughout the life span [18]—can generate resistance to ICT-based solutions to assist the older person. It is commonly agreed that the users’ cultural background impacts the views and expectations toward technological devices.

Objective

With this background, we conducted a qualitative study aimed at answering the following question: what are the needs, wishes, preferences, and views about technologies, in general and as a support to independent living, in a sample of Italian prefrail older people who live alone?

This study was part of a wider European project, HORIZON 2020 number 732158, named MoveCare (Multiple-actors Virtual Empathic Caregiver for the Elder), which aims at supporting the independent living of the elderly at home.

Methods

Study Design

Assuming that older persons’ attitudes and preferences regarding a complex phenomenon such as ICT are mediated by past events and lived experience with technology, a qualitative study based on the interpretative phenomenological approach (IPA) [19] was designed. This method allows exploring people’s lived experience about a specific phenomenon.

Data were gathered through individual semistructured interviews which, compared with focus groups or group interviews, we believed would have a higher chance of making the older interviewees at their ease, especially when discussing personal issues. This data collection method was largely used in previous qualitative studies based on IPA and on similar topics [4,8,10,14,17,20].
This study has been approved by the Ethical Committee of Fondazione Istituto di Ricovero e Cura a Carattere Scientifico Ca' Granda Ospedale Maggiore Policlinico of Milan, on May 17, 2017. All the participants signed an informed consent containing clear and standardized information about study aims and procedures.

**Sampling**

This study was conducted in Milan, Italy.

First, we identified a set of 50 potential participants according to a purposeful sampling. We looked for older people who, at first approach, were willing to talk about their habits and opinions. Moreover, candidates had to satisfy the following criteria:

- age ≥65 years
- living alone (or living alone and receiving assistance for a maximum of 1 hour a day)
- speaking Italian fluently.

From February to May 2017, we sampled members and users of an association of older volunteers named Associazione Nazionale Tutte le Età Attive per la Solidarietà (ANTEAS; n=32), people identified through the social work of the municipality of Milan (n=13), patients and relatives referred to the geriatric outpatient clinics of the hospital Policlinico of Milan (n=3), and members of the Italian Union of Retired People of Milan (n=2). The 50 potential participants were contacted by phone. Overall, 4 declined because of health problems and 5 gave no explanation, 4 did not reply to the phone call, 1 did not show up at the appointment, and 1 was not fluent in Italian. The remaining 35 persons were then invited for an interview.

**Procedure**

Before the interview, phenotype frailty assessment [21] and Mini-Mental State Examination (MMSE) [22] were administered. To be included in the study, the potential participants had to meet 1 or 2 Fried criteria (ie, prefrail category) and score ≥26 at the MMSE (ie, excluding people with clinically relevant cognitive impairment).

When a potential participant satisfied those inclusion criteria, the full interview was conducted. We drafted an initial interview grid, which in the first part of the interview included questions on the participants’ sociodemographic characteristics, social condition and lifestyle, relationships with relatives and friends, and current health problems and therapies. To explore the experience and attitude toward ICT, the interviewee was asked to imagine a new technology (ie, like a robot) available at home and to describe the functions he/she would have asked for it to have. The interviewees were then shown a short video in which an aged woman talked about her experience with Giraff, a previous version of a robot implemented in the MoveCare project [23]. Video was shown from the beginning to 1-min [24,25]. At the end of the video, we again posed the question on the desired functions of the technology, also trying to explore the interviewee’s feelings toward the opportunities offered by a service robot at home. Finally, we investigated the participants’ level of education and asked the interviewees for the income they thought was necessary to have a satisfactory quality of life in their (urban) context. Even though our interview guide was not theory-driven, we considered some studies [1,4,6,8] when formulating some questions of our grid, which was slightly modified after 2 test interviews.

When a candidate did not satisfy the inclusion criteria, we completed a courtesy interview on some neutral topics concerning everyday life.

After analyzing the 25 transcriptions, the researchers agreed that data saturation was reached and no more interviews were scheduled. Richards and Morse describe the process of data saturation as follows: “When data offer no new direction, no new question, then there is no need to sample further – the account satisfies. Often, the first sign is that investigator has a sense of having heard or seen it all” [26].

After 2 test interviews, minor modifications were done to the interview grid. The final list of questions is reported in Multimedia Appendix 1. Each interview was performed by one of the 3 investigators involved, who did not have any previous personal or professional relationship with the participants. To guarantee homogeneity and adherence to standards among the interviewers, the senior investigator conducted the test interviews, with the other 2 researchers attending as observers. After the interview and verbatim transcription, the 3 investigators met for debriefing.

Interviews took place in a quiet room in the Policlinico, or at the participant’s home when it was difficult for the older person to travel to the hospital. Each interview lasted about 45 min. At the end of the interview, and later, during its analysis, the researchers wrote memos on what happened during and after the interview and all the reflections that could have been relevant to data analysis [19].

**Analysis**

**Demographics**

Sociodemographic and clinical data were extracted from the interviews and processed to convert descriptive/qualitative information into semantic clusters based on the literature and with the help of a geriatrician. For example, a diet was considered adequate if the older person declared to have 3 quite balanced meals a day; it was judged partially adequate if the interviewee stated to have less than 3 meals a day or 3 meals a day but unbalanced. The diet was considered inadequate if the participant declared to have less than 3 meals a day and those meals resulted to be unbalanced. The final classification is shown in Multimedia Appendices 2 and 3. Finally, descriptive statistics were used to report the characteristics of our sample.

**Qualitative Analyses**

Data analysis began as soon as each interview was completed. A total of 3 researchers (with psychopedagogical and/or care background) independently performed the analysis of the interviews. Each interview, transcribed verbatim, was read several times to grasp its global meaning. The coding was data driven. Indeed, each researcher independently identified the meaning units (named in other qualitative methods codes/labels), which were later grouped into clustering of themes. These clustering of themes were later clustered into emergent themes.
which were named according to their content. As the clustering of themes emerged, the researchers went back to the transcription to verify its adherence to the participant’s words. The emergent themes were finally related to each other to create a meaningful network. The researchers then discussed each phase of the process until an agreement was reached and the results were reconciled.

Results

Participants

A total of 26 candidates eventually met the inclusion criteria. After the full interview, one of the participants retired his/her consent to participate in the study for personal reasons and the file of interview was destroyed.

The characteristics of the 25 participants are summarized in Tables 1-3.

Table 1. Participants’ demographic data (N=25).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>77.5 (6.6)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>65-69</td>
<td>4 (16)</td>
</tr>
<tr>
<td>70-74</td>
<td>5 (20)</td>
</tr>
<tr>
<td>75-79</td>
<td>6 (24)</td>
</tr>
<tr>
<td>80-84</td>
<td>6 (24)</td>
</tr>
<tr>
<td>85-89</td>
<td>3 (12)</td>
</tr>
<tr>
<td>90-94</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>6 (24)</td>
</tr>
<tr>
<td>Female</td>
<td>19 (76)</td>
</tr>
<tr>
<td>Nationality, n (%)</td>
<td></td>
</tr>
<tr>
<td>Italian</td>
<td>23 (92)</td>
</tr>
<tr>
<td>Egyptian</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Austrian</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Lower secondary school</td>
<td>10 (40)</td>
</tr>
<tr>
<td>Upper secondary school (ie, high school)</td>
<td>5 (20)</td>
</tr>
<tr>
<td>University</td>
<td>6 (24)</td>
</tr>
</tbody>
</table>

Table 2. Participants’ clinical screening data (N=25).

<table>
<thead>
<tr>
<th>Clinical screening scale</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mini-Mental State Examination, mean (SD)</td>
<td>28 (1.3)</td>
</tr>
<tr>
<td>Fried scale, n (%)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>13 (52)</td>
</tr>
<tr>
<td>2</td>
<td>12 (48)</td>
</tr>
<tr>
<td>Variable</td>
<td>n (%)</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td><strong>Aids and prostheses</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Hearing aid</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Cane</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Glasses</td>
<td>22 (88)</td>
</tr>
<tr>
<td><strong>Autonomy in managing money</strong></td>
<td></td>
</tr>
<tr>
<td>Partially dependent</td>
<td>6 (24)</td>
</tr>
<tr>
<td>Independent</td>
<td>17 (68)</td>
</tr>
<tr>
<td>Not available</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Autonomy in shopping</strong></td>
<td></td>
</tr>
<tr>
<td>Dependent</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Partially dependent</td>
<td>10 (40)</td>
</tr>
<tr>
<td>Independent</td>
<td>13 (52)</td>
</tr>
<tr>
<td><strong>Diet</strong></td>
<td></td>
</tr>
<tr>
<td>Inadequate</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Partially adequate</td>
<td>6 (24)</td>
</tr>
<tr>
<td>Adequate</td>
<td>18 (72)</td>
</tr>
<tr>
<td><strong>Help for housekeeping</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>7 (28)</td>
</tr>
<tr>
<td>Occasional</td>
<td>6 (24)</td>
</tr>
<tr>
<td>Routinely but minimal</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Frequent</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Very frequent</td>
<td>3 (12)</td>
</tr>
<tr>
<td><strong>Medicines</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Yes</td>
<td>22 (88)</td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Weak</td>
<td>10 (40)</td>
</tr>
<tr>
<td>Moderate</td>
<td>9 (36)</td>
</tr>
<tr>
<td>Good or high</td>
<td>5 (20)</td>
</tr>
<tr>
<td><strong>Quality of sleeping</strong></td>
<td></td>
</tr>
<tr>
<td>Bad</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Fair</td>
<td>10 (40)</td>
</tr>
<tr>
<td>Good or high</td>
<td>6 (24)</td>
</tr>
<tr>
<td><strong>Social life—level of engagement in social activities</strong></td>
<td></td>
</tr>
<tr>
<td>Weak</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Moderate</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Good or high</td>
<td>14 (56)</td>
</tr>
<tr>
<td><strong>Supposed monthly income</strong></td>
<td></td>
</tr>
<tr>
<td>≤£1000</td>
<td>4 (16)</td>
</tr>
<tr>
<td>£1000 to £2000</td>
<td>18 (72)</td>
</tr>
</tbody>
</table>
Qualitative Results

As part of the qualitative analysis of the interviews, 477 meaningful units were identified and then grouped into 110 clustering of themes. From these, 13 emergent themes resulted. Overall, 9 of these clustering of themes were related to the quality of life in prefrail older people and will be presented elsewhere. Furthermore, 4 emergent themes were concerning the older people’s attitudes toward ICT-based home services. These were (1) previous and current experiences with ICT, (2) participants’ views of their own relationship with technologies, (3) functions they would ask an imaginary robot for, and (4) sensitivity of the older person’s opinion to others’ experiences with existing ICT solutions for independent living (see Multimedia Appendix 4).

Previous and Current Experiences With Information and Communications Technology Devices: Between Continuity and Discontinuity

A clear digital divide was identified among participants in relation to the current use of technologies. One group (about one-third of the participants) declared to use an old mobile phone (number of participants=6) or the landline phone and no other technological devices (n=1); some affirmed they only used mobile phones during holidays (n=2).

The other group (about two-thirds) stated to use 1 or more ICT devices, such as a smartphone (n=13), a computer (n=9), and a tablet (n=1). Among smartphone owners, 3 also owned an old mobile phone. Furthermore, 7 participants affirmed they used WhatsApp. Those who had a smartphone also used some functions/apps such as the camera (n=6), the alarm clock, the calculator, and the memo. Moreover, among the smartphone/tablet owners, 1 used Skype and 2 used Facebook. Those who owned a smartphone (or a computer) used it to play Web (eg, Burako, a card game; n=3) or not Web-based (solitaire: n=1). In addition, 5 smartphone owners declared that they had an internet connection but were unable to use it at that time. A total of 3 participants declared that they had some difficulties in using the touch function of their smartphone; however, 2 of them affirmed that they could find some strategies to overcome those difficulties.

Technological devices were mainly used by participants to communicate and interact with relatives or friends. To this purpose, some informants specified that they used the smartphone to make phone calls (n=4), for emails (n=1), and for the app WhatsApp (n=1). The computer (internet) was used for email (n=8), video calls via Skype (n=4), to receive news from relatives (n=3), and to receive photos (n=2).

One interviewee (Interviewee 12) said she had an emergency call device, but she never used it as she was afraid of making unintentional calls that would have alarmed her caregivers unnecessarily.

Technological devices were not only used by the participants for communication purposes; internet was also used to search for recipes (n=1), for home banking (n=3), to search for the meanings of new words, or to look for information (n=7):

… Google Earth, that map used for searching Geography. … Well yes, [I search] any information, from Geography to historical figures, some historical figures, some art works [Interviewee 9]

Moreover, the participants declared that they used computers for some applications such as Office (n=3; “Of course, [I know] how to write documents using Word, working on tables…”—Interviewee 5), for their personal accountancy (n=1; “I use it to manage the household accounts”—Interviewee 5), to archive photos (n=1), and to watch Digital Versatile Discs (n=1).

Furthermore, from the analysis of the interviews, 3 trends emerged concerning the current use of ICT in relation with the past use of ICT, that is, at a younger age. About one-third of the participants used a computer in the past (both for work and for personal interests) and still used either a computer (n=6) or a smartphone (n=6). Most had an internet connection. An exception in this group was represented by 1 interviewee who used a computer in the past, but at the time of the interview, the only ICT he/she owned was an old mobile phone.

A second trend was represented by those (about one-third of the participants) who did not use a computer in the past and just used an old mobile phone at the time of the study.

Finally, a third group of participants did not use a computer in the past, but declared to currently use 1 or more ICT devices, such as a smartphone (n=7), a computer (n=3), or a tablet (n=1).

With regard to the association with the level of education, about half of the participants who had a computer in the past, received a postsecondary level of education. Conversely, among the 13 smartphone owners, only one-third went through higher education. Surprisingly, we did not find any obvious association between the participants’ age and their use of technology.

Older People’s Views of Their Relationship With Information and Communications Technology: Thinking Negatively, Acting Positively

Almost one-third of the interviewees (n=11) did not have an opinion about their relationship with technological devices. One-third (n=9) claimed to have a negative relationship with ICT, that is, endorsing a feeling of denial, inadequacy, or a lack of expertise:

… The only thing…because I’m not good at these technological things [Interviewee 2]

My relationship with technologies is very bad, very bad, very bad. … I think I refuse [to learn] it, because I do not think I’m so stupid not to be able to [Interviewee 6]
For goodness sake. It’s already so much that I’ve used this [the phone]! Absolutely! I’m not able to use them [technological devices]. [Interviewee 7]

This type of feeling was not necessarily associated with a refusal to use ICT. In fact, 8 of those who considered their relationship with technologies as negative (n=11) used several devices in their daily life (ie, smartphones and computers).

A total of 8 participants declared that they needed, and somehow sought for, some help to be able to use ICT:

Yes, but, for the most tremendous things, my brother in law used to come, he was the king of technology. [Interviewee 6]

Then, if a payment via home banking has to be completed, well...it’s made by my son or my daughter. [Interviewee 9]

In addition, 5 of those who could not define their relationship with ICT actually used several devices.

A small group of participants affirmed that they were in favor of new technologies (n=1), or stated that they wanted to improve their relationship with ICT or they wanted to adapt themselves to “advancing technology” (Interviewee 8), for example, by learning how to use their smartphone better (n=2), or by attending an informatics course (n=1). One participant said he/she wanted “to live in the technological era” (Interviewee 11).

Finally, 3 participants clearly stated that ICT was not a fundamental part of their lives, as “you can work the same without having a computer” (Interviewee 7) or was not “essential” (Interviewee 16). One interviewee declared he/she still used a paper telephone book “only because I often lose my cell phone” (Interviewee 15). However, 2 of these participants actually used a computer (Interviewee 15) or a smartphone (Interviewee 16).

Functions That Older People Would Ask a Hypothetical Robot for: Between Housekeeping and Need for Company

Most of the participants (n=18) wished to own a robot that helped them with cleaning the house. According to an interviewee, a robot could be a valid substitute of the housekeeper:

[A small robot should] first of all, do the cleaning and then I don’t know, nothing else, because I’m only interested in having the house cleaned and tidied up. [Interviewee 1]

Among these 18 interviewees, only 7 did not have any help with housekeeping activities.

Cooking was another desired task (n=5). One participant imagined that the robot could even be used as an oven.

Some participants (4) asked for a multitasking robot, able to act as a formal caregiver or babysitter or maid. According to 1 participant, it might be a machine with “its own intelligence” (Interviewee 7), able to perform the tasks that a human does not want to do or cannot do. Following this request of a multitasking robot, 1 participant imagined that this mechanical device could be able to drive a car. Another participant imagined the robot to go shopping with him. Others (n=2) wanted this hypothetical robot to go shopping for them or to buy their medicines, if they were unable to go by themselves (n=2). One participant asked for help with getting washed and dressed. Finally, 1 participant asked for support with physiotherapy.

Other participants (n=3) believed that a robot should be able to monitor the old person and ask for help in case of emergency:

If I fall, I fall. I can’t get up and knock at my neighbour’s door. And if...if I had the robot instead...very good [...] If the robot is present, it doesn’t sleep, it hears that something doesn’t work, or it rather has a sensor which tells it directly and it...does what it has to...nips, calls 113, I don’t know, 118 [emergency telephone numbers], it does anything [...] well [I would like] it to monitor me...and that it should intervene in case I couldn’t make it. [Interviewee 2]

On the other hand, about one-third of the participants would ask for a robot with more entertaining functions. The imaginary robot could itself be a companion (n=3) to listen to music (n=1), sing together (n=1), play cards (n=1), or share hobbies with (n=1). It was otherwise seen as a provider of general leisure activities (n=1), or to keep abreast of news (n=1), or as a tool to learn writing and reading (n=1). Most of the interviewees in this second group had a weak or fair social life.

Finally, a small group of participants (n=3) claimed that a robot could not only be useless but also a deterrent for those people who can perform some tasks autonomously (eg, housekeeping).

Sensitivity of the Old Persons’ Opinion to Others’ Experiences With Existing Information and Communications Technology Solution for Independent Living

After watching the video about Giraff, a robot carer which offers company and some monitoring functions [23], the participants’ opinions on ICT undertook a substantial change.

The most requested function from a robot was still related to cleaning the house, but this request was expressed by 9 participants instead of 19.

The second most frequent request, after watching the video, became the robot’s ability to ask for help in case of emergency (n=9), falls (n=1), and danger, in general (n=1). In particular, according to 5 participants, the robot could be useful in case of gas leaks, open windows, or an attempted break-in (n=5).

Moreover, only after watching the video, the participants could endorse the usefulness of the robot in monitoring vital signs (n=4). One person even spoke about “being monitored 365 days per year” (Interviewee 6). Giraff was not only perceived by some participants (n=3) as a useful instrument to remind the older person to perform some health-related tasks (eg, measuring their blood pressure and taking pills), but also as a reminder for buying groceries. The function of preparing meals was still considered important by 2 participants.

https://www.jmir.org/2019/8/e13228/
The robot was also acknowledged, but only minimally, as a communication instrument (n=2); indeed, it was considered by 1 participant as a valid alternative to a computer or a tablet. Moreover, an informant speculated an amplification function for people who suffer from hearing problems.

However, the idea that a robot could be a companion for an older person increased after watching the video (mentioned by 7 participants). One participant sustained that Giraff could be useful to go for walks together, and another imagined it could drive a car and take a person out. The fact that the robot could not “speak, offend, or get angry like a human being” was mentioned as an advantage of this special companion by 1 participant (Interviewee 9).

Some participants considered Giraff as a useful caregiver for those who are in old age (n=4) or have cognitive problems. However, although some informants still endorsed that the robot could perform important assistance functions in the case of people with lower levels of autonomy, overall, after watching the video, the participants tended to scale down the robot’s functions compared with the multitasking robot they had imagined before.

Interestingly, Giraff was seen as inadequate if an old person was self-sufficient in performing certain tasks (n=4) or even as a deterrent to keep oneself active and self-sufficient (n=2):

*I don’t know, these things...all those possibilities, it’s true, they exist and in my opinion they are very good for those who, unfortunately, can’t move and then I can understand, but, as long as a person is self-sufficient and can move freely, I think they are wasted potentialities.* [Interviewee 4]

Yes, well it does anything so, then...I don’t close the window anymore, I don’t switch off the light, it turns the light on, it does anything! I stay there completely still...so, O.K. when I am 102 years old...I agree...But if it does these things now using technology...when it gets dark all the lights go on, there are lots of things around...well, human beings don’t do anything anymore! [Technologies] can do all these things, if the door or the window are open, they close them...so I sit on my chair or in an armchair with that thing opposite me and I don’t move anymore. [Interviewee 8]

One participant highlighted that Giraff cannot be useful in increasing social relationships, particularly for self-sufficient people. Another participant did not consider this robot as a valid alternative or as an addition to other devices such as computer and telephone. One participant stressed the fact that Giraff could be annoying for those who live in a small house.

We noticed that the participants’ capacity to change their mind (about the possible functions of the robot), after watching the Giraff video, were mainly related to their baseline relationship with ICT, that is, the more positive it was, the more easily they changed their mind and could grasp the potentialities of a robot aimed at assisting an older person who lives alone.

**Discussion**

**Principal Findings**

Our study partially challenges the previously reported positive association between older people’s past and current use of ICT, as well as the positive association between the current use of ICT and higher education and lower age [4,12,14,15]. From our study, it emerged indeed that a number of interviewees who were currently using ICT (ie, smartphone) did not own a computer in the past, or did not receive higher education, or were not all youngolder people (aged 64-75 years). Furthermore, we found that a negative view of ICT (thinking negatively) not always corresponds to its actual rejection or underuse in everyday life.

Referring to robotics, our interviewees appeared quite open-minded. In particular, robots were considered suitable for housekeeping, for monitoring older people’s health and accidental falls, and for entertainment. After watching the Giraff video [23], many interviewees acknowledged those functions and even glimpsed other potentialities.

Although ICT is providing a wealth of new devices and possibilities, because of the common belief that older people are not keen to adapt or use new technologies in the same way younger generations would, researchers have been very cautious in developing new platforms, applications, and systems for older people [27].

Indeed, literature reported some correlation between the positive or negative perceptions of ICT and older people’s level of education, age, and previous familiarity with technological devices [4,12,14,15], thus supporting the theory of an educationally based digital divide. However, according to our findings, being open-minded to technologies seems to be only loosely related to older people’s level of education, contrary to what was reported by other studies [14]. In our study, just half of the participants who had a computer owned a degree, and among smartphone owners, just one-third had received higher education. Furthermore, we did not find correspondence between older people’s lower age and greater use of technology, contrary to previous studies [14,15]. In accordance with the existing research [4,12], we found that the actual use of technology seems more correlated with the previous use of technological tools. We also found that those who used a computer in the past seemed to be more open-minded toward new technologies, particularly smartphones. However, having used technology in the past does not seem a necessary condition to accept technology in the older age [15]; even if some participants in our study did not own a computer in the past, they did currently have a smartphone and were able to use it, not only to communicate, but also for other functions offered by the device. This is quite an important finding and it may be explained by the fact that today’s technologies are certainly more available and immediate than in the past, and therefore more accessible to older people too, with little adaptation. This process seems to improve older people’s digital literacy. This is confirmed by the fact that previous familiarity with technology seems to have a greater impact on the current use of computers and less on
smartphones and tablets use, whose interfacing modality is more intuitive [28].

Concerning the actual use of technological devices, we found that they are used by more technological older people for several aims. The most frequent use is to communicate with their children and relatives, but also to search for the meaning of some words, recipes, and to manage their money (home banking).

In accordance with a recent study [6], our results indicate that the greatest impact on the use of technologies is determined by their views: the more positive it was, more participants said they used technologies with satisfaction. However, the relationship between technologies views and their use is not straightforward. In fact, we detected some ambivalence in the participants’ words. A conflicting position sometimes emerged from the interviews about the object (the technologies that the participants actually used) and the way older people represent technologies to themselves. We discovered that even among the participants who claimed to have a negative relationship with technologies, some familiarity with them can be found in practice. It seems that negative views of technology do not always affect their actual use; on the contrary, sometimes older people tend to think negatively about technology, but act positively toward it.

In general, the older people in our study had many negative preconceptions about technology. They often declared that they were not able to use it despite the fact that they actually used several devices in their daily life. This feeling of inadequacy or incompetence in using technologies also emerged from other studies [8-10], and it seems to be reflected in our interviewees’ need to receive some help when using technologies. Therefore, providing technical support appears to be fundamental when proposing new technologies to older people.

With regard to the functions that the participants would ask a hypothetical robot for, when assisting them at home, we found that they require, above all, cleaning functions. In some cases, they asked for support in preparing meals and in other cases they requested to have their health state monitored or to receive monitoring and aid on request, as already reported in literature [1,7]. From the analysis of the participants’ requests, it seems that the desire to maintain autonomy and avoiding the help of a caregiver at home, especially for cleaning, could make them accept a robot in their home, as reported by existing literature [4,17,29]. Those participants who claimed for a multitasking robot seemed to be moved by the same reasons, although simultaneously they made an unrealizable request. It could be interpreted as a rejection of a robot at home or conversely as an unexpressed request for human aid, which can effectively act as a maid. A few participants stated that a robot could be useless or discouraging for those people who could still perform some tasks and therefore have a negative impact on their health and autonomy.

Health status is a common concern of all participants. A vital parameter control function was also considered important by participants, especially for the anxiolytic effect it may have on them. They also requested an option for Web-based shopping (although some have pointed out that the everyday shopping is important for the older people’s health) and functions that are similar to tools such as the Bimby or Thermomix, a kitchen robot which helps to prepare meals.

The need of sociality also emerged clearly. Some older people (especially those who stated that they had a poor or average social life) would ask a hypothetical robot for entertainment-related functions such as listening to music, singing, playing cards, receiving information or keeping up-to-date, and even sharing hobbies. A robot supporting older people living alone could thus have management and monitoring functions, as well as entertainment and company functions.

After watching the Giraff video, many of the above functions advocated by participants were confirmed, some reinforced, and new possibilities on socialization envisaged. The interviewed participants understood more clearly the usefulness of a robot in monitoring and managing emergencies, particularly the Giraff’s function of calling in case of emergency, which was acknowledged by one-third of the participants. One-third of the participants highlighted the perceived usefulness of Giraff in detecting gas leaks or intrusion of strangers into the house. From the socialization point of view, the participants’ acknowledgment of a robot’s ability to communicate and entertain increased after watching the video. This is an interesting aspect as people may not be automatically disposed to recognize a nonhuman interlocutor (the robot) as a converser in communication processes or as a leisure companion. One participant even emphasized that the robot “could not speak, offend, and get angry like a human being”; so, this mechanical device could be sometimes preferred to the company of a person.

We found that although only a few participants considered that a robot with the abovementioned functions would be useful to those who lost their autonomy, many realized that such a device would help maintain one’s own autonomy and be able to keep living alone in their home.

The way participants changed their mind (before and after watching the video) on the possible functions of a robot assisting them at home, seems to be correlated to the views of the technologies that the informants had previously expressed: the more positive it was, more they easily changed their mind and could grasp the potentialities of a robot aimed at assisting the older person who lives alone. Therefore, when proposing a robot to a prefrail elder living alone, the relationship with technologies and their views should be carefully evaluated. Both the older person and the other significant ones around them must perceive the usefulness of technologies, for example, in the contribution that they can give to their safety.

The functions that our participants asked a robot for are perfectly in line with those recommended by others belonging to different cultures, such as house cleaning, help in finding information, detecting falls or domestic accidents, monitoring vital parameters, and even in walking around [1,7]. In addition to these functions, more related to house management and to health monitoring, some participants expressed their desire for a company or entertainment function that may counteract a condition of loneliness referred by many older people as indeed a cause of frailty.
In conclusion, the results of our study indicate that a technological device such as Giraff could be well received by prefrail older people who live alone at home, even when they belong to a Latin culture (Mediterranean countries and Latin America), where the elder’s assistance is commonly delegated to family members, usually women. In some cases, the robot was considered useful in communication processes or even as a leisure companion. This means that some participants could consider such a device as a remedy to their loneliness. This does not mean considering a technology such as Giraff as a substitute of a human person, but as a tool to maintain and broaden one’s relationships and interests.

**Limitations**

The qualitative design of this study entails both strengths and limitations. Though we were able to examine data not easily accessible to quantitative research, these results are not transferable. An additional limitation stems from our recruitment mostly coming from ANTEAS, in which participants volunteered or participated in recreational activities. Therefore, even if purposively sampled, the majority of our participants could be defined as socially active older people. Furthermore, our participants lived in a big city. Different perspectives on technologies could be gathered from prefrail older people who live alone in a countryside.

**Conclusions**

This study provides insights on the perceptions of new technologies in a group of prefrail older people. This is a target of potential users that has received little attention by the literature. Our study suggests that many participants were able to use technologies, even if they did not always recognize it. Moreover, many seemed to be open-minded toward technological devices, even toward robots. Moreover, some older people, even from Latin culture where familiarism—a strong commitment to the family as a system of support, learning, socialization, and assistance—can be a core cultural value, could recognize among the functions that a robot should have, some not trivial ones, such as company and entertainment.

Therefore, proposing new advanced technology to a group of prefrail older people, who are self-sufficient and live alone at home, is both attainable and desirable. However, before proposing robots to this target group, it is highly recommended to conduct a pilot study on the development of such new technology to make it more suitable for the end users, as we began to do in this study.
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Abstract

Background: Predatory journals fail to fulfill the tenets of biomedical publication: peer review, circulation, and access in perpetuity. Despite increasing attention in the lay and scientific press, no studies have directly assessed the perceptions of the authors or editors involved.

Objective: Our objective was to understand the motivation of authors in sending their work to potentially predatory journals. Moreover, we aimed to understand the perspective of journal editors at journals cited as potentially predatory.

Methods: Potential online predatory journals were randomly selected among 350 publishers and their 2204 biomedical journals. Author and editor email information was valid for 2227 total potential participants. A survey for authors and editors was created in an iterative fashion and distributed. Surveys assessed attitudes and knowledge about predatory publishing. Narrative comments were invited.

Results: A total of 249 complete survey responses were analyzed. A total of 40% of editors (17/43) surveyed were not aware that they were listed as an editor for the particular journal in question. A total of 21.8% of authors (45/206) confirmed a lack of peer review. Whereas 77% (33/43) of all surveyed editors were at least somewhat familiar with predatory journals, only 33.0% of authors (68/206) were somewhat familiar with them ($P<.001$). Only 26.2% of authors (54/206) were aware of Beall’s list of predatory journals versus 49% (21/43) of editors ($P<.001$). A total of 30.1% of authors (62/206) believed their publication was published in a predatory journal. After defining predatory publishing, 87.9% of authors (181/206) surveyed would not publish in the same journal in the future.

Conclusions: Authors publishing in suspected predatory journals are alarmingly uninformed in terms of predatory journal quality and practices. Editors’ increased familiarity with predatory publishing did little to prevent their unwitting listing as editors. Some suspected predatory journals did provide services akin to open access publication. Education, research mentorship, and a realignment of research incentives may decrease the impact of predatory publishing.

(J Med Internet Res 2019;21(8):e13769) doi:10.2196/13769
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Introduction

Increased access to the Internet has allowed for open access publishing to flourish. Traditional modes of scholarly publication involve the transfer of copyright from authors to publishers, with journal fees collected to provide access to articles. Traditional publishing, whether due to cost or perceived prejudicial peer review, is not embraced by all [1,2]. In contrast, in an open access model, authors typically retain rights to their work, it is immediately available to all readers, and funding is provided by authors themselves in the form of publication fees. Almost exclusively, publication and circulation of open access
articles occurs through the Internet. Both models involve peer review, editing, and some degree of article promotion.

So called “predatory” journals take advantage of the open access publication model to prey on unsuspecting authors [3]. Such journals advertise the same services as open access journals but may fail to provide adequate peer review, licensing, quality control, and content preservation. Predatory journals are more likely to solicit authors via email for papers in exchange for publishing fees. Given that monetary incentives come from author submissions, they are not beholden to the same motivation of high, perceived journal quality to entice library subscription as in traditional journals. By design, early-career physicians may not suspect such journals as illegitimate and are strongly incentivized to publish to advance their careers [4]. Predatory journals’ articles are not typically indexed on accepted forums and are objectively poor venues for dissemination. Predatory journals go to great lengths to appear legitimate; the fact that 400,000 items are published online per year under their banner speaks to their success [5].

Defining what is and is not a predatory journal has been a point of contention among researchers [6-8], Beall’s list, a list of publishers thought to be possibly predatory based on a single researcher’s criteria, has been controversial [8]. It is now only available as an online resource. Recently, other groups have independently identified characteristics that suggest a journal is predatory [9]. Lists that purposefully provide certification of legitimate open access publishing, such as the Directory of Open Access Journals (DOAJ) [10] and the Open Access Scholarly Publishers Association (OASPA) [11], offer an alternative way to ensure high-quality open access publishing. Up-and-coming open access journals could appear to share some of the characteristics of a predatory journal and have been critical of blacklists [7,12].

What remains unknown amid this controversy is the perspective of both editors who manage predatory journals and those choosing to publish in them. While the lay press and literature has increasingly drawn attention to this issue, these journals continue to exist [3,5,13]. No literature to date addresses whether authors are unknowing victims or complicit coconspirators in the predatory publishing scheme. Our objective was to understand the motivation of authors in sending their work to potentially predatory journals. Moreover, we aimed to understand the perspective of journal editors at journals publicly cited as potentially predatory. We hypothesize that authors and editors are unaware that journals in which they are involved are possibly predatory.

**Methods**

Beall’s list [8] was accessed on August 1, 2018, at which time 2567 publishers were noted. Beall’s list was created using 48 criteria for a publisher-at-large or an individual journal [8]. The criteria assess varied factors such as grammatical or spelling errors on official communications, availability of complete editorial contact information, and the presence of false claims of indexing by services such as PubMed [14]. At present, this list is exclusively available online [8].

A total of 350 publishers were randomly selected from this list, using a random-number generator. Eight reviewers (AC, GP, PK, MN, AT, JM, CB, and SW) evaluated publishers using the following criteria. First, we confirmed an active link to the publisher website. Second, we reviewed the titles of journals within the portfolio of a publisher’s work to assess if any were biomedical journals in scope. Specifically, we applied the MEDLINE criteria: “[Journals] predominantly devoted to reporting original investigations in the biomedical and health sciences, including research in the basic sciences; clinical trials of therapeutic agents; effectiveness of diagnostic or therapeutic techniques; or studies relating to the behavioral, epidemiological, or educational aspects of medicine” [15]. Journals meeting this criteria were noted. Third, we cross-referenced listed journals with the DOAJ [10], the OASPA [11], and the US National Library of Medicine [14]. We excluded journals listed on any of these sites. Fourth, we assessed whether links to specific journals were live and whether the journals had published articles. Fifth, the reviewers selected the most recent, original online article from the journal and recorded the name, country of origin, and email of both author and editor from the website. The selection criteria and ultimate composition of the cohort are summarized in Figure 1. All data were stored in REDCap [16].

Surveys for both authors and editors were created during a round-table discussion among study authors. The surveys underwent iterative testing for clarity, content, and length. Next, we invited editors and authors to participate via email. Surveys were administered using REDCap, with one reminder sent to nonresponders. We simultaneously performed a nested randomized controlled trial on incentives to encourage survey response, which is published separately [17]. Invitees were randomized into a control group, a group eligible for a cash prize (US $100), and a group whose response lead to monetary donation to charity (US $2.50 to Rotary International per respondent). Rotary International is a nondenominational international charity with 35,000 worldwide clubs that have been instrumental in multiple projects, including the fight to eradicate Polio [18]. To maximize recruitment, survey invitations were personalized to include the article and journal name for authors and the journal name for editors.

Surveys assessed authors’ basic demographics, publication history, their recollection of the editorial process for the article in question, and their knowledge regarding predatory journals (see Multimedia Appendix 1). Editors were queried about basic demographics, the editorial process for the publication in the journal in question, cost of publication, and their knowledge regarding predatory journals (see Multimedia Appendix 2). Of note, the mention of predatory journals was not made until a separate page of the survey, so as to not prejudice responses. For the purposes of this study, we defined a predatory journal as “an exploitative open-access academic publishing business model that involves charging publication fees to authors without providing the editorial and publishing services typically associated with legitimate journals.” Citations of articles as reported by authors were confirmed using a search in Google Scholar [19]. Partial survey responses were excluded, but those
Summary statistics were used to describe the cohort. Means and standard deviations as well medians and interquartile ranges (IQRs) were used for continuous variables. Frequency tables were used for categorical variables. The chi-square statistic was used to compare frequencies between groups. Developed-nation status was based on the World Bank listing for high-income countries derived from gross national income higher than US $12,056 per capita [20]. Statistics were calculated using Stata 15 (StataCorp). The datasets used and/or analyzed during this study are available from the corresponding author upon reasonable request.

Consent for publication was granted by participants when they responded to the survey in accordance with Institutional Review Board (IRB) approval. Ethical clearance was granted by the IRB of the University of California, San Francisco, CA (approval number: 18-25351).

Results

Overview

Journals meeting selection criteria came from 181 distinct publishers. There was a substantial range in the number of journals per publisher represented in our cohort. A total of 58.0% of publishers (105/181) were singular entities, having only a single journal in their portfolio. However, several larger publishers were also included; indeed, 52.00% of (1146/2204) journals came from just 3 out of 181 publishing companies (1.7%). Of the articles selected, 59.68% (811/1359) were
published in 2018, 17.73% (241/1359) were published in 2017, and none were published before 2014. Authors and editors represented a global academic community (see Figure 2). Of all articles selected, 40.03% (544/1359) had corresponding authors from high-income countries, as defined by the World Bank [20]. The overall survey response rate was 13.0%, with editor response rates significantly lower than those for authors (6.5% vs 18.9%, respectively, \( P < .01 \)). Several respondents provided incomplete responses (n=40). Complete responses were collated from 206 authors and 43 editors, out of a potential 1165 and 1062, respectively, for a final response rate of 11.18% (249/2227).

**Authors**

Responding authors had a median age of 43 years (IQR 33-54), with 47.0% (95/202) reporting that they had been in practice for over 15 years (see Table 1). A total of 7.4% (15/202) of authors self-identified as still in a training program. Authors published a median of 3 (IQR 2-6) manuscripts in the year prior to survey completion; lifetime median articles published was 15 (IQR 5-45). A total of 56.1% (110/196) of funding for research projects was from personal funds. Authors reported a median cost of US $190 (IQR 0-520) for publication. A total of 78.2% of authors (158/202) recalled a peer review, with 38.6% (76/197) reporting 16-30 days between submission and acceptance. A total of 68.0% of authors (140/206) had to submit revisions and 67.0% of authors (138/206) did not submit their article elsewhere before selecting this particular journal. Of 206 studies, 22.3% (n=46) were observational, 11.2% (n=23) were basic science studies, 10.7% (n=22) were case series, and 9.7% (n=20) were systematic reviews.

A total of 12.1% of authors (25/206) felt publication in their chosen journal was both prestigious and had a positive impact on their career. In addition, 19.6% of authors (39/199) noted a positive career impact if they reported their paper was cited versus 10.6% (21/199) that reported a positive impact when their paper was not cited (\( P = .04 \)), with 27.2% (56/206) of total articles reportedly cited. Authors’ perceptions of the journals’ prestige was not impacted by whether their paper was cited. Google Scholar searching confirmed that only 16% (9/56) of those articles purported to be cited had a recorded citation. A total of 40.8% of authors (84/206) felt this particular publication was neutral in terms of career advancement and 14.1% (29/206) had published in the same journal prior to this particular publication. Most common reasons for selecting this particular journal for publication were open access (74/206, 35.9%), solicitation (52/206, 25.2%), and affordability (31/206, 15.0%).

Authors that paid fees in the top quartile (>US $519) for publication had no difference in perception of journal prestige, impact on career, shorter publication times, or fewer revision requests than authors paying lower fees (see Table 2). They were significantly more likely to use private, nongovernment funds (\( P < .01 \)). These authors reporting higher expenses were not necessarily more likely from high-income countries (80/206, 38.8% vs 60/206, 29.1%; \( P = .08 \)). Authors came from 54 countries, spanning all continents except Antarctica; 23.3% (48/206) were from India and 13.6% (28/206) were from the United States.

**Editors**

Editors’ median age was 41 years (IQR 33-53) (see Table 1). Among survey responders, 40% of editors (16/40) were from India, 20% (8/40) were from the United States, and the residual editors were from varied locations. Editors reported performing editorial duties for a median of 2 journals (IQR 2-4), and for 79% of the editors (34/43), such involvement promotes their academic advancement. A total of 42% of editors (18/43) work primarily in an academic center and 79% (34/43) noted that being an editor positively impacts their career.
<table>
<thead>
<tr>
<th>Demographics</th>
<th>Authors (N=206)</th>
<th>Editors (N=43)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, median (IQR)</td>
<td>43 (33-54)</td>
<td>41 (33-55)</td>
<td>.72</td>
</tr>
<tr>
<td>Gender (male; N=205 authors), n (%)</td>
<td>147 (71.7)</td>
<td>29 (67)</td>
<td>.43</td>
</tr>
<tr>
<td>From high-income country, n (%)</td>
<td>71 (34.5)</td>
<td>13 (42)</td>
<td>.40</td>
</tr>
<tr>
<td>Years in practice (N=202 authors; N=42 editors), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-5</td>
<td>37 (18.3)</td>
<td>8 (19)</td>
<td>.77</td>
</tr>
<tr>
<td>6-10</td>
<td>34 (16.8)</td>
<td>9 (21)</td>
<td></td>
</tr>
<tr>
<td>11-15</td>
<td>21 (10.4)</td>
<td>4 (9)</td>
<td></td>
</tr>
<tr>
<td>&gt;15</td>
<td>95 (47.0)</td>
<td>20 (48)</td>
<td></td>
</tr>
<tr>
<td>In training</td>
<td>15 (7.4)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Estimated publication cost in US $, median (IQR)</td>
<td>190 (0-520)</td>
<td>634 (75-1360)</td>
<td>.02</td>
</tr>
<tr>
<td>Estimated days from submission to acceptance (N=197 authors; N=25 editors), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-15</td>
<td>30 (15.2)</td>
<td>4 (16)</td>
<td>.01</td>
</tr>
<tr>
<td>16-30</td>
<td>76 (38.6)</td>
<td>4 (16)</td>
<td></td>
</tr>
<tr>
<td>31-45</td>
<td>45 (22.8)</td>
<td>14 (56)</td>
<td></td>
</tr>
<tr>
<td>46-60</td>
<td>25 (12.7)</td>
<td>2 (8)</td>
<td></td>
</tr>
<tr>
<td>&gt;60</td>
<td>21 (10.7)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Articles did not undergo peer review (N=25 editors), n (%)</td>
<td>45 (21.8)</td>
<td>2 (8)</td>
<td>N/A^b</td>
</tr>
<tr>
<td>Type of study (author), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observational</td>
<td>46 (22.3)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Other^c</td>
<td>32 (15.5)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Basic science</td>
<td>23 (11.2)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Case series</td>
<td>22 (10.7)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Survey research</td>
<td>20 (9.7)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Systematic review</td>
<td>20 (9.7)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Qualitative research</td>
<td>15 (7.3)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>15 (7.3)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Editorial or letter to the editor</td>
<td>13 (6.3)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Reasons for publishing in this particular journal (author), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open access for dissemination</td>
<td>74 (35.9)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Other^d</td>
<td>52 (25.2)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Solicited by editor</td>
<td>52 (25.2)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Affordability</td>
<td>31 (15.0)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Influenced by online advertising</td>
<td>22 (10.7)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Recommendation from peer</td>
<td>22 (10.7)</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

^aIQR: interquartile range.
^bNot applicable.
^cOther types of studies include meta-analyses, randomized controlled trials, case controls, and critical reviews.
^dOther reasons include impact factors, recommendations from supervisor, print ads, and perceived journal prestige.
A total of 40% of editors (17/43) who responded were not aware that they were listed as an editor for the particular journal in question. These editors were excluded from subsequent analysis. Among remaining editors, 96% (25/26) felt their journal was not a predatory journal and 50% (13/26) were already aware their journal was listed on Beall’s list. A total of 92% (24/26) of editors reported that their journal requires peer review. Editors reported that the mean cost to publish in their journals was US $634 (IQR 75-1360). Editors’ estimated, on average, that 50% of manuscripts required revisions and that 35% were rejected. A total of 54% (14/26) of editors reported that 31-45 days elapsed between submission and acceptance.

Whereas 77% of all surveyed editors (33/43) were at least somewhat familiar with predatory journals, only 33.0% (68/206) of authors were somewhat familiar with them ($P$<.001) (see Figure 3). Similarly, only 26.2% of authors (54/206) were aware of Beall’s list of predatory journals versus 49% (21/43) of editors ($P$<.001). A total of 30.1% of authors (62/206) believed that their publication was published in a journal that could be defined as predatory, once given the definition. Given knowledge that a journal was definitely predatory, 87.9% of authors (181/206) surveyed would not publish in the same journal in the future.
Narrative comments were also collected via the survey. These provided surprising and conflicting insight into the attitudes and opinions of both authors and editors. Additionally, many survey respondents felt passionate enough about this topic to contact the research staff via email to share additional long-form opinions. Selected comments are presented in an anonymized fashion in Multimedia Appendix 3. Some editors expressed surprise and outrage about their listing as editors, whereas others were defensive of their journals, described continued editorial improvements, and in rare cases disparaged Beall’s list. Authors expressed regret about their publication choice, whereas others felt they had no other options or provided negative commentary about traditional publishing models. The comments emphasize the controversial and divergent opinions surrounding predatory publishing. These issues will not be solved overnight; as stated by one author, “In [country name], one must have two or three publications in [a] journal with impact, so you do not say what or why; simply you must do it.”

**Discussion**

**Principal Findings**

We found editors were at least somewhat familiar with predatory journals, but the vast majority of authors (67%) were not. Per authors and editors, in limited cases, predatory journals seemingly provide some editorial support via revisions, rejections, and circulation that was enough to drive citations. Predatory journal authorship is a global phenomenon in our study, with higher penetrance in India and the United States. Alarmingly, 39% of editors reported not even being aware of being a journal editor for the journal in question. Several editors sent us comments stating they had previously asked that their name and contact information be removed from the journal websites, given no purposeful affiliation. After alerting authors that their recent publication was in a potentially predatory journal, 88% would avoid the same journal, demonstrating that via dissemination of knowledge regarding predatory practices, predatory publishing may decrease.
Services Provided by Predatory Journals

On the surface, these predatory journals are providing at least some service to authors. In our cohort, authors frequently recalled a peer review and a need to submit revisions. Editors similarly stated that a peer review was performed and approximately 35% of articles were rejected. A potential marker of journal prestige and circulation is ultimately citation, reported by 27% of surveyed authors [21]. Of note, we could only verify 16% of author-reported citations. While assessing the quality of dissemination or peer review is beyond the scope of this work, from provided comments, there is clearly a stigma with being associated with a predatory journal for both authors and editors. There is little debate that any journal continuing to list editors that renounce that affiliation are illegitimate. Nevertheless, this work urges caution in branding a journal predatory without insight provided by editors and authors; ongoing work defining predatory journals should incorporate their perspectives.

Further Analysis

We found that 40% of authors were from countries designated by the World Bank as high income; prior work suggests that authors who published in predatory journals were primarily from developing nations [22]. A predominance of Indian (34.7%), African (16.4%), and Asian (25.6%) authorship was shown previously, using a complex stratified selection criteria of publishers; in our cohort, 23% of authors were from India [5]. Recent growth in research enterprise in nations such as India has created a need for forums of publication. Publication in the mainstream scientific press may be limited by access, bias against international research work, lack of shared scientific interest, or a true marker of low-quality work [12]. India may be a case study for this situation and this could explain why it is overrepresented in authors and editors in predatory journals, as typical journals do not and cannot accept the quantity of work produced [23].

Prior work proposed that young naïve authors are the target of predatory journals, but 47% of responding authors in this study have been in practice for more than 15 years [4]. Similarly, in economics, a surprising 11% of 1284 articles in predatory journals were published by authors registered as part of a prestigious international authorship group [24]. By way of strategy, publishers target emerging markets rather than new researchers specifically [25]. By creating multiple publishing sites, each with 60-100 unrelated journals tailored to a particular culture, it can be difficult to complete an online journal search and not link to one of these journals. Further analysis suggested that such journals essentially had the same editorial team, despite glaringly different topic areas and very few, if any, publications [25].

A high proportion of responding authors in our cohort reported that publication is an important facet of academic advancement. There is a growing concern that the motivation to publish may supersede desires for research quality [26]. Both authors and editors are incentivized to publish and edit to advance their careers. While the scholarly advancement of knowledge is a noble pursuit in and of itself, a growing number of scientific articles are never cited, suggesting inherently that they are flawed, do not contribute to knowledge, or are in poorly indexed journals rendering their research essentially invisible [27]. It is a fact that due to limited resources and human capital, not all academic centers are set up to succeed as a research enterprise. This may limit the potential impact of research from such sources. Mixed with incentives to “publish or perish,” authors may be tempted to lower their standards for publication and provide a market for continued predatory publishing.

Potential solutions to predatory publishing include demanding promotion committees judge faculty on the quality of publications in lieu of sheer number [27]. Authors should receive training regarding the existence of predatory publishers. The onus remains on authors to independently verify credentials of journals and to confirm journal indexing claims. New initiatives such as Think, Check, Submit. [28], an international collaboration providing practical resources to educate researchers, promote integrity, and build credible research publications, should be publicized [29]. Research mentors should assist colleagues and steer them toward legitimate journals. White lists or other affirming criteria should be publicized among authors seeking publication to motivate higher-quality outlets for their work. Authors in our study were most motivated by cost and the open access model, so high-quality journals meeting that criteria should be lauded. They were also motivated by solicitations, so education surrounding such email or print invitations should be circulated [30]. Accountability for publishers should be demanded, particularly for blatant false claims involving indexing, editors, and cost. Regulatory oversight in the country of origin of predatory publishers should be strengthened—in some cases, no such oversight exists—and criminal charges pursued, if relevant.

Some authors shared already-published concerns regarding blacklists, such as Beall’s stifling of innovation in open access publishing, which is why we cross-referenced our findings with well-publicized white lists to generate a cohort of authors and editors [6-8]. Prior work on predatory journals has not made this effort [5-8]. White lists provide an independently verified listing of journals with ethical and quality publication standards. We elected to use the US National Library of Medicine [14] as one white-list source in lieu of Embase or other publisher-operated sites. Given that Embase and similar sites are publishing-company owned, their ability to assess the suitability of journals for inclusion may be biased, given their own financial incentives. In contrast, the US National Library of Medicine has transparent requirements for inclusion. Nonetheless, different white lists could provide a slightly different cohort of authors or editors to study and, hence, caution is advised in drawing generalizations.

Limitations

A major limitation to this study is our poor response rates from both authors and editors, but particularly editors. Given that 39% of responding editors were not even aware that they were editors at the journal in question, it is not surprising that editors-at-large may have faced confusion with our survey invitation. Moreover, unlike author email addresses, the editorial email addresses often took a generic form, such as “editor@journalname.org,” and may have encountered staff
that did not forward the survey to the intended recipient. Our data comes from an international cohort, but we randomized the selection of publishers and not the countries of publishers. As such, some countries only contributed via a single survey response and the responses should not be seen as representative of all authors of that region. All authors published their papers in English journals. Nonetheless, English may not be a first language for respondents, limiting responsiveness or leading to response error. Due to monetary and time constraints, we did not perform survey adaptation or cross-cultural validation for global participants [31,32]. Survey response may have been low due to survey fatigue, disinterest, or prejudice against the topic area, which may have increased response bias [31,32]. Ultimately, this was a volunteer sample, which selected for respondents over nonrespondents. Given that our demographic data exclusively came from voluntary respondents, we cannot compare to the nonresponder group, reducing the generalizability of our work.

Conclusions
Predatory journal authorship is a global phenomenon not unique to early-career researchers. The majority of studied authors were not familiar with predatory publishing practices, despite being published in a suspected predatory journal. Alarmingly, 39% of editors reported that they were not even aware of being an editor for the journal in question, clearly confirming the unethical practices of such journals. Education, research mentorship, and a realignment of research incentives may decrease the impact of predatory publishing.
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Abstract

Background: The protection of private data is a key responsibility for research studies that collect identifiable information from study participants. Limiting the scope of data collection and preventing secondary use of the data are effective strategies for managing these risks. An ideal framework for data collection would incorporate feature engineering, a process where secondary features are derived from sensitive raw data in a secure environment without a trusted third party.

Objective: This study aimed to compare current approaches based on how they maintain data privacy and the practicality of their implementations. These approaches include traditional approaches that rely on trusted third parties, and cryptographic, secure hardware, and blockchain-based techniques.

Methods: A set of properties were defined for evaluating each approach. A qualitative comparison was presented based on these properties. The evaluation of each approach was framed with a use case of sharing geolocation data for biomedical research.

Results: We found that approaches that rely on a trusted third party for preserving participant privacy do not provide sufficiently strong guarantees that sensitive data will not be exposed in modern data ecosystems. Cryptographic techniques incorporate strong privacy-preserving paradigms but are appropriate only for select use cases or are currently limited because of computational complexity. Blockchain smart contracts alone are insufficient to provide data privacy because transactional data are public. Trusted execution environments (TEEs) may have hardware vulnerabilities and lack visibility into how data are processed. Hybrid approaches combining blockchain and cryptographic techniques or blockchain and TEEs provide promising frameworks for privacy preservation. For reference, we provide a software implementation where users can privately share features of their geolocation data using the hybrid approach combining blockchain with TEEs as a supplement.

Conclusions: Blockchain technology and smart contracts enable the development of new privacy-preserving feature engineering methods by obviating dependence on trusted parties and providing immutable, auditable data processing workflows. The overlap between blockchain and cryptographic techniques or blockchain and secure hardware technologies are promising fields for addressing important data privacy needs. Hybrid blockchain and TEE frameworks currently provide practical tools for implementing experimental privacy-preserving applications.

(J Med Internet Res 2019;21(8):e13600) doi:10.2196/13600
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**Introduction**

**Background**

**Data Privacy Issues With New Technologies**

The emergence of social networks, smartphones, wearable devices, and internet of things (IoT) devices introduces unprecedented avenues for the mass collection of personal data about behaviors, biology, and health. The ubiquity of these technologies presents novel challenges when considering how to protect the privacy of individuals, and the potential to reveal sensitive and identifiable information intentionally or unintentionally has grown.

A recent Pew Research Center report found that physical location data represent one of the most sensitive data types [1]; yet more than 1000 popular smartphone apps track precise location data, some of which sell that data to third parties for targeted ads or analytics [2]. Prompts that grant an app permission to collect location data rarely reflect how the data will be used, with specifics buried in an app’s privacy policy. Although location companies claim that the data collected are used to analyze aggregate patterns, not individual identities, employees and clients still have access to raw data and could identify users without their consent. Major telecommunications carriers sell user location data, and reporters have shown that data can be resold to a long chain of downstream companies. The lack of regulation in this data ecosystem has resulted in a black market for the sale of user location data [3].

Once a third party collects user data, it is difficult to guarantee that the data are not misused or mishandled. Between 2013 and 2014, Cambridge Analytica collected social media data from Facebook users for academic research, but later repurposed the data for political advertising [4]. In the past decade, major data breaches have exposed billions of user accounts [5]. There are also several instances of malicious apps that directly expose private information without user consent [6]. Regulatory efforts, including the “right to be forgotten” directive under the General Data Protection Regulation, aim to curb this trend in an effort to protect user privacy [7].

These issues present difficulties for biomedical researchers conducting studies that would otherwise benefit from convenient, passive, and longitudinal methods of data collection to identify novel biomarkers and develop digital therapeutics. There is a need for an open and trusted method for sharing data with untrusted third parties that ensures (1) posterior privacy, where personal data are not shared beyond the study for which the individual has consented and (2) that the data are only used for the intended purpose of the study.

In this paper, we reviewed the current state of privacy-preserving techniques for personal data, motivated by a location-sharing use case with applications in health care. We compared privacy-preserving techniques along several axes, including the level of trust required in the research team, the generalizability of the technique, and the availability of open source tool support. It is our intention to provide a pragmatic road map to help researchers make informed decisions about the utilization and processing of sensitive personal data. We provide a reference software implementation for the location-sharing example use case, using one of the examined techniques for privacy preservation.

**Predictive Modeling in Health Care Using Biomedical and Location Data**

Smartphone phone usage, and geolocation data in particular, is consequential for several health care applications. Location data have already been used in a variety of applications in health, for example, to monitor behavioral and environmental risk factors [8,9], to improve disease management and treatment delivery [10], and to inform public health policy in substance abuse [11]. In a representative example, researchers found that features extracted from global positioning system (GPS; movement and locations) and phone usage (social connectedness) strongly related to symptom severity in depression. The availability of smartphone tools provides a vector for continuous, passive assessments that could one day augment current data collection methods in clinical psychopharmacology [12]. However, it is important to stress that although geolocation data can be valuable for health care research, it is also one of the most fundamentally sensitive pieces of personal information.

**Feature Engineering**

Feature engineering is the process of transforming raw data into a representation that is amenable to machine learning algorithms. For example, say you are building a system to forecast driving time between two locations in a major metropolitan area. You are given data that contain the date, time of day, and driving time between the two locations for the previous year. The raw date data (YYYY-MM-DD) are unlikely to be useful for predicting drive time, but knowing whether the day is a weekday or weekend may be very useful. A machine learning scientist might write code that returns true if the date is a weekday and false if it is a weekend. The newly engineered Boolean feature, weekday, encodes important domain knowledge—that traffic patterns are different on weekdays compared with weekends—and may improve the accuracy of the predictions from the machine learning model.

Historically, feature engineering has been a manual process, based on the experience and domain expertise of the machine learning scientist [13]. More recently, automated systems that learn feature representations automatically from the data, such as sparse coding and auto encoders, have demonstrated good performance as the basis for deep learning models. Here, we describe a framework for feature engineering that preserves the privacy of identifiable data and is applicable to either manual or automated feature engineering procedures.

**Minimal Exposure Feature Engineering**

Our approach is based on the premise of minimal exposure; that participants should only reveal the minimal data required for the study and researchers should only collect the data required for the study. The feature engineering step of an analysis pipeline offers an opportunity to limit exposure by transforming identifiable, sensitive, or otherwise private data into deidentified or anonymized features. This minimal exposure approach to feature engineering creates a framework that benefits both researchers making informed decisions about the utilization and processing of sensitive personal data.
participants and researchers. By making it openly difficult for researchers to obtain raw personal data, participants may feel more willing to share their data and contribute to research studies. At the same time, removing researcher data access may simplify and expedite research studies by reducing the resources diverted toward maintaining secured data servers and limiting exposure to personally identifying information. In Figure 1, we illustrate the approach whereby raw data and feature extraction are encapsulated in a secure environment, removed from the researchers who are primarily interested in the underlying features.

Figure 1. A minimal exposure approach to feature engineering, where sensitive raw data are not exposed to a third party. As an example, reverse geo-encoding is performed in a secure environment to extract a location category, which could be used to determine population models on prescription refill adherence.

Interest in Blockchain Technology for Data Privacy
Over the course of 6 months in 2018, the landscape map of blockchain projects within the health sector tripled in size, with nearly 150 projects that raised more than US $660 million [14]. The most common function of health care and biomedical blockchains is the management of data and digital assets (38%), which includes identity management, patient data, health systems operations data, and more [14]. This suggests that one of the more popular applications of blockchain technology centers around the idea that individuals may desire control of their data as a way of feeling that their privacy and data are kept more secure.

A blockchain consists of a distributed network of unaffiliated computers (nodes) that maintain an immutable record of transactions that are verified using a cryptographic protocol. Blockchain networks are further characterized as public, private, or consortium networks depending on who can participate in the network, and how transactions are verified. In public blockchains, transactions are verified and a global state of truth (distributed ledger) is maintained by a trustless network. A trustless network refers to a decentralized network with a consensus protocol. The consensus protocol incorporates sender authenticity via public key cryptography, game theory and cryptoeconomic (digital currency) incentives, and computational complexity to ensure that honest nodes are rewarded, and dishonest nodes are penalized to maintain the canonical truth. By making each transaction auditable and permissionless, public blockchains ensure data integrity, trust, and verifiability.

Advances in blockchain technology have enabled the deployment of rule-based, self-executing software code called smart contracts. Smart contracts remove the need for intermediaries by acting as predefined arbiters. In addition, smart contracts are immutable and publicly verifiable when the contract code is made public. The combination of smart contracts with a trustless environment is what eliminates the need for trusted third parties that are responsible for managing private data. These features make smart contracts particularly relevant to this study.

Aim of This Study
The aim of this study was to examine and compare current privacy-preserving methods based on their ability to maintain the privacy of personal shared data. Methods were compared based on the level of trust required of a third party, and the practicality of implementing these techniques framed as a feature engineering step. This study also aimed to identify the more promising techniques that researchers and software developers can use when building applications concerned with preserving data privacy.

The examination is set against a practical use case of collecting location data from individual participants, from which interesting features related to health can be extracted. To make this example as accessible to researchers as possible, we provide an open-sourced software project that implements one of the examined techniques for the location sharing use case.

Methods
Primary Outcomes
The primary outcomes of this study are as follows:
1. Define a set of properties on which to evaluate the privacy-preserving properties of each approach.
2. A qualitative comparison, grounded in a geolocation feature engineering use case, of the privacy-preservation properties of each approach.
3. A proof-of-concept software implementation for extracting the category of a location from GPS coordinate data while maintaining privacy using one of the more practical blockchain techniques.

Literature Review
We conducted a review of literature, health care–related blockchain use cases, and applied blockchain projects on the Web. These techniques were identified using keyword searches in electronic databases (Google Scholar and PubMed) and search engine (Google) results. The keywords were privacy blockchain, deidentification, and privacy feature engineering. The results at the time of the search (January 2019) consisted of methodologies described in a variety of formats, including 4 academic papers in peer-reviewed journals, 6 academic papers in conference proceedings, 2 literature and product surveys, 1
doctoral dissertation, 7 scientific journal preprints, 11 product specifications, and 1 academic lecture materials.

The techniques were divided into the following categories: (1) methods that rely on a trusted third party, (2) cryptographic methods, (3) trusted execution environments (TEE), and (4) methods incorporating blockchain. Examples about existing implementations of each of these technologies are included in Multimedia Appendix 1 [15-43].

**Evaluation Properties**

Data privacy laws [44-46] offer a regulatory perspective on the several dimensions in which data privacy can be compromised. Table 1 summarizes some of the key regulatory principles. These regulatory guidelines make it clear that data privacy is highly dependent on the responsibilities of trusted organizations, and the capabilities of the technologies they implement. We predict that future data-sharing systems will be informed by these privacy guidelines and that a framework for evaluating privacy-preserving technologies should map to these guidelines. In this paper, each privacy-preserving approach is evaluated based on the following properties:

1. The level of trust required in a third party because of the following:
   - Third-party access to raw data
   - Participant visibility of data use
   - Third-party ability to reuse data
   - Centralization and single points of trust
   - Potential for security vulnerabilities

2. The generalizability and implementation practicality of the technique:
   - Computational or communication complexity
   - Implementation complexity
   - Availability of developer tools
   - Availability of open source tool support

**Table 1.** Data privacy laws in the European Union and the United States.

<table>
<thead>
<tr>
<th>Source and guideline</th>
<th>Summarized text</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General Data Protection Regulation Article 5</strong></td>
<td></td>
</tr>
<tr>
<td>“data minimisation”</td>
<td>Personal data collection is limited to what is necessary</td>
</tr>
<tr>
<td>“lawfulness, fairness and transparency”</td>
<td>Personal data are processed in a transparent manner</td>
</tr>
<tr>
<td>“purpose limitation”</td>
<td>Personal data are collected with an explicit purpose, and further processing adheres to the initial purpose</td>
</tr>
<tr>
<td>“accountability”</td>
<td>Third parties are responsible for adhering to privacy laws</td>
</tr>
<tr>
<td>“integrity and confidentiality”</td>
<td>Personal data are securely processed and there are protections against unauthorized use</td>
</tr>
<tr>
<td><strong>Health Insurance Portability and Accountability Act Privacy Rule</strong></td>
<td></td>
</tr>
<tr>
<td>Limits who can view and share an individual’s health information</td>
<td>Health information cannot be used for purposes not directly related to providing health treatment without an individual’s consent (with exceptions)</td>
</tr>
<tr>
<td><strong>Health Information Technology for Economic and Clinical Health Act Subtitle D</strong></td>
<td></td>
</tr>
<tr>
<td>Data security of digital health information</td>
<td>Electronic medical records must be secured, and data breaches must be reported</td>
</tr>
</tbody>
</table>

**Description of Geolocation Use Case**

Like most complex data types, GPS data are typically transformed before being used in an analysis through feature engineering. There are 2 broad classes of geolocation features that underlie most of the current health care research applications of geolocation data.

**Statistical Descriptors**

They compute summary statistics from the raw GPS data. For example, total distance traveled in a day, the variance in number of locations visited, and the travel radius.

**Semantic Descriptors**

They combine the GPS data with a third-party geospatial information system to determine location types, such as library, gym, or house of worship or broad location themes (eg, neighborhoods with high rates of crime defined by census data).

A few examples of application use cases that would use geolocation features include replacing active monitoring tasks [8-10,47-49], triggering just-in-time interventions [10,49,50], and accessibility to health services [11,51]. Geospatial applications that incorporate blockchain include the management of IoT devices, crowd-sourced data collection, and emergency response [52]. Reference to geolocation feature extraction will be made in the Results and Discussion sections to ground the investigation in a practical use case while evaluating different approaches for preserving privacy.

**Results**

**Trusted Third-Party Methods**

In a traditional biomedical research setting, the protection of human subjects is managed by an institutional review board (IRB) at the research institution. The role of the IRB is to certify
that research subjects are informed of the risks of participating in research, data security guidelines are followed, and risks and safeguards are clearly outlined and mitigated. In this model, the research institution operates as a trusted third party with a responsibility to protect patient data privacy. However, new forms of research enabled by smartphone technology, biosensors, and the routine collection of large datasets are changing the nature of research and straining the traditional process whereby a single institution can act as the trusted third party [53]. In the following sections, we cover 2 conventional approaches to privacy preservation that rely on a trusted third party.

### Server-Side Deidentification

A typical server-side data collection pipeline for a research study will ingest raw participant data from a client-side application and incorporate encryption, access control, deidentification procedures, or some other method to ensure that the raw data are not irresponsibly exposed. This approach is straightforward to implement and can afford a research team strict control over the feature engineering pipeline. Software updates can be made server-side without the need to force users to update client-side. However, a high degree of trust must be placed in the research team, as private data are exposed at several stages in the pipeline (Figure 2).

**Figure 2.** Server-side deidentification: (1) raw data may be exposed during feature extraction and analysis [54], (2) data access control is centrally controlled and mutable, so there is no strict enforcement of how data will be used, and (3) deidentification procedures are often single-use custom software implementations and are unlikely to be open sourced or certified to be thorough and secure. In the case of global positioning system location data, the raw data itself can sometimes be combined with external sources of data (eg, social media) to identify an individual [55-57]. Secure storage and deidentification are highlighted in gray to indicate steps in data pipeline that require trust with handling private data.

### Client-Side Feature Extraction

Deployment of software that maintains raw data on device and performs feature extraction locally is another viable method for privacy preservation and increasingly a gold standard when it comes to data collected on smartphones. Localizing data on a device so that only the participant has access to it eliminates the risk that third parties can expose, misuse, or repurpose the raw data, but it relies on the integrity of the installed software (Figure 3).

**Figure 3.** Client-side feature extraction, where the installed software is highlighted in gray to indicate that some level of trust is needed that the software is secure and honest: (1) participants must maintain an updated version of the software so that the feature engineering is appropriate and secure and (2) participants must trust software developers or software validators that the installed application is performing as intended. Open-source software can increase visibility and provide stronger assurances of data privacy but practically requires additional security verification.

### Cryptographic Techniques

#### Proxy Re-Encryption

Proxy re-encryption (PRE) is a technique in public-key encryption that allows a proxy to delegate decryption access to encrypted data from one party to another (Figure 4). An important characteristic of PRE is that the proxy does not learn any information about the contents of the encrypted data. As such, it is a powerful data access control technique. However, PRE is limited in its utility for privacy-preserving feature engineering because data access control does not provide a mechanism for posterior privacy. This still requires trust that the research team will manage the decrypted data securely and honestly.
Secure Multiparty Computation

Multiparty computation (MPC) is a class of cryptographic protocols that emulate computations evaluated by a trusted party but instead distributes trust among several parties (Figure 5). MPC is best suited to feature engineering problems that compute a result on aggregate data rather than a single participant’s data. In addition, MPC suffers from being exponential in communication (between parties), which limits performance.

Some implementations tackle private data sharing using MPC protocols and attempt to mitigate security risk further by supporting distributed storage architectures. However, these distributed systems are typically limited in the number of nodes and managed by a single organization (i.e., single point of trust). In theory, a single point of trust could have an agenda and exert a degree of control over every node in the distributed network. However, if all the nodes are controlled by a single organization, it is feasible for the organization to access private user data.

The principle behind using a distributed network of computing parties is that there is no single point of trust and is an important one that will be revisited when examining blockchain methods.

Homomorphic Encryption

Homomorphic encryption (HE) is a form of encryption where a computation on encrypted data will produce the same result as performing the computation on the unencrypted data before encryption. This can be formalized as illustrated in Figure 6. There are different schemes of HE, including partial and fully HE; partial homomorphic encryption (PHE) indicates one or more operations can be run on encrypted data and preserve homomorphic properties, while any arbitrary computation is possible when dealing with fully homomorphic encryption (FHE). HE is strong from a privacy-preserving standpoint because a participant can maintain exclusive ownership rights over data but potentially limits the feasibility of feature extraction (Figure 7).
Figure 6. Equation illustrating property of homomorphic encryption, where $E(x)$ represents the encryption of data $x$.

$$E(x \otimes y) = E(x) \oplus E(y)$$

$\otimes$ and $\oplus$ are some choice of operator

Figure 7. Typical client-server homomorphic encryption (HE) pipeline. Raw data ownership is maintained client-side but inaccessible to other parties. HE is limited for the feature engineering use case because it requires decryption as a last step. If researchers are provided the ability to decrypt the feature data from step 5, then they would also have the ability to decrypt the raw, sensitive data from step 1.

In a data-sharing context, HE may be suitable in specific use cases for feature extraction when the encrypted data vector is an interesting feature itself. There is also a broader applicability for privacy-preserving feature extraction when features from individual participants are not required, and data can be aggregated in the encrypted domain. However, the applicability of HE is not suitable for general purpose feature engineering in its current state and depends on the nature of the data and of the feature extraction. For example, resolving a location type from a GPS coordinate is not computable but rather the result of a lookup function. HE would not serve this kind of scheme.

Another major hurdle in the adoption of HE is the increased computational complexity of processing encrypted data, resulting in extremely long processing times. Sophisticated computations cannot be achieved with PHE, and FHE suffers from very low computational performance [17]. This makes all but the simplest operations impractical using HE.

Zero-Knowledge Proof

A zero-knowledge proof (ZKP) is a cryptographic method whereby a Prover convinces a Verifier whether some mathematical statement is true or false, without revealing any underlying data. Privacy preservation is built into ZKPs, making it a strong approach for handling private data.

ZKPs can be further classified based on 2 kinds of statements that should be proved in zero knowledge: statements about facts (eg, that a participant’s GPS coordinate corresponds to a hospital) and statements about knowledge (eg, that a participant’s GPS coordinate is known) [19]. The latter kind is a ZKP of knowledge and is the most common application of ZKPs, which is identification and authentication (eg, password authentication). However, in the context of feature engineering, it is the former type of problem that extracts some metadata that is relevant.

The ZKP concept closely mirrors the minimal exposure framework described in Figure 1. To address the geolocation feature extraction use case, a data pipeline as shown in Figure 8 could be implemented.
As ZKPs more broadly correspond to a variety of techniques, it is difficult to recommend it summarily for general feature extraction problems, and they should instead be evaluated on a case-by-case basis. In addition, some common challenges include implementation and computational complexity. Sometimes, they still require a trusted third party to prove a statement [58]. It is our view that ZKPs hold potential as building blocks for privacy-preserving protocols but is currently an active area of research [59] rather than a practical and accessible tool for implementation.

**Trusted Execution Environments**

A TEE (also referred to as secure hardware enclave) is a chip-level hardware design in modern processors that enables isolated execution over confidential data. Figure 9 illustrates how TEEs could encapsulate private raw data without exposing to the researcher. A major benefit of TEEs is that they have little performance overhead over native computations, making them practical for a wide range of applications [25], while providing guarantees that malicious applications cannot tamper with the computations running on secure enclaves.

An important consideration when using TEEs is the very real risk of hardware vulnerabilities that can be exploited. In early 2018, hardware vulnerabilities in modern commercial processors were reported that can expose private data to rogue processes (Meltdown) or attacks on processors that perform branch prediction (Spectre) [61]. Another vulnerability (Foreshadow) explicitly affected Intel SGX processors [62], bringing to question how trustworthy a secure enclave can be. In an effort to address these concerns, emerging open-source TEE projects argue that security by obscurity in commercial designs is insufficient and that community-driven, open security will lead to more reliable designs [25].

Another criticism of TEEs regarding data privacy is that practical applications might use a single or handful of TEEs, which centralizes the management of data. The thought is that it is still a “very strong assumption to require all participants to globally trust a single or handful of (TEE) processors” [63]. To address this limitation, some projects have emerged that incorporate blockchain with TEEs to decentralize the network of computing nodes. This approach will be examined further in the next section on blockchain methods.

**Figure 9.** A trusted execution environment (TEE; highlighted in gray) provides data privacy through encapsulation. Security features include memory isolation, memory encryption, isolated architecture, and secure key provisioning. A remote attestation process follows to verify correct execution of a program and provide a proof of origin [60]. A level of trust is still required in TEEs (highlighted in gray) because of the risk of hardware exploits.
Blockchain Methods

**Private and Consortium Blockchains**

Private and consortium blockchain networks limit who can participate in the network, usually by creating access controls that are managed by highly trusted entities. Often, additional rules are included to create a permissions system, control which nodes can verify transactions, and make transaction data private to the parties involved. The last of the reasons is particularly appealing in a privacy-centric data-sharing context, but it comes at the price of placing trust in the maintainers of the private network. However, the very same feature that makes public blockchains so appealing—a trustless, decentralized network state secured by cryptoeconomic incentives—is missing from private blockchains and is illustrated in Figure 10.

**Figure 10.** Private blockchain where it represents a secure data environment but requires similar trust as other centralized techniques (participant consent to release data, trusted parties). For this reason, the entire private blockchain network is highlighted in gray.

---

**Public Blockchain Smart Contract**

Smart contracts on a public blockchain are small, modular pieces of software that cannot be changed once they are deployed on the network. This is an advantageous quality for privacy-preserving software, because a user of the smart contract is guaranteed that their data will always be processed the same way. The functionality of deployed smart contracts is verifiable when the smart contract code is made public.

However, the first important acknowledgment when considering traditional public blockchains (eg, Ethereum) for data sharing should be that input data uploaded to a public blockchain is publicly visible and permanently recorded. This allows for all fund senders and recipients, all transaction data, and the state of every contract variable to be visible to any observer, as illustrated in Figure 11.

One argument is that blockchains offer privacy because the originator and recipient of data transactions are described only by a randomly generated account address. Therefore, pseudonymity is possible if participants generate new addresses for each transaction. However, Web trackers have shown it is possible to deanonymize users by analyzing transactions [64], and in the case of certain sensitive data such as GPS coordinates, it is possible to reidentify a large fraction of users by comparison with other structured data available (eg, from social media) [33,55-57].
Privacy-Preserving Blockchains Incorporating Zero-Knowledge Proofs

The allure behind incorporating ZKPs with a public blockchain is to enable data privacy while maintaining the benefits of blockchain: no single point of trust and immutability of transactions. One implementation of this technique that captured public attention was the ability to hide the origin, destination, and amount in a cryptocurrency transaction [18,34,35].

The idea of extending ZKPs on blockchain to include smart contract logic would be a powerful catalyst for privacy-preserving, trustless applications. A blockchain proposal called Hawk [33] uses ZKPs to verify transactions and executes private smart contracts off-chain. Unfortunately, Hawk cannot guarantee posterior privacy because it relies on a minimally trusted manager, which is disincentivized from revealing sensitive data during transactions but provides no guarantees after the transactions are complete. In addition, the Hawk paper has yet to materialize into a usable software release. Similarly, there are also no details that describe if and when private smart contracts on Ethereum will be available in the near future.

The limitation of ZKP computational complexity is heightened in the context of blockchain, which requires the technology to be deployed at the distributed scale. ZKPs on blockchain is an active research area, making private data sharing and feature engineering in this context inaccessible for the time being. An application for sharing GPS coordinate data using ZKPs with blockchain smart contracts will have to wait for the technology to develop.

Privacy-Preserving Blockchains Incorporating Trusted Execution Environments

In an effort to encourage less data siloing, platforms are emerging that hybridize TEEs and blockchain smart contracts. This approach boasts the strengths of modular, immutable software with isolated computation environments so that the data pipeline is transparent and secure. This technique is illustrated in Figure 12.

Nevertheless, this approach still hinges on the security of the underlying TEE hardware and its vulnerabilities. Platforms that incorporate blockchain and TEEs are new technologies, and experimental by nature, so underlying security threats remain to be uncovered.

This approach also provides benefits in terms of implementation practicality and accessibility. The Oasis [32] and Enigma [36] projects are developer friendly, releasing documentation, tutorials, and testnets on which to develop and deploy applications.

---

**Figure 11.** Public blockchain implementation, where transaction data are public. The entire network is highlighted in gray to indicate data exposure. The standard workaround is to ensure that any sensitive data recorded are encrypted. As a result, it is generally impractical to run feature extraction on a smart contract and would require some off-chain computation on a centralized server that requires trust.
Figure 12. Blockchain that incorporates confidential smart contracts on trusted execution environments (TEEs) for feature extraction. Similar to single TEEs, the risk of hardware exploits should not be ignored.

Software Implementation of Location-Sharing Use Case

In this paper, generalizability and practicality of implementation were two of the evaluation criteria used when comparing privacy-preserving techniques. To further evaluate our findings that the hybrid blockchain-TEE technique provides a practical platform for developing privacy-preserving software, we implemented a proof-of-concept software application that addresses the location-sharing use case that frames this paper. This use case is based on the scenario where a research study participant shares useful features about their location data with a third-party research team, without revealing their raw GPS coordinates.

The implementation consists of the following:

1. A smart contract deployed on the Oasis Devnet.
2. A smartphone (iOS) app with a graphical user interface for participants and third parties to interact with the smart contract.

Confidential smart contracts on the Oasis Devnet enable private transaction data and private smart contract state (Table 2), which are used to maintain participant confidentiality and can be used to conceal a participant’s raw geolocation data. The Oasis Devnet manages per-session encryption keys that are used to encrypt communication between a client and smart contract instance, such that nobody else can view the unencrypted transaction data [65].

Figure 13 illustrates user interactions with the deployed smart contract. The contract provides a publicly accessible method for participants to post their timestamped location data. Participant identity is kept confidential by maintaining a private mapping in the smart contract state between participant wallet address and a participant identifier.

The smart contract also provides a publicly accessible method for third parties to register a geocoordinate with a predetermined category of location (ie, hospital, gym, or pharmacy). Third parties can query the smart contract to view participant visits to categories of location. This data could be used to build a model of participant visits to registered pharmacies, for example.

Table 2. Information visibility on Oasis Devnet.

<table>
<thead>
<tr>
<th>Visibility</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Transaction sender address (ie, participant wallet address and third-party wallet address)</td>
</tr>
<tr>
<td></td>
<td>• Transaction recipient address (ie, smart contract address)</td>
</tr>
<tr>
<td></td>
<td>• Transaction value transaction (ie, amount in DEV, the Oasis Devnet token used to fund transactions)</td>
</tr>
<tr>
<td>Private</td>
<td>• Transaction argument data (ie, raw GPS(^a) coordinate data)</td>
</tr>
<tr>
<td></td>
<td>• Transaction result data (ie, returned feature data)</td>
</tr>
<tr>
<td></td>
<td>• Method name called by a transaction (ie, “postParticipantLocation”)</td>
</tr>
<tr>
<td></td>
<td>• Smart contract state (ie, mapping of participant wallet addresses to participant ID)</td>
</tr>
<tr>
<td></td>
<td>• Event data (not used for this prototype; events (logs) can be emitted in response to transactions)</td>
</tr>
</tbody>
</table>

\(^a\)GPS: global positioning system.
**Figure 13.** Implementation of the proof-of-concept software application that would address a location sharing use case. A participant, identified by an identifier im, would (1) post their raw identifying location data, dm,n, along with its respective timestamp, tm,n using their iOS device. A third party, from another iOS device, is able to (2) post a raw location data, dz, with a respective feature, fz. For example, a feature such as the category of a location like the string Hospital or Pharmacy. If the location data, dm,n, posted by the participant matches the location data, dz, posted by the third party then the participant’s respective timestamp, tm,n, is mapped to that respective feature, fz. The participant is, at any time, able to (3) set the sharing permission, sm, of all of their previously posted timestamps, tm,0…tm,n, and associated features, fm,0…fm,n, to third parties. The participant is also able to (4) get all of their previously posted timestamps, tm,0…tm,n, and associated features, fm,0…fm,n if and only if the participant has granted permission, sm=true.

The smart contract is currently deployed on the Oasis Devnet as a traditional smart contract, not as a confidential smart contract. Only confidential smart contracts run on TEEs and maintain the privacy of smart contract state values and transactional data. However, the library (web3swift) for deploying smart contracts from an iOS smartphone app does not yet support confidential smart contract deployment to the Oasis Devnet at the time of this writing. We plan to implement support for this in the near future when web3swift library support is available.

In addition, we hope this proof-of-concept software can serve as a starting ground for future research interested in privacy preservation for feature engineering use cases. Additional details about the software design, development stack, implementation, and trade-offs are described in a tutorial manuscript currently under review [66]. The software source code is publicly available on GitHub at HD2i/GeolocationSmartContract [67] and HD2i/Geolocation-iOS [68]. Full details on the usage are included with the software.

**Discussion**

**Comparison of Privacy-Preserving Methods**

We have found that conventional methods that rely on a trusted third party for securing participant data generally fall short of providing full guarantees that sensitive data cannot be accessed for unintended purposes. Participants must provide a high degree of trust in researchers that use server-side deidentification procedures and maintain data warehouses themselves. Numerous data breaches on centralized servers in the past decade have illustrated that the responsible question to ask oneself is when, rather than if, private information will be exposed. To combat this, researchers should try to limit the exposure of raw data. A valid approach is to instead perform client-side feature extraction on a personal device under the control of each participant, such as a personal smartphone or private data server. The main drawback to this approach is a high burden for researchers to develop secure, validated software; meanwhile, participants still need to trust that the software is only collecting the intended...
data and that there are no other data collection routines present that are only described in the fine print of a privacy policy.

Several sophisticated classes of cryptographic techniques exist that provide privacy-preserving methods, and this is an active area of research. PRE can be used for access control to encrypted data, but it falls short of guaranteeing posterior privacy. Secure MPC removes the need for a trusted third party when collecting encrypted data from 2 or more parties and computing aggregate results. However, practical implementations concerned with performance rely on a small number of computing nodes that are managed by a single party, which requires trust in the operators, software, and the security of the computing nodes. HE is considered a holy grail of privacy-preserving methods, under which computations can be performed on private data in the encrypted space. However, there are few use cases where encrypted data can be used as a feature, or applications are limited by computational performance. ZKPs are a broad class of cryptographic techniques that provide powerful guarantees of data privacy but need to be evaluated for a particular application. At a superficial level, they can be used for authentication, but other applications usually incur implementation and computational complexity.

Advances in computing hardware have enabled privacy-preservation through the design of TEEs. These chip-level designs create an isolated memory space where computations can be performed on sensitive data. However, as with software data breaches, it is difficult to guarantee that no hardware vulnerabilities can be exploited. In addition, a participant must still trust that the software running on the TEE computing node is the one advertised.

The previous 3 approaches all share a common element: the feature extraction runs on a centralized server or computing node that is managed by a trusted third party. Although some methods provide higher levels of data security, there is still a shortcoming in terms of visibility. Participants must trust that a third party is doing what it says it is doing, and nothing else. This is where blockchain technology provides a unique benefit. Blockchains provide a trustless environment that features visibility and immutability by running on a decentralized network that is secure from tampering through cryptoeconomic incentives. In addition, they offer the unique benefit of being immutable pieces of software (smart contracts) that can be verified to do exactly what is promised if the contract code is made public. Of course, this is only guaranteed in public blockchains, where private or consortium blockchains tend to incorporate trusted parties and are more centralized. Unfortunately, blockchains were designed for security and data integrity but not for data privacy.

The combination of cryptographic techniques and TEEs with blockchain addresses the single point of trust weakness and holds the highest potential for trustworthy privacy-preserving platforms. Two promising hybrids are blockchains incorporating ZKPs and blockchains incorporating TEEs. Blockchain with ZKPs has been successful in providing transactional privacy with cryptocurrency, but it has not developed to the same level for smart contract data privacy. Blockchain with TEEs is a developing technology, but it has reached a level of maturity where developers can begin to develop and deploy real applications on these platforms. Naturally, potential hardware vulnerabilities on these platforms do not make this approach ideal; however, until cryptographic methods like FHE can be widely applied at scale, blockchains with TEEs seem to be the best approach available currently. In addition, we found that robust developer documentation and tools were available, which makes this approach accessible for product implementations as well. Our software implementation for the geolocation use case was in part encouraged by the practical direction and developer support provided by the Oasis platform and illustrates that privacy-preserving methods are realizable today on nonproduction developer networks. However, it is important to stress that blockchains with TEE developer networks are experimental at the time of this submission, and a conservative approach should be taken.

Table 3 summarizes our findings and attempts to qualitatively compare each approach in terms of how much trust must be placed in other entities. In addition, a rough indication of each method’s practicality (based on implementation and computational complexity) is defined. Examples of real-world implementations or developing projects for each method are also identified; more detail is provided in Multimedia Appendix 1. Finally, the major limitations of each method are summarized.

http://www.jmir.org/2019/8/e13600/
Table 3. Comparison of trusted third party, cryptographic, and blockchain approaches to data privacy for research studies.

<table>
<thead>
<tr>
<th>Method</th>
<th>Level of trust</th>
<th>Practicality</th>
<th>Limitations</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Server-side deidentification</td>
<td>High</td>
<td>Medium</td>
<td>Centralized; vulnerable to data reuse and data breaches; no visibility</td>
<td>Strava GPS&lt;sup&gt;a&lt;/sup&gt; devices</td>
</tr>
<tr>
<td>Client-side feature extraction</td>
<td>Medium</td>
<td>Medium</td>
<td>No visibility</td>
<td>Apple device predictive keyboard: Open PDS/SafeAnswers</td>
</tr>
<tr>
<td>Proxy re-encryption</td>
<td>High</td>
<td>Low</td>
<td>Only for data access control; vulnerable to data reuse and data breaches</td>
<td>NuCypher pyUmbral</td>
</tr>
<tr>
<td>Multiparty computation</td>
<td>Low</td>
<td>Medium</td>
<td>Specific use cases; centralized; no visibility; communication complexity</td>
<td>Jana, Sharemind, Partisia, Sepior</td>
</tr>
<tr>
<td>Homomorphic encryption</td>
<td>Low</td>
<td>Low</td>
<td>Limited operations or extremely low performance</td>
<td>NuCypher nuFHE</td>
</tr>
<tr>
<td>Zero-knowledge proof (ZKP)</td>
<td>Low</td>
<td>Low</td>
<td>Specific use cases; centralized; no visibility; implementation and computational complexity</td>
<td>zk-SNARK</td>
</tr>
<tr>
<td>Trusted execution environment (TEE)</td>
<td>Low</td>
<td>Medium</td>
<td>Potential for hardware vulnerabilities; no visibility</td>
<td>Intel SGX, ARM TrustZone, Keystone Project</td>
</tr>
<tr>
<td>Private or consortium blockchain</td>
<td>Medium</td>
<td>Medium</td>
<td>Pseudocentralized; depends on design</td>
<td>Hyperledger Fabric</td>
</tr>
<tr>
<td>Public blockchain smart contract</td>
<td>High</td>
<td>Medium</td>
<td>Only for data access control</td>
<td>Ethereum</td>
</tr>
<tr>
<td>Public blockchain with ZKPs</td>
<td>High</td>
<td>Low</td>
<td>Proof of concept, no software release available</td>
<td>ZCash, Hawk</td>
</tr>
<tr>
<td>Public blockchain with TEE</td>
<td>Lowest</td>
<td>Medium</td>
<td>Potential for hardware or other vulnerabilities; nonproduction stages</td>
<td>Enigma, Oasis</td>
</tr>
</tbody>
</table>

<sup>a</sup>GPS: global positioning system.

Limitations

In the introductory section on minimal exposure feature engineering, we identified that the feature engineering step in an analysis pipeline offers an opportunity to limit exposure and remove identifiable features. Although we promote this framework for minimizing the exposure of private data where possible, we recognize that not all feature engineering problems are amenable to deidentification. In these scenarios, we recommend that data security safeguards be in place, including encryption and secured servers.

Transactions on a public blockchain network have an inherent cost, which the parties involved in the transaction must pay for in cryptocurrency. How large this financial cost is varies based on the value of the cryptocurrency and on the congestion of the network at any given time, so no quantifiable amount is provided here. The cost may be a significant consideration for practical implementations, but our focus was on identifying methods that maintain privacy.

When posting transactions to any internet-connected network, including public blockchains, a reasonable concern is that a participant would reveal their internet protocol (IP) address, which itself is a piece of identifying information. One workaround to this concern would be to implement an internet request proxy (eg, a thin-client of the Tor software), which can relay internet traffic to conceal a user’s location and usage [69]. However, the authors have not implemented this feature, and it is left to future work.

Conclusions

We believe that the boundaries of data privacy are being pushed forward with blockchain technology. The fundamental limitation of privacy-preserving protocols that run on a single point of trust with centralized servers is addressed by immutable smart contracts. As different cryptographic and software techniques overlap with blockchain, stronger guarantees of privacy become possible. In particular, we think the combination of blockchain with TEEs seems like a practical and forward-thinking approach to privacy-preserving feature engineering. This conclusion is supported by our development and deployment of a proof-of-concept private geolocation data-sharing software on a hybrid blockchain-TEE developer platform. However, no system is free from all vulnerabilities and should be thoroughly tested when interacting with highly sensitive, private data such as GPS coordinates or other biomedical data.
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Abstract

Background: Blockchain has the potential to disrupt the current modes of patient data access, accumulation, contribution, exchange, and control. Using interoperability standards, smart contracts, and cryptographic identities, patients can securely exchange data with providers and regulate access. The resulting comprehensive, longitudinal medical records can significantly improve the cost and quality of patient care for individuals and populations alike.

Objective: This work presents HealthChain, a novel patient-centered blockchain framework. The intent is to bolster patient engagement, data curation, and regulated dissemination of accumulated information in a secure, interoperable environment. A mixed-block blockchain is proposed to support immutable logging and redactable patient blocks. Patient data are generated and exchanged through Health Level-7 Fast Healthcare Interoperability Resources, allowing seamless transfer with compliant systems. In addition, patients receive cryptographic identities in the form of public and private key pairs. Public keys are stored in the blockchain and are suitable for securing and verifying transactions. Furthermore, the envisaged system uses proxy re-encryption (PRE) to share information through revocable, smart contracts, ensuring the preservation of privacy and confidentiality. Finally, several PRE improvements are offered to enhance performance and security.

Methods: The framework was formulated to address key barriers to blockchain adoption in health care, namely, information security, interoperability, data integrity, identity validation, and scalability. It supports 16 configurations through the manipulation of 4 modes. An open-source, proof-of-concept tool was developed to evaluate the performance of the novel patient block components and system configurations. To demonstrate the utility of the proposed framework and evaluate resource consumption, extensive testing was performed on each of the 16 configurations over a variety of scenarios involving a variable number of existing and imported records.

Results: The results indicate several clear high-performing, low-bandwidth configurations, although they are not the strongest cryptographically. Of the strongest models, one’s anticipated cumulative record size is shown to influence the selection. Although the most efficient algorithm is ultimately user specific, Advanced Encryption Standard–encrypted data with static keys, incremental server storage, and no additional server-side encryption are the fastest and least bandwidth intensive, whereas proxy re-encrypted data with dynamic keys, incremental server storage, and additional server-side encryption are the best performing of the strongest configurations.

Conclusions: Blockchain is a potent and viable technology for patient-centered access to and exchange of health information. By integrating a structured, interoperable design with patient-accumulated and generated data shared through smart contracts into a universally accessible blockchain, HealthChain presents patients and providers with access to consistent and comprehensive medical records. Challenges addressed include data security, interoperability, block storage, and patient-administered data access, with several configurations emerging for further consideration regarding speed and security.
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Introduction
Overview
Health care is a data-intensive domain with vast amounts of information generated, accessed, and disseminated daily. Unfortunately, patient records are typically isolated in institution-centric electronic health records (EHRs), resulting in fragmentation with consequences ranging from inefficient care coordination to lack of critical information during emergencies [1-3]. Interoperability requirements were instituted as a remedy, but a system supporting comprehensive patient record integration remains elusive. Furthermore, the Office of the National Coordinator for Health Information Technology (ONC), in a 2015 Congressional report, detailed how technology vendors and providers limit patient access, by what has since been codified as information blocking [4,5]. Thus, not only do patient data remain disjointed but also barriers erected by data holders dissuade patient engagement and information exchange, culminating in the loss of agency. Blockchain technology coupled with nationally recognized interoperability standards (eg, Fast Healthcare Interoperability Resources, FHIR) has been presented as a viable solution to the said concerns [1-3,6-24].

Traditional health information exchange follows 1 of the following 3 models: pull (extracting information from a source), or push (sending information from 1 location to another), or view (peering into a system). Although these practices technically achieve health information exchange, they are not sustainable, en masse solutions to patient-centered care. Thus, Halamka et al [23] proposed blockchains are a fourth model, with a stated goal of restoring patient agency [3,24].

Blockchains are distributed and decentralized repositories of information secured by various cryptographic primitives. Ideally, participants (eg, patients, providers, and payers) upload data to the chain in a secure, authenticated fashion. The result is a comprehensive medical record accessible by those with patient permission as enforced by smart contracts. As participants only need to communicate with the blockchain using recognized interoperability standards (eg, FHIR), once trust is established, all information is securely exchanged. That is, instead of having multiple points of connection, document formats, and exchange protocols to follow (each a security risk and potentially costly to address), a universally accessible blockchain minimizes the overall risk to the participating entity while simultaneously enriching information exchange and patient engagement.

More specifically, deploying blockchain in health care is suggested to break down information exchange barriers inherent in disparate, siloed EHR systems; empower patients through data consolidation and access controls and enabling (eg, secure and verifiable authorizations, form completion, discharge instruction review, and patient-generated data contribution); improve quality of care while reducing costs and fraud; promote data integrity, validation, and provenance; track medical devices and pharmaceuticals; facilitate clinical trial accountability and auditability; and support research through access to large-scale, longitudinal, aggregated patient records [3,6-22]. Virtually, all previous works are proof of concepts or pilots, endeavoring to address the information security, interoperability, data integrity, identity validation, and scalability concerns hindering adoption [3,6-19].

Herein, we submit technical solutions to address these concerns, culminating in a detailed framework and open-source proof-of-concept tool—HealthChain—for a patient-centered blockchain. In the Methods section, HealthChain’s components are defined and, when appropriate, compared with an immutable blockchain design. Contributions include a mixed-block blockchain, redactable patient blocks, amendable smart contracts, adoption of proxy re-encryption (PRE) for granting and revoking data sharing rights, formulation of a 2-party PRE decryption (2PD) scheme to facilitate mediated exchange, 4 configurable modes of operation, and a comprehensive set of experiments.

Blockchain Applications in Health Care

Heralded as a disruptive technology, blockchain research has intensified in recent years. Researchers and developers in health care have proposed, conceptualized, and implemented blockchain-based platforms to transform patient data sharing and information interoperability.

OmniPHR is a patient-centered blockchain emphasizing the distributed and interoperable principles of personal health records (PHRs). Patient data are recorded in encrypted, hierarchical blocks signed by the inserting entity (eg, provider, patient, or medical device). As data may be stored off-chain, OmniPHR maintains location pointers [25]. Another well-known system—MedRec—was conceived by researchers at Harvard and MIT. This Ethereum-based system links global patient identities to records held by providers. MedRec authenticates participants and stores provider pointers and record hashes (for data integrity). Patients interface with providers through MedRec to view data through smart contracts. Furthermore, patients manage third party access through the creation of smart contracts [3,23,24]. FHIRChain, developed by Zhang et al [2], is a blockchain-based architecture faceted in accordance with the secure and scalable sharing requirements of the ONC’s Shared Nationwide Interoperability Roadmap [26] and leverages the emerging FHIR standard [27]. As with MedRec, data are stored off-chain and accessible through pointers and smart contract–controlled access tokens. In addition to interoperability, Kuo et al’s [28] ModelChain performs privacy-preserving machine learning in the blockchain [28,29].

Beyond patient-centric applications, other blockchain solutions have been presented in a health care setting including supply chain management [1,12,17,30-32], clinical research and data
monetization [14,16,33-36], medical and research fraud detection [34,35,37], public health surveillance [13,18,20,38], and managing internet of (healthy) things [12,39-43].

**Background and Terminology**

**Consensus and Hashing**

A consensus algorithm is a protocol followed by the blockchain when determining the truthfulness and timeliness of blocks under consideration. On reaching consensus, blocks are accepted or rejected. There are many consensus algorithms from which to choose proof of work [44], proof of stake [45,46], proof of elapsed time [47,48], or Kafka [47,49]—a discussion of each is outside the scope of this work, and we refer the reader to the supplied references for further exploration.

Each block is identified by a hash, which is essentially a unique and verifiable fingerprint (Figure 1). A 1-way cryptographic hashing function produces said hash, representing the content of a message. In blockchain, the message consists of block data and the previous block’s hash; the inclusion of the latter creates an unbreakable bond (ie, chain; Figure 2). Hashing functions satisfy 2 key principles: (1) each input has a distinct output (ie, uniqueness), and (2) a given input has the same output (ie, verifiability).

Point 1 seeks to prevent collisions—a phenomenon where 2 distinct messages have the same hash. Attackers can theoretically exploit collisions by forging blocks with desirable modifications (eg, a financial transfer), replacing authentic blocks as the forged hashes are verifiable (point 2)—this is an oversimplification but suitable for illustrative purposes. Thus, it is imperative to use hash functions without known vulnerabilities or collisions.

**Chameleon Hashing**

Before Ateniese et al’s redactable blockchain [50], a block was axiomatically held as immutable. The authors, however, made several keen observations as to when mutability was desirous if not mandatory to comply with the legal, regulatory, and general usability requirements. These include legal violations (eg, illicit content or intellectual property rights infringements), amending changes to information (eg, avoiding data fragmentation [see section on Patient Blocks]), patching executable code (eg, debugging smart contracts or removing an embedded virus), expunging data (eg, right to be forgotten, General Data Protection Regulation, or privacy breach), and allowing for blockchain consolidation (eg, a merger) [7,8,15,50-52].

**Smart Contracts**

**Smart contracts** are autonomous transactions executed when stipulated terms of an agreement are met [3,22,51,52,56-59]. The creation of such contracts arose from the need to engender trust in an inherently untrustworthy environment. For instance, if some condition is met, how can one guarantee each party will comply with the agreement? Once executed, it will carry out the specified terms without fail.

Smart contracts, popularized by cryptocurrencies such as Bitcoin and Ethereum, have many practical applications in health care. Patients, for instance, can provide authorization through smart contracts to participate in studies or share information. They can codify rules leading to patient notification, for example, data accessed or communication received. They can also be used as a form of context-based access control, stipulating access rights to covered entities, business associates, and subcontractors [3,21,22].
Proxy Re-Encryption

PRE enables the delegation of decryption rights by a delegator to a delegatee through an intervening proxy [60-63]. The notion is quite intuitive and shown in Figure 3. A user, for example, Alice, encrypts a message forming a ciphertext. Bob requests a re-encryption key to facilitate decryption of Alice’s ciphertext without exposing either party’s secret information. PRE has been generally deployed in the cloud [63-70] for network storage [60], distributed file systems [71], email forwarding [65,71], and information exchange [72]. In health care, it has been suggested to safeguard patient data and identities in cloud-based systems [73,74], secure mobile health monitoring and telehealth [66-68,75], and control disclosure of information in PHRs [65] and health information exchanges [72].

Most PRE schemes use elliptic curve cryptography (ECC) [76-80], an asymmetric cryptosystem (Federal Information Processing Standard [FIPS] 186-4 [81]). Advancements in quantum computing [82-85] and modern attacks [86-88], however, foreshadow its demise. One promising replacement is quantum-resistant lattices [71,89-95]. Kirshanova [71] and Kim and Jeong [93] have recently published frameworks for implementing PRE using lattices. Thus, as we enter a postquantum age, so too will PRE, ensuring its longevity.

Figure 3. Proxy re-encryption process overview.

Methods

Proposed HealthChain Framework

Herein, an overview of the HealthChain framework is presented in Textbox 1. Specific details are provided in the proceeding subsections.

Patient Centered

As a patient-centric framework, HealthChain presents patients with a holistic view of their medical record, restoring agency through interaction. It encourages the accumulation, modification, generation, and review of information; ensures data integrity; authenticates identities; promotes unambiguous exchange; and executes user-granted access rights through smart contracts. Thus, HealthChain does not suffer from the common ailments plaguing PHR adoption such as data security and validity concerns, interoperability challenges, trust, and technological barriers to adoption [96-98]. Of note, HealthChain is not intended to replace EHRs but to serve as an interface between patients and third parties (eg, providers or payers).

Permissioned Blockchain

HealthChain is defined as a permissioned blockchain; only trusted parties (eg, hospitals, research institutions, universities, and government agencies) have the authority to manipulate the blockchain within a private network. These parties form a consortium (eg, a Regional HealthChain Organization) to manage the HealthChain, ensuring compliance with, for example, relevant statutes (eg, Health Insurance Portability and Accountability Act of 1996, HIPAA) and interoperability standards. Permissioning is further extended to patients, who are validated by a consortium member before account creation; this process can imitate those for patient portals. Although permissioning is a HealthChain requisite, a specific implementation is not. Thus, adopters may incorporate any system of choice.


1. Patient centered
2. Permissioned blockchain: nodes and users
3. Interoperability: nationally recognized interoperability standards
4. Mixed-block blockchain: log and patient blocks
5. Smart contracts: permissioned interoperability
Interoperability

Patient-managed health information systems must conform to nationally recognized interoperability standards to be successful [99,100]. Using proprietary or lesser known standards (if at all) erects interoperability barriers, diminishing utility and adoption. Although any standard(s) is acceptable in this framework, HL7 FHIR [27] is recommended.

Although not yet federally required, HL7 FHIR is, according to the 2019 Interoperability Standards Advisory by ONC, under consideration for 26 interoperability needs [100]. Furthermore, ONC’s Interoperability Proving Ground (an open community platform for sharing interoperability projects) indicates 21.3% (96/450) of projects use FHIR. Notable participants include Allscripts, the American Medical Association, Cisco, NewYork-Presbyterian Hospital, OpenHIE, the Sequoia project, and the US Department of Veterans Affairs [101]. Apple has also invested in FHIR for their PHR app [102]. Clearly, the anticipation is standard acceptance, thus our selection.

Mixed-Block Blockchain

The proposed blockchain integrates 2 semantically distinct block types: log and patient, each detailed in subsequent sections. The distinction lies in block redaction or editability. Patient blocks are proposed to be redactable, whereas log blocks are not. Figure 4 augments Figure 2 to account for the 2 types. As detailed, the architecture is unaffected. A simple flag in each block distinguishes the types.

Log Blocks

Log blocks are an immutable, historical account of operations on the blockchain, such as added patients and blocks, patient block modification metadata, and the issuance and execution of smart contracts. Hence, traditional hashing algorithms (eg, Secure Hash Algorithm [SHA]-256) suffice. In addition, as the data are not sensitive (ie, contain no identifying information), encryption is unnecessary. Thus, log blocks are added to the blockchain following contemporary means (eg, through consensus).

Patient Blocks

Structurally, patient blocks consist of plaintext metadata (eg, unique identifier, type flag, patient’s anonymous identifier, timestamp, hash, and the issuing miner’s identifier and signature), encrypted patient data, and smart contracts. Principally, they adhere to Ateniese et al’s redaction scheme [50] and are established and updated as follows.

When a patient requests an account, an authorized node prepares a block and submits it through a selected consensus method for inclusion. This represents the only instance of consensus in the patient block process (Figure 5, account flow). Once accepted, the patient assumes control. Block alterations are hashed, signed, and broadcasted to the network. Nodes validate the transactions and apply the addendums (Figure 5, redact flow). Multimedia data require special handling, as their large size disproportionately (likely prohibitively) consumes bandwidth and computational resources. We adopt the methodology in MedRec [3], where data remain at the source with a location reference stored in the block for ad-hoc retrieval. Throughout this process, transactions in the form of logs are collected. As stated in the previous section, log blocks are added following a traditional consensus methodology and the chain amended (Figure 5, log flow).

Redaction addresses 3 shortcomings of immutable blocks and patient transaction isolation. The first is data fragmentation. Immutable blockchains insert new transactions in contemporaneous blocks, splintering medical records, which are collections of temporal events, rather than isolated, for example, financial, transactions (Figure 6, initial and subsequent flow). Retrieval, consequently, necessitates (1) blockchain (or a potentially corruptible, off-chain index) scanning by nodes to recover and transmit encrypted fragments and (2) decrypting and reconstituting said fragments by requesters (Figure 7). The greater the fragmentation, the more resource intensive the process. Redaction, as implemented in HealthChain, colocates patient information (Figure 5, redact flow), minimizing overall system effort (Figure 7). Second is immutability itself. Legitimate modifications (eg, adding encounter notes, modifying medical histories, or removing incorrect user-generated data) are simulated in immutable blockchains through new transactions. Requesters must apply these transactions in the proper temporal order (eg, overwrite older data with newer) to reconstruct consistent records. Resources (ie, time, space, and bandwidth) are thus depleted with each modification. Redaction modifies data in place, nullifying this effect. The third, and final, shortcoming is consensus. Modifications produce new blocks necessitating consensus. Redactions to established blocks avoid this costly process, conserving time, effort, bandwidth, and storage for users and nodes.

Figure 4. Mixed-block blockchain adaptation of Figure 2.

![Mixed-block blockchain adaptation](image-url)
**Figure 5.** Patient account (ie, block) establishment, redaction, and logging processes in HealthChain.

**Account process overview**
1. The patient connects to the HealthChain service and requests an account (ie, block).
2. The assigned node validates the patient, generates a block, and broadcasts it to the HealthChain network.
3. Consensus is immediately initiated.
4. If consensus is reached, the new patient block is appended to the blockchain.
L. A log transaction is generated, and traditional block construction and consensus is followed.

**Redact process overview**
1. Some time later, the patient reconnects to the HealthChain service and submits a redaction, providing the signed and encrypted block.
2. The assigned node verifies the redacted block's hash and the patient's signature.
3. If valid, the node broadcasts the information over the HealthChain network and redacts its local instance (no consensus required).
L. A log transaction is generated, and traditional block construction and consensus is followed.

**Figure 6.** Initial and subsequent patient data entry in a traditional blockchain.

**Initial and subsequent processes overview**
1. The patient connects to a blockchain service and submits a transaction with new/updated information (time lapse depicted between the initial and subsequent transactions). Note: account generation is not portrayed as options abound, eg, from direct user action to organizationally assigned accounts.
2. The service broadcasts the transaction to nodes/miners/orders in the blockchain.
3. A block is constructed and consensus is initiated once specified conditions are met (eg, block size).
4. If consensus is reached, the block (encasing, in part, the new/updated data) is appended to the blockchain.
Hashing Redactable Blocks

Once appended to the blockchain, a block’s hash cannot change; otherwise, the chain breaks. Redaction, therefore, precludes traditional hash functions (eg, SHA-256) as, by definition, different inputs produce distinct hashes. Hence, the deployment of chameleon hashing.

Ateniese et al [50] identified several chameleon hash formulations suitable for blockchains. Here, public-coin chameleon hashing (PCCH) is applied. PCCH uses public-key cryptography for verification (using public keys) and redaction (by generating collisions with private keys). In terms of security, PCCH hashes are as hard to forge as nontrapdoor functions. Hence, PCCH maintains a secure and valid state in redactable blockchains [50].

Block Encryption

Classified as electronic protected health information under the HIPAA, patient data must be encrypted (45 Code of Federal Regulations [CFR] section 164.304) per the US Department of Health and Human Services–issued guidelines (Health Information Technology for Economic and Clinical Health 13402(h)(2)). These guidelines reference National Institute of Standards and Technology Special Publication 800-111, which recommends the Advanced Encryption Standard (AES), although any FIPS-approved cryptosystem (eg, ECC) is acceptable [103]. Any selection must be mindful of the proposed framework, which includes information exchange.

Traditional symmetric (eg, AES) and asymmetric (eg, ECC) primitives are insufficient as they compel 1 of the 3 insecure or infeasible information exchange solutions [69]. The first is exchanging secret information. This jeopardizes data integrity (through altering, corrupting, or re-encrypting data) and digital identities (secured by private keys). Second, originators (eg, patients) can re-encrypt data under requester public keys. Although secure, originators must be omnipresent and dedicate considerable personal resources to the process; otherwise, sharing ceases. Finally, third parties can represent originators for re-encryption. However, this exposes plaintext and secret information to the said third parties. As a potential solution to these challenges, we endorse PRE.

PRE facilitates information exchange through dedicated third parties without exposing sensitive information. Beyond proposing PRE, we identified 4 operations critical to securing and validating stored and exchanged data in the proposed framework: (1) encryption and decryption, (2) re-encryption, (3) sign and verify (eg, digital signatures), and (4) encrypt sign and decrypt-verify (eg, encrypted sign and verify). AFGH (so named for the authors’ last names) [60] is the chosen PRE scheme as it fulfills operations 1 and 2 and encourages the formulation of 3 and 4. In addition, its re-encryption keys are unidirectional (decrypt only), noninteractive (no secret information exchanged), and nontransitive (cannot combine keys to forge privileges) [60]; Multimedia Appendix 1 provides a more thorough introduction.

Operations 1 and 2 are instrumental in securing and sharing sensitive information and are the foundation of any PRE scheme. Operation 3 facilitates message authentication and data integrity. A message signed (ie, encrypted by a sender using its private key) can be verified (ie, decrypted) by anyone with its public key. As only the sender has its private key, verification proves authenticity and integrity. Multimedia Appendix 1 offers our posited sign and verify AFGH modification. Operation 4 unites 1 and 3 to protect sensitive, signed messages. Signed messages are encrypted with the recipient’s public key, ensuring only it can decrypt before verification. Multimedia Appendix 1 presents the conceived encrypt-sign and decrypt-verify AFGH extension.

Moreover, some PRE-derived ciphertexts (eg, ElGamal based [104] in AFGH) are malleable. This is advantageous when optimizing, for instance, data rekeying, which amounts to multiplication in ElGamal, instead of decrypt-encrypt in AES. In addition, it is compulsory for homomorphic encryption, that is, computation on ciphertexts. Although this is an active area of research, fully homomorphic schemes (ie, those that add and multiply) are presently impractical [94,95,105-111]. The research, however, is progressing, with lattices emerging as a promising area [94,95,105,106]. Lattices, therefore, have the
potential to bring postquantum, fully homomorphic encryption to this framework.

PRE is traditionally deployed for key exchange [60,76]. Data are encrypted using, for example, AES, and the key encrypted and exchanged through PRE. An alternative, as proposed herein, is PRE-encrypted data. Both have merits and were extensively tested. Table 1 compares these approaches by 4 properties. We focus on PRE implementations over elliptic curves (ECs) because of their prominence [76-80].

EC PRE is slower and larger than AES because of key and bilinear map sizes. EC keys are twice AES for the same cryptographic strength—for example, EC-256 equates to AES-128 [112]. Bilinear maps (see Multimedia Appendix 1) are even larger—for example, up to 3072 bits for EC-256 [112-115]. Consequently, the system uses more space and time, hindering performance. Furthermore, AFGH eliminates re-encryption data integrity concerns through encrypt-only keys [60], a property unsupported by AES. Finally, the malleable AFGH cipher supports dynamic rekeying (ie, altering encryption keys) through multiplication, instead of the delegator having to decrypt, encrypt, and retransmit all data as under AES.

### Table 1. A comparison of Advanced Encryption Standard encrypted blocks with proxy re-encryption encrypted keys to proxy re-encryption encrypted blocks.

<table>
<thead>
<tr>
<th>Property</th>
<th>AES block encryption</th>
<th>PRE block encryption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encrypt and decrypt speed</td>
<td>Faster</td>
<td>Slower</td>
</tr>
<tr>
<td>Size of ciphertext</td>
<td>Smaller</td>
<td>Larger</td>
</tr>
<tr>
<td>Key operations</td>
<td>Decrypt and encrypt</td>
<td>Decrypt only</td>
</tr>
<tr>
<td>Rekeying ciphers</td>
<td>Decrypt then encrypt</td>
<td>Multiplication</td>
</tr>
</tbody>
</table>

aAES: Advanced Encryption Standard.
bPRE: proxy re-encryption.

### Smart Contracts

Smart contracts herein enable conditional information exchange. Their mutability (from patient block storage) permits modification and revocation without duplicate, conflicting, or vulnerable contracts remaining on the blockchain. During instantiation, a template is automatically populated (once authorization is furnished); no programming is necessary. On execution, an engine hardcoded into the server platform applies a series of instructions, given a contract’s parameters. There are several reasons for this approach. The proposed smart contracts are structurally uniform (eg, identifiers and signatures of involved parties, terms, and re-encryption keys), eliminating the need for arbitrary code support. Furthermore, logical errors [56-58] and exploitable vulnerabilities [51,52,58,59] in programmed contracts can compromise patient data. An automated, templated design with a parameterized, hardcoded engine eliminates these vulnerabilities.

Figure 8 demonstrates the smart contract initiation process, in which a re-encryption key is created and stored in a signed contract on the delegator’s block. Figure 9 shows the execution of the contract generated in step 1 by the delegatee in step 2, facilitating data decryption. In this example (and proof of concept), data are stored as FHIR messages for direct interoperability with capable systems. This represents a basic application of PRE to smart contracts. It is, however, insecure.

Although granting access with PRE is simple, revoking it is not. Consider the following, 2 parties enter into a 1-week smart contract. If the delegatee notes the re-encryption key during valid execution, nothing explicitly prevents it from decrypting the delegator’s block after contract termination.

A naive refinement to close this vulnerability is implementing PRE as originally defined—proxies decrypt delegator data, then encrypt for delegatees [61]. However, as numerous studies have concluded, proxies cannot be trusted with delegator private keys and plaintext [65,70,90,116]. Another approach is subkeying by, for instance, time [60,117-119]. Each period has a unique, random variable to which all ciphertexts and re-encryption keys are bound. It is argued that this ensures delegatees cannot access new information. However, if a contract is terminated within a period, new information will be available as access is not revoked, only confined. In addition, one must manage many keys, data are fragmented over time, and interperiod interoperability is cumbersome.

To address revocation, we submit 2PD (Multimedia Appendix 1), a variant of the original formulation [61] whereby data decryption requires 2 parties with complementary re-encryption keys. Figures 10 and 11 adapt Figures 8 and 9, respectively, to 2PD. In premise, the intermediary (eg, node; an augmented proxy, thus the distinction) applies its re-encryption key to the delegator’s data (as it is malleable), producing a ciphertext discernable to the delegatee alone. In terms of security, intermediaries no longer require private keys, and its re-encryption key does not expose plaintext. Furthermore, delegatee re-encryption keys cannot decrypt data on the blockchain, thus realizing revocation.
Figure 8. Smart contract initiation using standard proxy re-encryption.

1. Bob initiates a smart contract request with Alice (A).
2. Alice retrieves Bob’s (B) public keys from HealthChain.
3. Alice creates a smart contract, adding to it the generated, encrypt-signed re-encryption key \( ES_B(rk_{A\rightarrow B}) \) for Bob.
4. Alice and Bob sign the smart contract, which is then stored in Alice’s block.

Figure 9. Smart contract execution using standard proxy re-encryption. FHIR: Fast Healthcare Interoperability Resources.

Process overview

1. Setup (S): Alice (A) encrypts her information and stores the results in her block.
2. Initialize (I): Alice and Bob (B) enter into a smart contract, with the results stored in Alice’s block.
3. Bob executes the smart contract in Alice’s block, retrieves the re-encryption key \( ES_B(rk_{A\rightarrow B}) \), decrypt-verify it (obtaining \( rk_{A\rightarrow B} \)), then combines it with his private key to decrypt Alice’s block.

Figure 10. Smart contract initiation using 2-party proxy re-encryption decryption.

Process overview

1. Bob (B) initiates a smart contract request with Alice (A) and intermediary (R).
2. Alice retrieves Bob’s and the intermediary’s public keys from HealthChain.
3. Alice creates a smart contract, adding to it the generated, layered, encrypt-signed re-encryption keys for Bob and the intermediary \( ES_B(ES_R(rk_{A\rightarrow B})) \) and \( ES_R(ES_B(rk_{AR\rightarrow B})) \) respectively.
4. Alice, Bob, and the intermediary sign the smart contract, which is then stored in Alice’s block.
There are several additional 2PD factors to consider. First, it demands an intermediary be semitrusted in that it will not maliciously alter the hardcoded smart contract engine or distribute keys to unauthorized entities. As our framework implements a permissioned blockchain, intermediaries (i.e., nodes) are inherently trustworthy. That said, private keys and plaintext are withheld to deter collusion and improper data use. Second, re-encryption keys must mathematically prohibit manipulation resulting in forged privileges. This is imparted by AFGH’s nontransitive property [60]. Finally, re-encryption key retrieval mandates intermediary and delegatee consent without revealing said keys. Encrypt-sign layering, as documented in Figures 10 and 11, provides such support, as 1 layer must be decrypt verified by the opposing entity (i.e., consent) and the final layer by the intended recipient, simultaneously averting unilateral access and key exposure.

**Health Insurance Portability and Accountability Act of 1996 and HealthChain**

Administrative rule 45 CFR section 164.524 grants patients the right to request copies of their records, which are to be delivered in the form and format requested by the individual, if they are readily producible in such as format (45 CFR section 164.524(c)(2)(i)). With the growing acceptance of HL7 FHIR (section Interoperability), one can envisage a future with it being readily producible. Thus, the proposed framework can leverage patient access rights through FHIR to seamlessly communicate with health information systems, eliminating the burden of ad-hoc data extraction, manual data entry, and data transformation placed on users and providers.

Systems in this space must be HIPAA compliant. Table 2 maps facets of the posited framework to pertinent HIPAA administrative rules, suggesting compliance. A thorough assessment, however, must be conducted before deployment.
Table 2. Health Insurance Portability and Accountability Act of 1996 administrative rule specifications (privacy rule and security rule) and submitted HealthChain components supporting compliance.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Rule: 45 CFR(^a) section 164</th>
<th>HealthChain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authorization and revocation (PR(^b))</td>
<td>508, 510</td>
<td>Smart contracts, sign and verify, and encrypt-sign and decrypt-verify: confidential communications and verifiable requests and authorizations</td>
</tr>
<tr>
<td>Restriction requests (PR)</td>
<td>522(a)(1)</td>
<td>Smart contracts, sign and verify, and encrypt-sign and decrypt-verify: confidential communications and verifiable requests and authorizations</td>
</tr>
<tr>
<td>Amendments (PR)</td>
<td>526</td>
<td>Smart contracts, sign and verify, and encrypt-sign and decrypt-verify: confidential communications and verifiable requests and authorizations</td>
</tr>
<tr>
<td>Confidential communications (PR)</td>
<td>522(b)(2)</td>
<td>Encrypt-sign and decrypt-verify: message integrity, verifiable identity, and encryption</td>
</tr>
<tr>
<td>Unique user authentication (SR(^c))</td>
<td>312(a)(2)(i)</td>
<td>Unique encryption and hashing key pairs, sign and verify, and encrypt-sign and decrypt-verify: verifiable identity (key possession and signing) and patient block hashes and patient block encryption</td>
</tr>
<tr>
<td>Encryption and decryption (SR)</td>
<td>312(a)(2)(iv)</td>
<td>Unique encryption and hashing key pairs, sign and verify, and encrypt-sign and decrypt-verify: verifiable identity (key possession and signing) and patient block hashes and patient block encryption</td>
</tr>
<tr>
<td>Integrity (SR)</td>
<td>312(c)(1)</td>
<td>Unique encryption and hashing key pairs, sign and verify, and encrypt-sign and decrypt-verify: verifiable identity (key possession and signing) and patient block hashes and patient block encryption</td>
</tr>
<tr>
<td>Audit controls (SR)</td>
<td>312(b)</td>
<td>Log blocks</td>
</tr>
<tr>
<td>Person or entity authentication (SR)</td>
<td>312(d)</td>
<td>Sign and verify, encrypt-sign and decrypt-verify, re-encryption key layering, and delegatee re-encryption: verifiable identity (verification algorithms and construction of the delegatee re-encryption process)</td>
</tr>
<tr>
<td>Transmission security—integrity controls and encryption (SR)</td>
<td>312(e)(1), (2)(i), and (2)(ii)</td>
<td>Patient block encryption, intermediary re-encryption, sign and verify, and encrypt-sign and decrypt-verify (layering): verifiable identity and transfer of encrypted data only by design</td>
</tr>
</tbody>
</table>

\(^a\) CFR: 45: Code of Federal Regulations.
\(^b\) PR: privacy rule.
\(^c\) SR: security rule.

Experimental Design

The experimental design facilitates the examination of HealthChain’s novel components. Additional services such as permissioning and consensus along with a comprehensive distributed network were not evaluated for the following reasons. First, although essential to the framework’s practical implementation (whereas here we are exploring new functionality), no improvements to those areas were proposed in this work; hence, testing is unwarranted. Second, ancillary services and an arbitrarily sized experimental network inject considerable overhead (potentially orders of magnitude above the measured item) into the process, rendering the subject of analysis indistinguishable from noise. As such, we intentionally limited the components implemented in the proof of concept to only those necessary to successfully evaluate the processes defined in the subsequent sections.

Regarding experimental block operations, recall that as patient blocks are generated during account initialization, all subsequent actions necessitate redactions to said block section (Patient Blocks). Therefore, all experiments conducted herein are redactions.

Configurable Modes

HealthChain operations are dictated by 4 configurable modes (see Multimedia Appendix 2 for a detailed summary). The first is the 2-option block encryption mode: (1) AES-encrypted data with PRE-encrypted key (denoted as A) and (2) PRE-encrypted data (signified by P), as defined and justified in section Block Encryption.

The second is the storage mode with 2 possibilities: full block (F) and incremental (I). Full block incorporates all data into a single block. Incremental, in all but 1 case (see next mode), transmits only new and modified entries or removal instructions. Table 3 compares the 2 options over 6 properties. Full block transmits 1 block (ie, transaction), which is more efficient than multiple blocks. Cipher padding in full block mode is negligible, whereas potentially considerable in incremental mode (cumulative padding). Record isolation is trivial in incremental mode as each is its own entry. Full block masks transactions in an encrypted block, making isolation and metadata attacks difficult. Regarding transmission speed and size, incremental mode may be smaller and thus faster if only transmitting minimal changes relative to the medical record. Finally, a single block is bound in size by the storage mechanism (eg, a database byte array attribute). Larger medical records may require multiple blocks, fragmenting the information and increasing the complexity of management. Incremental does not suffer from this limitation.
Table 3. Comparison of full block and incremental storage mode options.

<table>
<thead>
<tr>
<th>Property</th>
<th>Full block</th>
<th>Incremental</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transactions</td>
<td>1</td>
<td>1 or more</td>
</tr>
<tr>
<td>Cipher padding</td>
<td>Negligible</td>
<td>Potentially considerable</td>
</tr>
<tr>
<td>Record isolation</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Speed of transmission</td>
<td>Slow</td>
<td>Potentially fast</td>
</tr>
<tr>
<td>Size of transmission</td>
<td>Large</td>
<td>Potentially small</td>
</tr>
</tbody>
</table>

Third is encryption key mode, with static (S) and dynamic (D) choices. Static mode encrypts a patient block using the same key in perpetuity, whereas dynamic mode re-encrypts data under a new one with each update. Dynamic mode enhances security, as compromised information is of limited use, but consumes more resources. AES-encrypted data in incremental block storage (AI) mode requires the patient to re-encrypt and transmit all data. Being malleable, PRE-encrypted data in incremental storage (PI) mode encrypts updates using a new key, sending them and a scalar to a node for appending and rekeying, respectively.

Server-side encryption mode is the last mode: simply on (Y) or off (N). If enabled, the server encrypts (by block encryption mode) user data using an ephemeral key for each entry, renewed under the dynamic key policy (does not impact PRE operations). This protects against improper access by dynamically rekeying accessed entries.

Tables 4 and 5 present listings of configurable mode abbreviations and descriptions used in our experiments by AES and PRE encryption respectively. Refer to Multimedia Appendix 2 for more details.

Table 4. Advanced Encryption Standard (AES) configurable experimental mode abbreviations and descriptions.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AF</td>
<td>AES-encrypted data, full block storage</td>
</tr>
<tr>
<td>AI</td>
<td>AES-encrypted data, incremental storage</td>
</tr>
<tr>
<td>ADF</td>
<td>AES-encrypted data, dynamic encryption key full block storage</td>
</tr>
<tr>
<td>ADI</td>
<td>AES-encrypted data, dynamic encryption key incremental storage</td>
</tr>
<tr>
<td>ASF</td>
<td>AES-encrypted data, static encryption key full block storage</td>
</tr>
<tr>
<td>ASI</td>
<td>AES-encrypted data, static encryption key incremental storage</td>
</tr>
<tr>
<td>AFN</td>
<td>AES-encrypted data, full block storage no server-side encryption</td>
</tr>
<tr>
<td>AFY</td>
<td>AES-encrypted data, full block storage server-side encryption</td>
</tr>
<tr>
<td>AIN</td>
<td>AES-encrypted data, incremental storage no server-side encryption</td>
</tr>
<tr>
<td>AIY</td>
<td>AES-encrypted data, incremental storage server-side encryption</td>
</tr>
<tr>
<td>ADFN</td>
<td>AES-encrypted data, dynamic encryption key, full block storage, no server-side encryption</td>
</tr>
<tr>
<td>ADFY</td>
<td>AES-encrypted data, dynamic encryption key, full block storage, server-side encryption</td>
</tr>
<tr>
<td>ADIN</td>
<td>AES-encrypted data, dynamic encryption key, incremental storage, no server-side encryption</td>
</tr>
<tr>
<td>ADIY</td>
<td>AES-encrypted data, dynamic encryption key, incremental storage, server-side encryption</td>
</tr>
<tr>
<td>ASFN</td>
<td>AES-encrypted data, static encryption key, full block storage, no server-side encryption</td>
</tr>
<tr>
<td>ASFY</td>
<td>AES-encrypted data, static encryption key, full block storage, server-side encryption</td>
</tr>
<tr>
<td>ASIN</td>
<td>AES-encrypted data, static encryption key, incremental storage, no server-side encryption</td>
</tr>
<tr>
<td>ASIY</td>
<td>AES-encrypted data, static encryption key, incremental storage, server-side encryption</td>
</tr>
</tbody>
</table>
Table 5. Proxy re-encryption (PRE) configurable experimental mode abbreviations and descriptions.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PF</td>
<td>PRE-encrypted data, full block storage</td>
</tr>
<tr>
<td>PI</td>
<td>PRE-encrypted data, incremental storage</td>
</tr>
<tr>
<td>PDF</td>
<td>PRE-encrypted data, dynamic encryption key full block storage</td>
</tr>
<tr>
<td>PDI</td>
<td>PRE-encrypted data dynamic encryption key incremental storage</td>
</tr>
<tr>
<td>PSF</td>
<td>PRE-encrypted data, static encryption key full block storage</td>
</tr>
<tr>
<td>PSI</td>
<td>PRE-encrypted data, static encryption key incremental storage</td>
</tr>
<tr>
<td>PFN</td>
<td>PRE-encrypted data, full block storage no server-side encryption</td>
</tr>
<tr>
<td>PFY</td>
<td>PRE-encrypted data, full block storage server-side encryption</td>
</tr>
<tr>
<td>PIN</td>
<td>PRE-encrypted data, incremental storage no server-side encryption</td>
</tr>
<tr>
<td>PIY</td>
<td>PRE-encrypted data, incremental storage server-side encryption</td>
</tr>
<tr>
<td>PDFN</td>
<td>PRE-encrypted data, dynamic encryption key, full block storage, no server-side encryption</td>
</tr>
<tr>
<td>PDFY</td>
<td>PRE-encrypted data, dynamic encryption key, full block storage, server-side encryption</td>
</tr>
<tr>
<td>PDIN</td>
<td>PRE-encrypted data, dynamic encryption key, incremental storage, no server-side encryption</td>
</tr>
<tr>
<td>PDIY</td>
<td>PRE-encrypted data, dynamic encryption key, incremental storage, server-side encryption</td>
</tr>
<tr>
<td>PSFN</td>
<td>PRE-encrypted data, static encryption key, full block storage, no server-side encryption</td>
</tr>
<tr>
<td>PSFY</td>
<td>PRE-encrypted data, static encryption key, full block storage, server-side encryption</td>
</tr>
<tr>
<td>PSIN</td>
<td>PRE-encrypted data, static encryption key, incremental storage, no server-side encryption</td>
</tr>
<tr>
<td>PSIY</td>
<td>PRE-encrypted data, static encryption key, incremental storage, server-side encryption</td>
</tr>
</tbody>
</table>

Experiments

A total of 5 system dimensions are measured over 16 mode combinations for AES-128 and EC-256: transmission size, network latency, client processing time, server processing time, and smart contract execution.

Transmission size refers to the number of bytes sent from client to server. Typical consumer internet connections have low upload rates as households consume more content than contribute; thus, upload bandwidth is a concern. Scalability for users with metered connection is also of interest, as they may incur costs associated with overages or plan adjustments.

Network latency assesses the effect internet-based transmissions have on the proposed framework. The results are analyzed independently and integrated into client processing time and smart contract execution.

Client processing time represents the time devoted by clients to, for example, insert records, generate synchronization instructions, regenerate smart contracts (if dynamic keying), compute block hashes, and broadcast the previous to the blockchain.

Server processing time is the time incurred by servers during, for example, AES PRE key renewing (dynamic AES), instruction application (all), PRE scalar multiplication (PDIN/Y), and smart contract updating (all dynamic).

Smart contract execution measures the time required to run a smart contract. The process uses 2PD and writes the output to a zipped file on the delegatee’s machine.

Datasets

Each of the 16 mode combinations was evaluated by insertion and scaling costs. Insertion costs are determined by adding records en masse to a clean system instance (only contains the account request profile). Insights are garnered on cost amortization and limits associated with bulk and single record processing without existing record influences (eg, re-encryption and retransmission), which may direct policy on block synchronization. Moreover, 4 datasets of observations (1 per day) were synthetically generated for testing (Table 6). Each was statically sized at 400 bytes for record-level evaluation. As each record is of identical size, cryptographic processing time, cipher length, and bytes transmitted are comparable by record across the various configurations.

Scaling is scrutinized by gauging the effect existing records have on insertions. As this system accumulates records, these experiments facilitate the examination of existing medical records on overall performance. For insertion, care was taken to avoid interaction between new and existing data. Here, the reverse is of interest on how existing data affect record insertions. The results inform decisions on configuration selection and synchronization strategy. Testing began by instantiating a system with 1 of the 3 datasets (Table 6)—representative of small, medium, and large patient records from a deidentified instructional medical database [120]. Then, the 4 insertion datasets were applied, with the average per record reported as an indicator of general performance.
Table 6. Number of records and byte range per record by experimental dataset (all records were formatted as Health Level-7 Fast Healthcare Interoperability Resources [FHIR] JSON messages using HAPI FHIR).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Records</th>
<th>Bytes/record (average)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insertion</td>
<td>1</td>
<td>400</td>
<td>1 day</td>
</tr>
<tr>
<td>Insertion</td>
<td>30</td>
<td>400</td>
<td>30 days</td>
</tr>
<tr>
<td>Insertion</td>
<td>365</td>
<td>400</td>
<td>1 year</td>
</tr>
<tr>
<td>Insertion</td>
<td>1461</td>
<td>400</td>
<td>4 years</td>
</tr>
<tr>
<td>Scaling</td>
<td>334</td>
<td>395-761 (581)</td>
<td>26 encounters, 33 conditions, 145 medication requests, and 130 observations</td>
</tr>
<tr>
<td>Scaling</td>
<td>945</td>
<td>395-768 (675)</td>
<td>27 encounters, 159 conditions, 624 medication requests, and 135 observations</td>
</tr>
<tr>
<td>Scaling</td>
<td>2361</td>
<td>394-770 (732)</td>
<td>109 encounters, 119 conditions, 2029 medication requests, and 104 observations</td>
</tr>
</tbody>
</table>

Testing Environment

The testing environment aligns with the minimal requirements defined in the Experimental Design section. In its simplest form, HealthChain is a medium of information exchange between an entity (eg, patient) and a server (eg, node). Every process in HealthChain can be reduced to a series of entity-server interactions; therefore, our testing environment emulates this 2-machine structure.

The first machine is a Lenovo T540p running Windows 7 Enterprise with 16 GB of memory, an Intel i7-4800 MQ processor, and a wired, consumer internet connection. The second is a Dell Optiplex 9010 running Linux Mint 17.1 with 8 GB of memory, an Intel i7-3770 processor, and a wired, business internet connection. Communication rates (download/upload in megabits per second [Mbps]) are as follows: 32.1/5.9 and 955.4/176.3 Mbps for each respective machine [121].

To facilitate direct processing time comparisons between client and server, 1 machine (the Lenovo) assumed both roles. This colocation, however, failed to address networking concerns. Thus, experiments incorporating transmission costs (ie, client processing time and smart contract execution) were duplicated using both machines, which are situated 5 miles apart. These times replaced those in the 2 identified measures for a more realistic outcome while still affording client and server relative performance comparisons.

Proof-of-Concept Implementation

The proof of concept facilitates the examination of the novel HealthChain elements as specified in section Experimental Design; it is not a production-ready blockchain system. The realization of the proposed framework requires the blending of the components defined herein with an existing blockchain technology such as Hyperledger Fabric or Ethereum. The proof of concept consists of 2 systems and 2 libraries written primarily in Java 8 and JSP and uses HAPI FHIR for document formatting [122] (Multimedia Appendix 3).

The first system, HealthChainServer, instantiates a single node that, for instance, establishes the blockchain, processes patient account requests, validates and manages patient identities and block transactions, supports 2PD, and transmits updates to patients (eg, the latest encounter). A multinode system (and therefore broadcasting capabilities) is unnecessary for testing.

In addition, log blocks are not examined as they are a trivial extension to existing blockchain technologies.

The second system, HealthChainWebClient, is a simple JSP-enabled version of the Gentelella Alela template [123]. Through the Web portal, patients can, for example, request accounts, create and manage smart contracts, manually add records, import and export FHIR messages, and receive updates (eg, from a participating hospital). It was through the file upload feature that experimental data were added, which were then transmitted to the server over a socket connection. Although sufficient for testing, a robust, security-focused, application programming interface–driven approach (such as the one developed using SMART on FHIR [124]) should be implemented before use in production.

Regarding libraries, the first provides chameleon hash support by way of PCCH [50] as outlined in the section on Hashing Redactable Blocks. The second realizes PRE through AFGH [60] (using, as a foundation, the Java Pairing-Based Cryptography library [jPBC] [113]) as justified in the section on Block Encryption.

Results

Transmission Size

Here, transmission size is analyzed by insertion (Figure 12) and scaling (Figure 13). Server-side encryption does not impact transmission, hence its exclusion.

In Figure 12, PDI and PSI are nearly double the others (in overall and per record transmission size). Both have 789–400=389 bytes of padding (ie, wasted space) per record inserted, thus the disparity with all AES configurations. In addition, PDF and PSF are in line with AES (about 2% larger) rather than PDI and PSI. This is attributable to the full block generation process, as all records are fused into one, then divided into 789-byte ciphers, markedly reducing padding (see the section on Dataset Effects on Cipher Size). Furthermore, by 365, all ciphers near saturation (ie, negligible padding and amortized overhead).

Regarding overhead, dynamic options include 9137 bytes per smart contract (one here). ADI and ADF incorporate a new 397-byte AES PRE key. PDI uses a 384-byte scalar, and all send a 96-byte block hash.
To scaling (Figure 13), ASI, PDI, and PSI are unaffected by the number of existing records (only transmit modifications), requiring 416, 789, and 810 bytes on average of encrypted data per added record, respectively.

**Figure 12.** Transmission size in kilobytes and bytes per record by the number of records inserted. ADF: AES-encrypted data, dynamic keys, full block storage; ADI: AES-encrypted data, dynamic keys, incremental storage; AES: Advanced Encryption Standard; ASF: AES-encrypted data, static keys, full block storage; ASI: AES-encrypted data, static keys, incremental storage; PDF: PRE-encrypted data, dynamic keys, full block storage; PDI: PRE-encrypted data, dynamic keys, incremental storage; PRE: proxy re-encryption; PSF: PRE-encrypted data, static keys, full block storage; PSI: PRE-encrypted data, static keys, incremental storage.

**Figure 13.** Transmission size in kilobytes per record added given an existing record set. ADF: AES-encrypted data, dynamic keys, full block storage; ADI: AES-encrypted data, dynamic keys, incremental storage; AES: Advanced Encryption Standard; ASF: AES-encrypted data, static keys, full block storage; ASI: AES-encrypted data, static keys, incremental storage; PDF: PRE-encrypted data, dynamic keys, full block storage; PDI: PRE-encrypted data, dynamic keys, incremental storage; PRE: proxy re-encryption; PSF: PRE-encrypted data, static keys, full block storage; PSI: PRE-encrypted data, static keys, incremental storage.

**Dataset Effects on Cipher Size**

AES and PRE cipher sizes are dissected in Tables 7 and 8 for incremental and full block encryption modes, respectively. Comparisons are drawn at the record level; thus, overhead bytes were removed (see the section on Transmission Size and 231 bytes for the patient record generated during account activation).

AES is slightly larger on average than the underlying data (0.7%-4.1%) regardless of mode. PRE incremental is extensively padded (26.5%-97.3%), whereas minimal in full block mode (3.1%-5.2% beyond 1 insertion). Thus, PRE is subject to extreme variability, relative to AES, on input file size.
Table 7. Incremental storage: byte range per file and average Advanced Encryption Standard- and proxy re-encryption-encrypted cipher sizes by dataset (insertion and scaling).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Bytes/file range (average)</th>
<th>AES(^a) average (difference, %)</th>
<th>PRE(^b) average (difference, %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>130,365, and 1461</td>
<td>400</td>
<td>416 (4.0)</td>
<td>789 (97.3)</td>
</tr>
<tr>
<td>334</td>
<td>395-761 (581)</td>
<td>585 (0.6)</td>
<td>802 (38.0)</td>
</tr>
<tr>
<td>945</td>
<td>395-768 (675)</td>
<td>679 (0.7)</td>
<td>840 (24.3)</td>
</tr>
<tr>
<td>2361</td>
<td>394-770 (732)</td>
<td>737 (0.7)</td>
<td>926 (26.5)</td>
</tr>
</tbody>
</table>

\(^a\)AES: Advanced Encryption Standard.
\(^b\)PRE: proxy re-encryption.

Table 8. Full block storage: total bytes per dataset and average Advanced Encryption Standard- and proxy re-encryption-encrypted cipher sizes by dataset (insertion and scaling).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total bytes</th>
<th>AES(^a) average (difference, %)</th>
<th>PRE(^b) average (difference, %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>400</td>
<td>416 (4.0)</td>
<td>789 (97.3)</td>
</tr>
<tr>
<td>30</td>
<td>12,000</td>
<td>12,368 (3.1)</td>
<td>12,624 (5.2)</td>
</tr>
<tr>
<td>365</td>
<td>146,000</td>
<td>150,112 (2.8)</td>
<td>153,066 (4.8)</td>
</tr>
<tr>
<td>1465</td>
<td>584,400</td>
<td>600,848 (2.8)</td>
<td>613,053 (4.9)</td>
</tr>
<tr>
<td>334</td>
<td>193,815</td>
<td>196,304 (1.3)</td>
<td>200,406 (3.4)</td>
</tr>
<tr>
<td>945</td>
<td>637,934</td>
<td>644,688 (1.1)</td>
<td>658,026 (3.1)</td>
</tr>
<tr>
<td>2361</td>
<td>1,727,714</td>
<td>1,744,032 (0.9)</td>
<td>1,779,981 (3.0)</td>
</tr>
</tbody>
</table>

\(^a\)AES: Advanced Encryption Standard.
\(^b\)PRE: proxy re-encryption.

Network Latency

Network latency is analyzed in isolation to understand client-to-server (Figures 14 and 15) and server-to-client (Figure 16) effects. For insertion costs, Figure 14, incremental PRE grows at about twice the pace of others, proportional to cipher size (Tables 7 and 8). In addition, by 365 in Figure 15, the Mbps transmitted saturate the connection, whereupon ADI/ASI and PDI/PSI stabilize at 0.6 and 1.1 milliseconds per fragment (ie, a single record or full block), respectively. Regarding scaling (Figure 14), ASI, PDI, and PSI are constant, whereas full block and ADI grow as they reprocess all entries per update.

Figure 16 examines server-to-client transmissions as anticipated during record downloads from participating entities (eg, clinics) and intermediate smart contract results (if a delegatee). Data include the insertion sets as well as existing with 1461 additions to demonstrate scale. Transmission time depends on the block encryption (cipher size) and storage (padding effects) modes. AF, AI, and PF are indistinguishable from one another, whereas PI is on average 55% slower because of larger, excessively padded ciphers. Regarding bandwidth, a limit at approximately 18.4 Mbps (3.4 times the update limit in Figure 15), first experienced by the larger PI, is revealed. This corresponds to increased trajectories in time.
Figure 14. Client-to-server network latency in seconds per inserted record (i.e., insertion) and seconds per record added given an existing record set (i.e., scaling) — includes connection establishment, termination, and transmission time. ADF: AES-encrypted data, dynamic keys, full block storage; ADI: AES-encrypted data, dynamic keys, incremental storage; AES: Advanced Encryption Standard; ASF: AES-encrypted data, static keys, full block storage; ASI: AES-encrypted data, static keys, incremental storage; PDF: PRE-encrypted data, dynamic keys, full block storage; PDI: PRE-encrypted data, dynamic keys, incremental storage; PRE: proxy re-encryption; PSF: PRE-encrypted data, static keys, full block storage; PSI: PRE-encrypted data, static keys, incremental storage.

Figure 15. Client-to-server network latency (transmission only) measured in megabits per second and milliseconds per fragment by the number of records inserted. ADF: AES-encrypted data, dynamic keys, full block storage; ADI: AES-encrypted data, dynamic keys, incremental storage; AES: Advanced Encryption Standard; ASF: AES-encrypted data, static keys, full block storage; ASI: AES-encrypted data, static keys, incremental storage; PDF: PRE-encrypted data, dynamic keys, full block storage; PDI: PRE-encrypted data, dynamic keys, incremental storage; PRE: proxy re-encryption; PSF: PRE-encrypted data, static keys, full block storage; PSI: PRE-encrypted data, static keys, incremental storage.
Figure 16. Server-to-client network latency (transmission only) measured in milliseconds and megabits per second by the number of records transmitted to the client. AES: Advanced Encryption Standard; AF: AES-encrypted data, full block storage; AI: AES-encrypted data, incremental block storage; PF: PRE-encrypted data, full block storage; PI: PRE-encrypted data, incremental storage; PRE: proxy re-encryption.

Client Processing Time

Client processing time is explored for insertions (Figure 17) and scaling (Figure 18). Server-side encryption does not impact client performance, hence its exclusion. For these tests, the client and server are the same machine (for relative comparison), whereas the transmission time is taken from the network latency experiments.

All configurations require a similar amount of time per Figure 17. The quickest are the static full block approaches, followed by dynamic full block (2% slower), static incremental (8% slower), and dynamic incremental (12% slower) approaches. Per record, by 365, all are within 5 milliseconds and narrowing.

Concerning scaling (Figure 18), network latency accounts for 24% to 27% of the overall cost at 1 existing record, dropping precipitously to 1% to 4% by 365. Beyond 365, ASI, PDI, and PSI are constant time as only new and modified information are processed. Although the others are 4 to 9 milliseconds apart, ASF and PSF tend to be slightly faster. However, by 2362, ASI, PDI, and PSI are 68% to 71% more efficient than the other methods.

Figure 17. Client processing time in seconds and milliseconds per record by the number of records inserted. ADF: AES-encrypted data, dynamic keys, full block storage; ADI: AES-encrypted data, dynamic keys, incremental storage; AES: Advanced Encryption Standard; ASF: AES-encrypted data, static keys, full block storage; ASI: AES-encrypted data, static keys, incremental storage; PDF: PRE-encrypted data, dynamic keys, full block storage; PDI: PRE-encrypted data, dynamic keys, incremental storage; PRE: proxy re-encryption; PSF: PRE-encrypted data, static keys, full block storage; PSI: PRE-encrypted data, static keys, incremental storage.
**Figure 18.** Client processing time in milliseconds per record added given an existing record set. ADF: AES-encrypted data, dynamic keys, full block storage; ADI: AES-encrypted data, dynamic keys, incremental storage; AES: Advanced Encryption Standard; ASF: AES-encrypted data, static keys, full block storage; ASI: AES-encrypted data, static keys, incremental storage; PDF: PRE-encrypted data, dynamic keys, full block storage; PDI: PRE-encrypted data, dynamic keys, incremental storage; PRE: proxy re-encryption; PSF: PRE-encrypted data, static keys, full block storage; PSI: PRE-encrypted data, static keys, incremental storage.

![Client processing time graph](image)

**Server Processing Time**

Server insertion costs are presented in **Figure 19**. Full block approaches process insertions the fastest. The order is in tens of milliseconds for AES (19-65 milliseconds), and PRE without server-side encryption (14-53 milliseconds). PRE with server-side encryption is measured in the 111 to 199 milliseconds range. ASIN and PSIN extend nearly uniformly from 7 to 889 milliseconds over the sets, with a slight dynamic keying penalty of 12 to 42 milliseconds. ADIY and ASIY are roughly 40% to 70% costlier than ADIN and ASIN. PDIY and PSIY are the slowest, reaching 4.5 seconds at 1461 insertions. Per record, incremental methods level off at 365, whereas full block approaches continue to decline at a rate greater than 57% at 1461.

Regarding scaling (**Figure 20**), ASIN, ASIY, PSIN and PSIY are constant time. ASIN and PSIN take 0.6, ASIY 1.1, and PSIY 3.1 milliseconds per record. The rest are affected in various ways by existing records. The quickest configurations are ADFN, ADFY, ASFN, ASFY, PDFN, and PSFN. By 2362, they are just shy of ASIN and PSIN. PDFY and PSFY are minimally affected by existing records, with times ranging from 0.3 to 1.1 milliseconds. PDIN is next at roughly 0.7 to 3.6 milliseconds. ADIN and ADIY increase sharply from 0.7 to 6.9 milliseconds and 1.1 to 9.1 milliseconds, respectively. PDIY, at 3.5 to 6.1 milliseconds, is cheaper than ADIY at 945 and ADIN around 1800.
Figure 19. Server processing time in seconds and milliseconds per record by the number of records inserted. ADFN: AES-encrypted data, dynamic keys, full block storage, no server-side encryption; ADFY: AES-encrypted data, dynamic keys, full block storage, server-side encryption; ADIN: AES-encrypted data, dynamic keys, incremental storage, no server-side encryption; ADIY: AES-encrypted data, dynamic keys, incremental storage, server-side encryption; AES: Advanced Encryption Standard; ASFN: AES-encrypted data, static keys, full block storage, no server-side encryption; ASFY: AES-encrypted data, static keys, full block storage, server-side encryption; ASIN: AES-encrypted data, static keys, incremental storage, no server-side encryption; ASIY: AES-encrypted data, static keys, incremental storage, server-side encryption; PDFN: PRE-encrypted data, dynamic keys, full block storage, no server-side encryption; PDFY: PRE-encrypted data, dynamic keys, full block storage, server-side encryption; PDIN: PRE-encrypted data, dynamic keys, incremental storage, no server-side encryption; PDIY: PRE-encrypted data, dynamic keys, incremental storage, server-side encryption; PRE: proxy re-encryption; PSFN: PRE-encrypted data, static keys, full block storage, no server-side encryption; PSFY: PRE-encrypted data, static keys, full block storage, server-side encryption; PSIN: PRE-encrypted data, static keys, incremental storage, no server-side encryption; PSIY: PRE-encrypted data, static keys, incremental storage, server-side encryption.

Smart Contract Execution

Smart contract execution by time and per record is assessed in this section, with results conveyed in Figure 21. Encryption key mode is not a factor in smart contract execution, as there is only 1 re-encryption key for all data; thus, it is not reported. As with the server-to-client network latency experiments, data include insertion and existing with 1461 additions sets.

In absolute terms, AFN, AFY, and AIN are the fastest, followed by PFN and PFY (progressing from 1% to 20% slower), AIY (23%-183%), PIN (46%-854%), and PIY (94%-1679%). Incremental server-side encryption is considerably expensive, doubling PRE and tripling AES times. Network latency accounts for around 9% of incremental and 19% of full block time. Per record, AIY, PIN, and PIY noticeably level-off by 365, and AFY, PFN, and PFY by 1461. AFN and AIN, however, descend beyond 3822 (2361+1461) at 2%.
Figure 21. Smart contract execution time in seconds and milliseconds per record by the number of records processed. AES: Advanced Encryption Standard; AFY: AES-encrypted data, full block storage, server-side encryption; AFN: AES-encrypted data, full block storage, no server-side encryption; AIN: AES-encrypted data, incremental block storage, no server-side encryption; AIY: AES-encrypted data, incremental storage, server-side encryption; PFN: PRE-encrypted data, full block storage, no server-side encryption; PFY: PRE-encrypted data, full block storage, server-side encryption; PIN: PRE-encrypted data, incremental block storage, no server-side encryption; PIY: PRE-encrypted data, incremental storage, server-side encryption; PRE: proxy re-encryption.

Discussion

Principal Findings

Figure 22 integrates pertinent results into a single visual for high-level performance analysis of client and server insertion (per record insertion cost given \( n \) loaded records) and scaling (per record insertion cost given \( n \) existing records) operations. Proceeding from top to bottom is client time in milliseconds (i.e., section on Client Processing Time), server time in milliseconds (i.e., section on Server Processing Time), and size in kilobytes (i.e., section on Transmission Size).

The impracticality of full block approaches is apparent from the patient’s vantage point. Whether inserting or scaling, block formation and transmission are resource intensive. For those with basic computers or mobile devices, or those operating on metered or low-bandwidth networks, these options should be avoided.

Catering to constrained environments are ASIN, PSIY, PDIN, PDIY, PSIN, and PSIY. ASIN, ASIY, PSIN, and PSIY are constant in bytes and server processing time, with decreasing client processing time because of network latency amortization over an otherwise constant process. PDIN and PDIY are constant in bytes and amortize latency as do the previous but irregular for the server (i.e., server-side rekeying). Overall, ASIN and ASIY are the top performers. They require minimal time and bandwidth for record insertion, hold constant when scaling, and quickly execute smart contracts (refer to the section on Smart Contract Execution for details). The compromise is security. Static approaches, although fast, are susceptible to attacks (see the section on Smart Contracts and Multimedia Appendix 1).

Dynamic selections are more secure as data are continually rekeyed, preventing decryption by old or compromised keys. ADIN and ADIY are arguably the worst and operationally infeasible, as rekeying requires (1) the client to decrypt, encrypt, and transmit all information with each update and (2) the server to replace the existing block with the new, server-side–encrypted data.

PRE incremental methods are byte intensive because of excessive padding of the small experimental files and slow during smart contract execution. This is mostly mitigated through full block approaches. Unlike AES, the variability of PRE cipher size is vast. It has the potential to be compact and efficient or bloated and wasteful. PSIN and PSIY are subject to the same static key vulnerabilities as ASIN and ASIY and are more expensive. One must decide if cipher malleability justifies increased resource expenditure.

PDIN and PDIY are the only viable dynamic options. Server processing is insignificant for record insertions (a few milliseconds) but rises with scale. From 1 to 2361, PDIN is 1% to 7% and PDIY 4% to 11%, the magnitude of the client. Server processing is projected to eclipse client by around 40,000 and 37,000 records for PDIN and PDIY respectively. However, with appropriate hardware and in-memory databases, this cost can be reduced. Compared with ASIN and ASIY, both are marginally slower on the client, but roughly twice in bytes and latency.

Ultimately, several candidates emerge. ASIN and ASIY for speed, PSIN and PSIY for malleability, and PDIN and PDIY for malleability and security. Refer to Table 9 for a detailed comparison.
Figure 22. Relative comparison of client and server processing time in milliseconds and transmission size in kilobytes per record by insertion and scaling. ADFN: AES-encrypted data, dynamic keys, full block storage, no server-side encryption; ADFY: AES-encrypted data, dynamic keys, full block storage, server-side encryption; ADIN: AES-encrypted data, dynamic keys, incremental storage, no server-side encryption; ADIY: AES-encrypted data, dynamic keys, incremental storage, server-side encryption; AES: Advanced Encryption Standard; ASFN: AES-encrypted data, static keys, full block storage, no server-side encryption; ASFY: AES-encrypted data, static keys, full block storage, server-side encryption; ASIN: AES-encrypted data, static keys, incremental storage, no server-side encryption; ASIY: AES-encrypted data, static keys, incremental storage, server-side encryption; PDFN: PRE-encrypted data, dynamic keys, full block storage, no server-side encryption; PDFY: PRE-encrypted data, dynamic keys, full block storage, server-side encryption; PDIN: PRE-encrypted data, dynamic keys, incremental storage, no server-side encryption; PDIY: PRE-encrypted data, dynamic keys, incremental storage, server-side encryption; PRE: proxy re-encryption; PSFN: PRE-encrypted data, static keys, full block storage, no server-side encryption; PSFY: PRE-encrypted data, static keys, full block storage, server-side encryption; PSIN: PRE-encrypted data, static keys, incremental storage, no server-side encryption; PSIY: PRE-encrypted data, static keys, incremental storage, server-side encryption.

Table 9. Comparison of practical configurations by cipher malleability; security; insertion, scaling, and smart contract execution time; and transmitted bytes.

<table>
<thead>
<tr>
<th>Property</th>
<th>ASIN&lt;sup&gt;a&lt;/sup&gt;</th>
<th>ASIY&lt;sup&gt;b&lt;/sup&gt;</th>
<th>PSIN&lt;sup&gt;c&lt;/sup&gt;</th>
<th>PSIY&lt;sup&gt;d&lt;/sup&gt;</th>
<th>PDIN&lt;sup&gt;e&lt;/sup&gt;</th>
<th>PDIY&lt;sup&gt;f&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cipher malleability</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Security—dynamic keying</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Security—server-side keying</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Client insertions time</td>
<td>Fastest</td>
<td>Fastest</td>
<td>Fast</td>
<td>Fast</td>
<td>Fast if &gt;30</td>
<td>Fast if &gt;30</td>
</tr>
<tr>
<td>Client insertions bytes</td>
<td>Smallest</td>
<td>Smallest</td>
<td>Largest</td>
<td>Largest</td>
<td>Largest</td>
<td>Largest</td>
</tr>
<tr>
<td>Server insertions time</td>
<td>Fast</td>
<td>Slow</td>
<td>Slowest</td>
<td>Slow</td>
<td>Fast</td>
<td>Slowest</td>
</tr>
<tr>
<td>Client scaling time</td>
<td>Fastest, constant&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Fastest, constant&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Fastest, constant&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Fastest, constant&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Fast, constant&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Fast, constant&lt;sup&gt;g&lt;/sup&gt;</td>
</tr>
<tr>
<td>Client scaling bytes</td>
<td>Smallest, constant</td>
<td>Smallest, constant</td>
<td>Small, constant</td>
<td>Small, constant</td>
<td>Small, constant</td>
<td>Small, constant</td>
</tr>
<tr>
<td>Server scaling time</td>
<td>Fast, constant</td>
<td>Slow, constant</td>
<td>Fast, constant</td>
<td>Slower, constant</td>
<td>Slower</td>
<td>Very slow</td>
</tr>
<tr>
<td>Smart contract execution</td>
<td>Fastest</td>
<td>Fastest</td>
<td>Very slow</td>
<td>Very slow</td>
<td>Slowest</td>
<td>Slowest</td>
</tr>
</tbody>
</table>

<sup>a</sup>ASIN: Advanced Encryption Standard–encrypted data, static keys, incremental storage, no server-side encryption.

<sup>b</sup>ASIY: Advanced Encryption Standard–encrypted data, static keys, incremental storage, server-side encryption.

<sup>c</sup>PSIN: proxy re-encryption–encrypted data, static keys, incremental storage, no server-side encryption.

<sup>d</sup>PSIY: proxy re-encryption–encrypted data, dynamic keys, incremental storage, server-side encryption.

<sup>e</sup>PDIN: proxy re-encryption–encrypted data, static keys, incremental storage, server-side encryption.

<sup>f</sup>PDIY: proxy re-encryption–encrypted data, dynamic keys, incremental storage, server-side encryption.

<sup>g</sup>Constant time if latency, which is amortized over records, is not factored.
Limitations

Our study has the following limitations. First, the results are consistent with AES-128 and EC-256 alone. It is impossible to extrapolate the effects a change may have. Second, the small experimental files resulted in excess PRE cipher padding. Although the records were legitimate, EHR data may produce different results. Third, only 1 smart contract, which dynamic options regenerate during an update, was present for testing. With many contracts and few existing records, overall performance may diminish. In addition, smart contract regeneration was not optimized as the entire contract was reproduced and transmitted instead of just the re-encryption keys. This modification has the potential to decrease the size by 41%. Finally, server-side encryption only operates in dynamic mode. A static or periodic (eg, daily or after n number of transactions) option would reduce server-side processing at the expense of security. This will especially benefit PRE schemes, as they suffer a tremendous penalty under the weight of rekeying data after each read.

Conclusions and Future Work

In this study, a proof-of-concept patient-centered blockchain—HealthChain—was presented. The posited framework promotes patient engagement and facilitates secure, mediated information exchange between patients and providers. Redactable patient blocks, by way of chameleon hashing, were introduced to minimize data fragmentation, allow for in-place editing, and reduce resource consumption. PRE, smart contracts, and HL7 FHIR form the foundation of our proposed information exchange model, along with our 2PD PRE scheme and signature methods. A total of 16 experimental configurations were examined over 5 system dimensions by the cost of record insertion and scaling. Results indicate ASIN was the fastest and least bandwidth intensive, whereas PDIY was the best cryptographically, although the ultimate configuration rests with implementers and their desired level of speed and security. Furthermore, 3 areas are targeted for future work. First, Barreto-Lynn-Scott [125] and Kachisa-Schaefer-Scott [126] EC families will be explored as potential replacements for the outdated jPBC curves. Second, as the proof-of-concept client tool is a deployed Web service on a client’s machine (sufficient for testing), practical application necessitates an architectural redesign, wherein clients access HealthChain through a hosted, browser-based system. Hence, the cryptographic services will be ported to JavaScript for client-side execution, ensuring plaintext and generated secrets remain unexposed to nodes. Finally, we integrate our solution into Hyperledger Fabric to make use of their consensus, permissioning, and communications infrastructure.
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Abbreviations

2PD: 2-party proxy re-encryption
decryption
AES: Advanced Encryption Standard
ADEN: AES-encrypted data, dynamic keys, full block storage, no server-side encryption
ADI: AES-encrypted data, dynamic keys, incremental storage
ADIN: AES-encrypted data, dynamic keys, incremental storage, no server-side encryption
ADID: AES-encrypted data, dynamic keys, incremental storage, server-side encryption
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AF: AES-encrypted data, full block storage
AFN: AES-encrypted data, full block storage, no server-side encryption
AIN: AES-encrypted data, incremental block storage, no server-side encryption
AIY: AES-encrypted data, incremental storage, server-side encryption
ASI: AES-encrypted data, static keys, incremental storage
ASIN: AES-encrypted data, static keys, incremental storage, no server-side encryption
ASIIY: AES-encrypted data, static keys, incremental storage, server-side encryption
CFR: Code of Federal Regulations
EC: elliptic curves
ECC: elliptic curve cryptography
EHR: electronic health record
FHIR: Fast Healthcare Interoperability Resources
FIPS: Federal Information Processing Standard
HIPAA: Health Insurance Portability and Accountability Act of 1996
jPBC: Java Pairing-Based Cryptography library
Mbps: megabits per second
ONC: The Office of the National Coordinator for Health Information Technology
PCCH: Public-coin chameleon hash
PDF: PRE-encrypted data, dynamic encryption key full block storage
PDI: PRE-encrypted data, dynamic keys, incremental storage
PDIY: PRE-encrypted data, dynamic keys, incremental storage, server-side encryption
PF: PRE-encrypted data, full block storage
PFN: PRE-encrypted data, full block storage, no server-side encryption
PHR: personal health record
PI: PRE-encrypted data, incremental storage
PIN: PRE-encrypted data, incremental block storage, no server-side encryption
PIY: PRE-encrypted data, incremental storage, server-side encryption
PRE: proxy re-encryption
PSF: PRE-encrypted data, static keys, full block storage
PSI: PRE-encrypted data, static keys, incremental storage
PSIN: PRE-encrypted data, static keys, incremental storage, no server-side encryption
PSIIY: PRE-encrypted data, static keys, incremental storage, server-side encryption
SHA: Secure Hash Algorithm
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Abstract

Background: Health information technologies (HITs) such as electronic health records (EHR) and telemedicine services are currently used to assist clinicians provide care to patients. There are many barriers to HIT adoption, including mismatches between investments and benefits, disruptions in the workflow, and concerns about privacy and confidentiality. The lack of HIT training of health professionals as a workforce is an increasingly recognized and understudied barrier.

Objective: The purpose of this study is to describe what courses on HIT topics are available at the graduate level for future health professionals in the European Union (EU) and to explore possible determining factors for their exposure to these courses.

Methods: A cross-sectional descriptive study of EU medical schools was performed to explore the prevalence of HIT courses. The curricula of all identified higher learning institutions that offer a medical degree were manually explored to identify graduate-level courses that offer specific training on HIT topics. HIT topics were defined as courses or subjects that provided knowledge on the design, development, use, and implementation of HIT. Associations among potential factors such as population, yearly medical graduates, total number of physicians, EHR presence, and gross domestic product (GDP) were explored.

Results: A total of 302 medical schools from the 28 member states of the EU were explored. Only about one-third (90/302, 29.80%) of all medical degree curricula offered any kind of HIT course at the graduate level; in the medical schools that offered HIT courses, the courses were often mandatory (58/90, 64.44%). In most EU countries, HIT courses are offered in less than half of the medical schools, regardless of the country’s GDP per capita. Countries with the highest percentages of HIT course presence have the lowest GDP per capita. There seems to be a weak inverse correlation (~0.49) between the two variables (GDP per capita and HIT course presence). There is a trend between the availability of medical human resources and an increase in the presence of HIT courses, with Romania, Croatia, and Greece as outliers in this respect.

Conclusions: The current state of medical training in the EU leaves much room for improvement. Further studies are required for in-depth analysis of the content and manner of instruction that would fit present and future needs of HIT.

(J Med Internet Res 2019;21(8):e14086) doi:10.2196/14086
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**Introduction**

Health information technologies (HITs) [1] are used in health care institutions to assist clinicians provide care with tools such as electronic health records (EHR) and telemedicine services [2]. The increasingly vast amounts of health data available provide health professionals access to new ways to collect, analyze, and use that information [3,4]. The use of EHRs for documentation allows data to be organized around diseases or quality indicators, machine learning and artificial intelligence enable population health analytics to identify predictive characteristics and factors for diseases, and remote tools facilitate disease management in point-of-care and home settings [5].

There are many barriers to HIT adoption, including mismatches between investments and benefits, disruptions in the workflow, and concerns about privacy and confidentiality [6-8]. However, while many health professionals and students see the potential benefit of these technologies in health care, many are also frustrated [9,10], struggling to adapt, without knowing the underlying science of information in these new tools. The lack of HIT training of health professionals as a workforce is an increasingly recognized and understudied barrier [4,11,12].

Focused and concerted educational training in health informatics is essential for health professionals to realize the full benefit of the data and tools that are already part of the practice of medicine and to help develop new and improved tools of the future. There are some initiatives worldwide to provide specialization training on medical informatics, such as the American Medical Informatics Association in the United States, with nearly 1700 board certified professionals [13], or England’s efforts with the Topol review [14]; many other countries have not, or at least not sufficiently, established such opportunities until now [4]. A recent publication in the British Medical Journal proposes that literacy in informatics should be a formal requirement of all medical education, biomedical research, and public health training [15].

The current state of how future doctors are trained in HIT contents is largely unknown in many European Union (EU) countries. Further, although there may be opportunities for obtaining education in this field, most are targeted at the postgraduate level, leaving HIT training to be pursued as a professional interest and not a core skill. The purpose of this study is to describe what courses on HIT topics are available at the graduate level for future health professionals in the EU and to explore possible determining factors for their exposure to these courses.

**Methods**

**Study Design**

A cross-sectional descriptive study of the state of EU medical education was performed to explore the prevalence of specific HIT courses offered to future doctors. Cross-sectional studies are carried out at one time point or over a short period to estimate the prevalence of the outcome of interest for a given population [16].

The curricula of all identified higher learning institutions such as faculties of medicine, schools of medicine, or universities that offer the medical degree, hereon referred to as “medical schools,” were explored to identify graduate-level courses that may offer would-be physicians training on any HIT topics. Potential factors such as population, yearly medical graduates, total number of physicians, EHR presence, and GDP were explored for associations.

**Settings**

The EU is a political and economic union of 28 member states, with an estimated population of over 513 million and almost 2 million practicing physicians [17]. During the first quarter of 2018, the medical degree programs from all EU member states were systematically explored and classified.

**Data Sources**

No official list of medical schools in EU exists; therefore, a preliminary list was obtained and refined from gray literature [18]. Multimedia Appendix 1 shows the definitive list of medical schools used.

Data on EU population statistics, GDP per capita, EHR presence, and medical graduates and doctors were extracted from their respective official sources [17,19,20]. Latest available information was used, and cases where no information was available were marked.

**Selection Criteria**

For the purpose of this study, and given the many different terms in use in the field, the terms medical informatics, health information and communications technology (ICT), eHealth, mHealth, biomedical and health informatics, consumer health informatics, digital health, and other variations were considered to be encapsulated by the term “HIT.”

HIT topics were defined as courses or subjects that provided knowledge on the design, development, use, and implementation of HIT. The different course names and programs (where available) were revised for mentions of HIT contents. Courses that used ICT tools to enhance medical education on other subjects (eg, anatomy lessons or clinical case virtual simulations), or who only taught ICT content as a means to an end (eg, programming in R for biostatistics) were not considered to be focused on HIT training and were therefore not included.

A small random sample (10%) was independently reviewed to assess clarity of the selection criteria, and interrater reliability was calculated using the Fleiss-Cohen Coefficient. Once this was established, the remaining data were explored. Disagreements were resolved by consensus involving a third reviewer, when necessary.

**Data Extraction and Classification**

Medical education data were manually extracted from each medical school’s website to obtain the latest publicly available curricula and program. A multilingual and multicultural team (GG, EG, and HB) conducted the data extraction, and any language barrier issue was resolved using the Google Translate feature. The team independently reviewed and classified the
extracted information using structured forms. In Multimedia Appendix 2, the raw data are presented.

Statistical Methods

Categorical variables are presented as absolute and relative frequencies. Quantitative variables are presented as mean and SD or median and interquartile range, depending on the distribution. The Landis and Koch standards for the Fleiss-Cohen coefficient were used [21]. Statistical analysis was performed using R (Vienna, Austria, R Foundation for Statistical Computing; 2013).

Results

Interater reliability was determined using the Cohen kappa statistic by extracting a random sample (n=32) and independently reviewing the selection criteria. Kappa was found to be more than acceptable at 0.91 (SE 0.06, 95% CI 0.79-1.0).

Table 1. Summary of the presence of health information technology courses in each European Union member state.

<table>
<thead>
<tr>
<th>Country</th>
<th>Total medical schools (N=302), n (%)</th>
<th>Medical schools with HITa courses (n=90), n (%)</th>
<th>Medical schools with HIT courses, where the course is mandatory (n=58), n (%)</th>
<th>EHRb availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>6 (2.0)</td>
<td>1 (16.67)</td>
<td>1 (100)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Belgium</td>
<td>10 (3.3)</td>
<td>1 (10.00)</td>
<td>0 (0)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>6 (2.0)</td>
<td>2 (33.33)</td>
<td>1 (50)</td>
<td>Yes</td>
</tr>
<tr>
<td>Croatia</td>
<td>4 (1.3)</td>
<td>3 (75.00)</td>
<td>3 (100)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Cyprus</td>
<td>4 (1.3)</td>
<td>1 (25.00)</td>
<td>1 (100)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>9 (2.9)</td>
<td>3 (33.33)</td>
<td>2 (66.67)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Denmark</td>
<td>4 (1.3)</td>
<td>0 (0.00)</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>Estonia</td>
<td>1 (0.3)</td>
<td>0 (0.00)</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>Finland</td>
<td>5 (1.7)</td>
<td>1 (20.00)</td>
<td>1 (100)</td>
<td>Yes</td>
</tr>
<tr>
<td>France</td>
<td>34 (11.26)</td>
<td>10 (29.41)</td>
<td>7 (70)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Germany</td>
<td>38 (12.6)</td>
<td>16 (42.11)</td>
<td>8 (50)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Greece</td>
<td>7 (2.3)</td>
<td>6 (85.71)</td>
<td>5 (83.33)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Hungary</td>
<td>4 (1.3)</td>
<td>1 (25.00)</td>
<td>1 (100)</td>
<td>Yes</td>
</tr>
<tr>
<td>Ireland</td>
<td>6 (2.0)</td>
<td>2 (33.33)</td>
<td>1 (50)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Italy</td>
<td>41 (13.6)</td>
<td>7 (17.07)</td>
<td>7 (100)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Latvia</td>
<td>2 (0.7)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Lithuania</td>
<td>2 (0.7)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>1 (0.3)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Malta</td>
<td>1 (0.3)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>Netherlands</td>
<td>9 (3.0)</td>
<td>3 (33.33)</td>
<td>0 (0)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Poland</td>
<td>19 (6.3)</td>
<td>7 (36.84)</td>
<td>7 (100)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Portugal</td>
<td>7 (2.3)</td>
<td>2 (28.57)</td>
<td>1 (50)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Romania</td>
<td>13 (4.3)</td>
<td>10 (76.92)</td>
<td>5 (50)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Slovakia</td>
<td>3 (1.0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Slovenia</td>
<td>2 (0.7)</td>
<td>2 (100)</td>
<td>1 (50)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Spain</td>
<td>25 (8.3)</td>
<td>8 (32)</td>
<td>4 (50)</td>
<td>Nationwide project in progress</td>
</tr>
<tr>
<td>Sweden</td>
<td>7 (2.3)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>32 (10.6)</td>
<td>2 (6.25)</td>
<td>2 (100)</td>
<td>Yes</td>
</tr>
</tbody>
</table>

aHIT: health information technology.
bEHR: electronic health record.
cN/A: not available.
dInformation on the medical school curricula in one school each in Romania and Slovakia was not available.
A total of 302 medical schools from the 28 member states of the EU were explored. Only one-third (90/302, 29.80%) of all medical degree curricula offered any kind of HIT course on the graduate level; in medical schools that offered HIT courses, the courses were often mandatory (58/90, 64.44%). The prevalence of HIT courses for medical degree students in EU member states is very low. As an indicator of system-wide informatization, we also compared our findings with reports and literature on each EU country’s process of EHR implementation. The state of EHR implantation in the EU is a work in progress in most cases (only one-third have nationwide systems). Table 1 presents the information according to each country.

Figure 1. Presence of health information technology courses in the European Union member states.
Table 2. List of all the names of health information technology courses and their frequencies.

<table>
<thead>
<tr>
<th>Course name</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical informatics</td>
<td>22</td>
</tr>
<tr>
<td>Epidemiology, medical biometry and medical informatics</td>
<td>10</td>
</tr>
<tr>
<td>Medical informatics and biostatistics</td>
<td>9</td>
</tr>
<tr>
<td>Introduction to Medical Informatics</td>
<td>7</td>
</tr>
<tr>
<td>Information Technologies</td>
<td>5</td>
</tr>
<tr>
<td>Research and New Technologies</td>
<td>3</td>
</tr>
<tr>
<td>Biomedical Information Systems</td>
<td>2</td>
</tr>
<tr>
<td>Evaluation of methods of analysis applied to life and health sciences</td>
<td>2</td>
</tr>
<tr>
<td>Medical IT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2</td>
</tr>
<tr>
<td>Advanced Medical Technology</td>
<td>1</td>
</tr>
<tr>
<td>Basics of informatics in the health sector</td>
<td>1</td>
</tr>
<tr>
<td>Basics of Medical Informatics</td>
<td>1</td>
</tr>
<tr>
<td>Becoming a Medical Innovator</td>
<td>1</td>
</tr>
<tr>
<td>Bioinformatics</td>
<td>1</td>
</tr>
<tr>
<td>Biomedical Research and New Technologies</td>
<td>1</td>
</tr>
<tr>
<td>Biometrics and Epidemiology</td>
<td>1</td>
</tr>
<tr>
<td>Clinical Informatics and Biostatistics</td>
<td>1</td>
</tr>
<tr>
<td>eHealth&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
</tr>
<tr>
<td>eHealth &amp; Medical Informatics</td>
<td>1</td>
</tr>
<tr>
<td>Health informatics</td>
<td>1</td>
</tr>
<tr>
<td>Health Technology Assessment</td>
<td>1</td>
</tr>
<tr>
<td>Healthcare Imaging and Information Systems</td>
<td>1</td>
</tr>
<tr>
<td>ICT&lt;sup&gt;c&lt;/sup&gt; for Medicine</td>
<td>1</td>
</tr>
<tr>
<td>Informatics and Applications of Medical Informatics</td>
<td>1</td>
</tr>
<tr>
<td>IT Resources; Telemedicine</td>
<td>1</td>
</tr>
<tr>
<td>Lecture Epidemiology and Medical Informatics</td>
<td>1</td>
</tr>
<tr>
<td>Legal and Organisational Aspects of Medicine - includes Health IT</td>
<td>1</td>
</tr>
<tr>
<td>Medical and Scientific Methodology (includes Bioengineering and Medical Informatics)</td>
<td>1</td>
</tr>
<tr>
<td>Medical Applied Informatics</td>
<td>1</td>
</tr>
<tr>
<td>Medical Computer Science</td>
<td>1</td>
</tr>
<tr>
<td>Medical Informatics and Internet Computer Certificate</td>
<td>1</td>
</tr>
<tr>
<td>Medical Informatics, Biomedical Statistics, and scientific English</td>
<td>1</td>
</tr>
<tr>
<td>Medical informatics, e-Health&lt;sup&gt;b&lt;/sup&gt; and medical statistics</td>
<td>1</td>
</tr>
<tr>
<td>Medicine and Technology</td>
<td>1</td>
</tr>
<tr>
<td>Modern Informatics in Biomedicine</td>
<td>1</td>
</tr>
<tr>
<td>New technologies in biomedicine</td>
<td>1</td>
</tr>
<tr>
<td>Robotics and Programming with Lego - An introductory Course to Robotics and Programming for Medical Students</td>
<td>1</td>
</tr>
<tr>
<td>Statistics and Bioinformatics</td>
<td>1</td>
</tr>
<tr>
<td>Tele-Health &amp; Health Information Technologies In Public Health</td>
<td>1</td>
</tr>
<tr>
<td>Telemedicine and eHealth</td>
<td>1</td>
</tr>
<tr>
<td>Telemedicine: internet technologies for health</td>
<td>1</td>
</tr>
</tbody>
</table>
We also explored possible associations between the presence of HIT courses and EU population statistics, GDP per capita, EHR presence, and yearly new medical graduates per country. Most countries seem to offer HIT courses in less than half of their medical schools, regardless of their GDP per capita. Countries with the highest percentages of HIT course offerings are among the ones with the lowest GDP per capita in EU. There seems to be a weak inverse correlation (−0.49) between the two variables (GDP per capita and HIT course offer). In Figure 2, we show a scatter plot with the relationship between GDP per capita and percentage of medical schools with HIT courses. The exploration of population size, the main demographic variable, resulted in no relation between the variables.

We explored the association of a country’s population over the number of physicians and the presence of HIT course offerings. There seems to be a trend between the availability of medical human resources and an increase in the presence of HIT courses, with Romania, Croatia, and Greece as outliers (Figure 3).

**Figure 2.** Relationship between European Union member states’ GDP per capita and presence of HIT courses. The surface represents the number of medical graduates per year over 100,000 inhabitants. Countries where no information on yearly medical graduates was available (Cyprus and Luxembourg) are not shown. GDP: gross domestic product; HIT: health information technology.
Discussion

Principal Findings

This work provides an overview of the state of HIT courses available for graduate-level medical students in the EU. It offers unique insight into the prevalence of HIT courses for each country and explores possible associated factors. Medical students in the EU seem to find it difficult to gain exposure to HIT courses, with only one-third of all medical schools offering any courses on these topics at all. The uneven distribution of training opportunities for medical students on HIT contents between the different countries highlights the need of further work on improving the medical curricula.

Comparison With Prior Work

Despite their promise, HITs have proven difficult to implement [22], and there seems to be a failure to achieve widespread understanding of the benefits of technologies such as electronic record keeping and information exchange [23]. Although technology is increasingly being used in health care settings, health care professionals remain reticent to adopting HIT at different levels [24].

The need to improve the HIT competences of the health care workforce has been frequently emphasized by policymakers at an international levels [25]. One of the projects aiming to identify health care workforce IT skill needs is the CAMEI (Coordination Actions in the scientific era of Medical Education Informatics) project, which is a collaboration between the United States and Europe [26]. Further, the importance of training for the health care workforce in the use of new technologies was also acknowledged in many studies [25,26]. Several authors have pointed out that the training and competences that health care professionals receive regarding ICTs, in general, and as HIT end users, in particular, act as key factors in HIT adoption [27]. The limited exposure that medical students in the EU receive on HIT contents can easily explain the resistance that HIT implementations face later in health services settings. Recommendations from the International Medical Informatics Association [4] suggest that education on HIT contents should be available to all types of health care professionals, regardless of the types of specialization and levels of education as a way of emphasizing the formal penetration of the discipline and its concepts.

A significant factor for the slow uptake of HIT for health care professionals also seems to be the lack of customization that software vendors offer for their solutions [28,29]. The concept of user-centered design places the needs and characteristics of end users at the center of software design [30-32]. However, involving stakeholders in the design and development of technologies is not yet common practice for HIT solutions.
The introduction of HIT should not be viewed as a problem in technology exclusively, but rather as a problem in organizational change [33]. The implementation of HIT in the different EU member states is very diverse, particularly regarding the development of EHRs [27], a central component of an integrated HIT [34]. This heterogeneity seems to also apply to how health professionals are trained at the graduate level with regard to HIT concepts, with countries ranging from no training at all offered to all medical schools requiring the approval of HIT courses to obtain an medical degree.

In addition, it is known that health care spending per capita is positively correlated with GDP per capita [35] and that the use of health information systems may be a method to control increasing health spending [35]. Although more data would be needed to conclude a definitive casual relation, an interesting finding of our study was a weak inverse relationship between the presence of HIT courses and a country’s GDP. It would be interesting to ascertain what other factors and how the design of medical program curricula can impact a country’s health care expenditure.

Many factors that determine how a degree’s curriculum is structured, and while there is a need for change, political factors that prevent much needed modifications may exist. It is important to remember that wide-scale implementation of EHRs and other HIT systems has often been the result of state or national legislations [19]. Initiatives like these exist in many EU countries, but they are relatively recent and the change to curricula takes time. For example, digital competence has been acknowledged as one of the eight key competences for lifelong learning by the EU [36]. Under this framework, governments should encourage universities, particularly medical schools, to introduce formal teaching activities within undergraduate medical studies.

Limitations

The findings of this study should be interpreted in the context of its limitations. The main limitation of this study is that it focuses on courses that specifically teach HIT contents and does not account for how ICTs can be used in different teaching methods such as problem-based learning, or other subjects where HIT concepts may be taught indirectly. Additionally, this study did not perform an in-depth analysis of the medical degree curricula; therefore, it is possible that HIT lessons are included or integrated in other courses. However, given that medical education is usually divided in preclinical studies (eg, basic sciences such as anatomy, physiology, and biochemistry) and clinical studies (eg, various areas of clinical medicine such as internal medicine, pediatrics, obstetrics, and gynecology), it is unlikely that foundational HIT contents would be found within these modules.

Analysis and interpretation was performed using the retrieved information. Newer data could be available through internal channels and publications of each institution or country. Nevertheless, our study used publicly available data, which would also be available to other researchers.

In recent years, new bachelor and master degrees of an interdisciplinary nature have been developed (eg, biomedical engineering). Universities that hold these degrees may have contents or courses available for medical degree students to access; however, as these courses would not appear in the medical degree curricula, these were not explored or included. Further, this study only focuses on medical degree students and does not cover other health care professionals (eg, nurses or physiotherapists) or disciplines that could have some overlap (eg, biomedical engineering).

Finally, an interplay of varying complex factors determines how a degree program and curriculum are designed, both within and outside academic institutions such as local, national, and regional needs; legislations and ruling legal frameworks; and political leadership and visions. These were not included, as they would be too many and exceed the scope of this study.

Conclusions

Technology is transforming health care by slowly changing the way medicine is practiced. As HITs become more prevalent, expectations for health professionals to be fluent users of health technologies will continue to increase. The current state of medical training in the EU in this regard leaves much room for improvement. Further studies are required for in-depth analysis on the type of contents, proper placement in the medical curricula, and manner of instruction that would fit present and future needs of HIT.

Taking into consideration that the use of HIT is likely to continue to increase even further in most European health care systems, the need of future physicians to be literate in both medical sciences and HIT will soon no longer be optional. Empowering the following generations of doctors to allow them to take advantage of the full benefits that technologies have to offer is ever more important. A thorough look at the way we design our medical school curricula is needed.
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Abstract

Background: Various types of robots have already been successfully used in medical care, and the use of new technologies is also playing an increasing role in the area of sexuality. Sex robots are marketed as advanced sex toys and sex dolls with artificial intelligence. Only a few considerations about the therapeutic use of sex robots in sexual therapy are debated in expert discussions.

Objective: The aim of this study was to conduct a first exploratory survey on the attitudes of sex therapists and physicians toward the therapeutic benefits of sex robots.

Methods: This study comprised a quantitative online survey and a qualitative interview study. A self-constructed questionnaire was used to survey the general attitudes of sex therapists and physicians regarding the benefits of sex robots in therapy. The qualitative study was designed to gain in-depth insight into the participants’ beliefs and attitudes. Therefore, semistructured interviews were conducted. The quantitative data were evaluated by statistical analysis, and the interviews were transcribed and analyzed by using a grounded theory approach.

Results: A total of 72 sex therapists and physicians completed our self-constructed questionnaire (response rate 15%, 72/480). Only a few respondents (11%, 8/72) said that the use of sex robots was not conceivable for them, and almost half of all therapists and physicians could imagine recommending sex robots in therapy (45%, 33/72). The attitude toward sex robots as a therapeutic tool was very heterogeneous, with gender (P=.006), age (P=.03), and occupational differences (P=.05); female therapists, older therapists, and psychologists (in contrast to physicians) were more critical toward the therapeutic use of sex robots. The analysis of the 5 interviews identified 3 high-level core themes that were representative of the participants’ responses: (1) the importance of the personal definition of sex robots for the assessment of their therapeutic benefits, (2) therapeutic benefits and dangers of sex robots, and (3) considerations on the quality of human-robot sexuality. Initial insights into the possible therapeutic use of sex robots in different disorders (eg, sexual dysfunction or pedophilia) and situations were gained from the perspective of sex therapists.

Conclusions: The results of this study provide a first overview of the potential therapeutic use of sex robots. Moral, ethical, and treatment-related issues in this context are still unresolved and need to be further researched. We suggest integrating the topic into the training of sex therapists to form opinions beyond media images and to show therapy possibilities. Scientists engaged in sexual research should be involved in the development of sex robots to design robots with positive effects on sexual education, sexual therapy, sexual counseling, and sexual well-being for interested groups.

(J Med Internet Res 2019;21(8):e13853) doi:10.2196/13853

KEYWORDS
robotics; sexual health; therapy
Introduction

Background
Robotic sex is an interdisciplinary field of research and practice, which is also relevant to sexuality because of the possibilities offered by human-machine interactions [1]. In the case of human-robot interaction, the emerging role of sex robots has piqued public interest. In the therapeutic debate about sex robots, it is important how psychologists and therapists define robot sex. The term technosexuality describes sexual activities that are combined with technology [2]. There are technosexual behaviors, such as internet pornography, that occur more frequently than others [3]. In the context of psychology, sexual activities with robots have mostly been described as objectophilia or robotic fetishism so far, whereby this definition is a rather pathologizing limitation. This is defined as a fetish attraction to humanoid or nonhumanoid robots, to people behaving like robots, or to people dressed in robot costumes [4]. In the most general and descriptive definition of robot sex, it can be defined as sexual use of the robot. This definition includes the use of special sex robots and the sexual use of other types of robots that are not specifically developed and marketed for sexual purposes [5].

Sex robots have triggered discussions in professional circles about robot design, social norms, and the status of human-robot sex in connection with human relationships as well as the possible benefits of sex robots [6]. For example, 1 benefit is in terms of using sex robots as a therapeutic tool in the treatment of sexual disorders. Different types of assistance and therapy robots have already been used for health care applications [7], for example, by people who are suffering from a stroke [8], dementia [9], autism [10], or physical disability [11]. A robotic assistant for health care applications can support users with training and rehabilitation programs that enable independent living. Although sex toys are used in sex therapy for the treatment of orgasm problems [12], there is no information about the opinion of sex therapists regarding sex robots as a tool in sex therapy. A robot designed for sex may have a different impact than other sex aids [13]. Kerper [13] anecdotally reported that some sex therapists already have suggested a range of options that robots could help them with, including a variety of problems such as erectile dysfunction, ejaculatio praecox and social anxiety about having their first sexual encounter. In his book Love and Sex with Robots, David Levy [14] expressed a similar view when it comes to the potential psychosocial value of sex robots: “Many who would otherwise have become social misfits, social outcasts, or even worse will instead be better-balanced human beings.” Levy suggests that robotic sexual assistance contributes to health and well-being if it mitigates the exclusion of solo and partner sexuality associated with the impairment. Döring [15] adds that it would also be possible to use educational and therapeutic sex robots that allow certain exercise programs discreetly and without feelings of shame or guilt (eg, practice of safer sex techniques, treatment of orgasm disorders, and prevention of sexual assault). The statements quoted above are based on first considerations, but no therapists have been asked about their attitudes toward the therapeutic benefits of sex robots yet. First, we describe what types of sex robots are already available. Second, we discuss the existing controversy about sex robots, and finally, we summarize the current state of research.

Types of Sex Robots
The success of sexual gratification dolls that can be defined as material representations of the human body for sexual use paved the way for the design of robots in the field of sexuality [16]. Although sex robots are still at a very early stage of development, the sex industry is already offering a variety of products that include some kind of artificial intelligence software. Sex robots already exist in female, male, and transgender versions with corresponding primary and secondary genitalia. Current sex robots, as well as sex dolls, are made of silicone rubber and advertised by manufacturers as warm to the touch. The appearance, such as eye color, hair, skin, and makeup, can be determined by the customer himself or herself. Prices for the sex robots range from about $5000 to $15,000. The sex robots marketed so far look like sex dolls but are capable of having conversations and display certain preprogrammed emotions or personalities. Some robots are equipped with allover body sensors so that they can react to touch. The response is sometimes dependent upon the chosen personality trait of the sex robot. For example, Roxxxy Gold (TrueCompanion) has preprogrammed personalities, such as Frigid Farrah that gives the impression of reserved shyness. However, Wild Wendy is programmed as an outgoing and adventurous personality. Some sex robots offer a number of mobility features. Suzie Software and Harry Harddrive by Sex Bot Company must be manually maneuvered into a sexual position and are then able to simulate sexual movements. Roxxxy Gold is advertised by the manufacturer as being capable of displaying orgasms, although it is not clear whether this is through motion, sound, or both. Harmony (Realbotix) is also advertised as having the ability to simulate orgasm. The developers advertise the sex robot with the following capabilities: it has neck articulation, facial expression, moving eyes, and the ability to lip sync with spoken audio [17].

Robot sex also involves software robots without a materially embodied counterpart, in which the counterpart is represented virtually in an immersive virtual reality (VR) application. Immersive VR applications can also be combined with teledildonics. These are sex toys that offer haptic stimulation of male or female genitalia, synchronized with VR application [18].

Controversy
In the international literature, the controversy about robot sex began 10 years ago, largely triggered by David Levy’s monograph Love and Sex with Robots [14]. Since then, the topic sex robotics remains controversial; advocates interpret the development of sex robots as the next step in human-robot interaction and argue that robot sex will be a way to promote more openness in the context of sexuality. Sex robotics can be a health-promoting supplement and an expansion of partner sexuality. Another argument that emphasizes the benefits of sex robots is that people who cannot or do not want to commit (to a serious relationship) could benefit from it. The emotional attachment to a sex robot might be a helpful substitute that
reduces loneliness and promotes well-being. The opponents' side sees risks or, for example, conducts an ethical debate on whether human sexuality can be alienated in this way. A potential risk that critics often notice is that sex with robots could or will lead to social isolation [19]. The reasons vary as follows: spending time in a relationship with a robot could create an inability to form human friendships; real sexual relationships could become overwhelming as relations with robots are easier; robots do not meet the species-specific needs of humans; and sex robots could desensitize people to intimacy and empathy, which can only be developed by experiencing human interaction and consensual relationships.

Döring [5] explains that the polarization of the debate into pro and contrapositions (hype vs moral panic, utopian vs dystopian visions) is quite typical for dealing with technical innovations as there is no experience. Another problem with the public perception of sex robots is that the public is currently not well informed about robots in general. Sex robots are new, and information about them stem mainly from science fiction movies or books. Many of these science fiction stories focus on intimacy with robots, where robots (mostly female) are portrayed as sexual objects [20]. In a recent study, the media representations of intimate human-robot relationships were analyzed with the result that they reveal stereotypical gender roles, heteronormativity, and a focus on sexual versus emotional intimacy [21].

Theoretical Framework
This study is based on the uses and gratifications approach. Studies following this approach investigate how recipients actively deal with media [22]. The aim of this concept is to find out the motives and utilization scenarios of the media usage preferences of the consumers. The users decide on the basis of their interests (content, formats, and aesthetics) and needs (eg, escape from reality, information, and entertainment) whether and what kind of media they prefer to use. The use of media thus depends on their expectations and the satisfaction of the needs the media offer [23]. The uses and gratifications approach is less a theory than a research strategy. Further developments such as the expectancy-value theory help to give this approach a stronger theoretical foundation. The expectancy-value theory deals with the relationship between attitude and behavior. It provides an explanation of how the subjective attitude toward an object affects the probability of performing certain actions. According to Fishbein's model [24], it is believed that an attitude (A) toward an object (O) can be expressed in a function of beliefs (B) toward this object and the evaluations (E) of these expectations. According to this theory, there is a relationship between attitudes and the resulting behavior. Applied to our research project, this means that the expectation that sex robots possess a certain attribute, such as therapeutic potential, influences their use or recommendation. As sex robots is a new phenomenon, which is still in the development phase and experience reports have been missing so far, we wanted to survey the motives, possible use scenarios, and expectations of the therapeutic potential of therapists and physicians. This is of particular importance in the early phase of the development of sex robots so as to be able to contribute to this development from the perspective of the therapist.

Current State of Research
A few studies about the acceptance of and attitudes toward sex robots already exist, whereby the study participants were not therapists or physicians, but the sample comprised people from the general population.

In 2016, Scheutz and Arnold [25] surveyed a sample of 100 US internet users (43% women, average age of 33 years) by using online questionnaires in the United States. They reported the first findings about the appropriateness and evaluation of sex robots with the result that many types of sex robot use were approved by the survey participants (eg, sex robots as an alternative to prostitution, sex robots for people with disabilities, sex robots to prevent violence), whereas only a few options or possibilities were rejected (eg, child sex robots). In their survey, subjects viewed sex with a sex robot as a kind of masturbation or using a vibrator than having sex with a human. In contrast to the agreement of the study participants on the definition of sex robots, the authors found relevant gender differences; women consistently rated each respective use and possible robotic form as less appropriate than men and were much less likely to consider a sex robot use in the future. A further survey study on attitudes toward sex robots among 203 German internet users (70% women, average age of 31 years) showed that 82.3% of respondents supported the use of sex robots, especially in cases of physical disabilities, instead of prostitution and as a way to live out certain sexual fantasies. Over 80% of the respondents could imagine the use of sex robots to treat a sexual problem (eg, ejaculatio praecox) and over 55% could imagine using sex robots in a therapeutic context [26].

A study by Szczuka and Krämer [27] compared men's explicit and implicit evaluation of the (sexual) attractiveness of sex robots and women. The sample comprised 229 heterosexual men. It could be shown that social contacts, loneliness, fear of rejection, relationship status, and satisfaction with sexual life were not related to the evaluation of attractiveness. Instead, the authors found that the negative attitude toward robots was the main user characteristic that predicted the attractiveness ratings of sex robots. The study by Richards et al [28] with 133 participants also concluded that participants who generally viewed robots as negative, assessed the probability of having sex with a robot in the future as low.

The acceptance of sex robots among the general population is high. The same applies to the assessment of the potential benefits of sex robots for the treatment of sexual problems. As women and people with a generally negative attitude toward robots rate sex robots more negatively, it can be assumed that these groups of individuals may also have a lower acceptance of sex robots in the therapeutic context. The results lead us to the question whether sex therapists evaluate the use of sex robots similarly to the general population. The Foundation for Responsible Robotics [17] hypothesized that it is possible that the use of sex robots in some therapies could potentially help some people with sexual healing (eg, problems with sexual functioning or social anxiety). The lack of research and the simultaneous emerging interest in sex robots led us to the following questions, which we investigated in this study: What attitudes do sex therapists have toward the use of sex robots in the therapy of
various sexual disorders? Do sex therapists consider sex robots as a therapeutic tool? Which patients could benefit from sex robots from the point of view of therapists? Do the therapists differ in their opinion on sex, age, education, personality, and affinity to technology?

**Methods**

**Study Design**

This was an exploratory pilot study to examine the attitudes toward and acceptance of sex robots in sex therapy by sex therapists and physicians in Germany, Austria, and Switzerland. A questionnaire was used for the quantitative survey, followed by a qualitative interview study with semistructured interviews to deepen the results.

**Ethics Approval**

The study protocol was approved by the Ethics Committee of the Sigmund Freud University Vienna (approval number—electronic ID: LAWW6CYK@VV5BX86374).

**Survey**

The quantitative data were collected with 3 questionnaires. The therapeutic acceptance of sex robots and the conditions under which the use of sex robots in sexual therapy appears acceptable were determined by using a self-developed questionnaire. This questionnaire was combined with 2 standardized questionnaires: The Questionnaire on technical affinity-attitude towards and handling of electronic devices (TA-EG) [29] to assess the affinity to technology and the NEO Five Factor Inventory [30] to gather personality traits of the sample and to test whether these factors had an influence on attitudes. The development of our questionnaire was based on the findings from the few existing studies on the acceptance of sex robots in the general population as described above. The self-developed questionnaire comprised 25 items and was divided into 3 parts. The first part included questions referring to participants’ characteristics such as age, employment, and education. In the second part, we provided the subjects with a short introductory text involving the definition of sex robots. As sex robots are new developments and the research field is so young, it can be assumed that the therapists themselves have little experience with robots. The participants were first asked about their knowledge of sex robots and subsequently about their personal attitudes. For example, we asked what use of sex robots would generally be conceivable and how therapists would categorize sexual activities with robots. With the questions in the third part, we wanted to assess the therapists’ attitudes toward the therapeutic potential of sex robots. A total of 2 standardized questionnaires were used to identify further possible factors that could influence the acceptance of sex robots. The self-constructed questionnaire was pretested with 5 participants. The few remarks were analyzed, and the instrument was revised regarding its practicability, comprehensibility, and completeness of item formulation.

With the TA-EG we wanted to learn more about the experiences and attitudes of the participants regarding technical devices. The subscales of TA-EG are enthusiasm for technology, subjective competence with technology, positive consequences of technology, and negative consequences of technology.

In the third and last part of the questionnaire, the NEO-FFI was used to collect personality traits to find out if they influence the attitudes of the participants and to learn more about the target group that is open to the therapeutic use of sex robots. The participants received 60 short statements describing themselves and were asked to evaluate the statements according to whether they applied to them or not. NEO-FFI factors include neuroticism, extraversion, openness to experience, tolerability, and conscientiousness.

**Interviews**

Semistructured interviews were chosen for this purpose as they are considered as a valid and consistent method of data collection in qualitative research [31]. On the basis of the quantitative results, the interview guideline for the qualitative study was developed with the aim to further investigate open or controversially discussed aspects and determine possible therapeutic fields of implementation. As the quantitative survey showed that not all therapists had already heard of sex robots, the introductory question in the interview comprised what the interviewee knew about sex robots and where he or she obtained this knowledge from. A controversial result of the quantitative survey was the consideration of whether sex robots would be useful for the treatment of pedophile patients. On the basis of this result, we asked in the interview what the therapists’ attitudes toward this consideration was. Another result of the first survey that we wanted to address in the interviews was the tension between the conceivable use of sex robots in therapy on the one hand and ethical concerns on the other. In the interviews, we asked how these contradictions could be resolved. The complete interview guide can be found in Multimedia Appendix 1. The interviews followed a general-to-specific approach. Interviews were piloted before the use to make some adaptations if necessary.

**Sampling and Recruitment**

For the quantitative survey, sex therapists and physicians were recruited through 4 professional associations: Institute for Sexual Therapy; German Society for Sexual Medicine, Sexual Therapy, and Sexual Science; Swiss Society of Sexology; and Austrian Society for Sexual Sciences. Cover letters were used to inform sex therapists and physicians about the survey, the implementation, the purpose of our investigation, and the exploitation of the results.

The theoretical sampling for the qualitative study was determined by the first results obtained from the quantitative data, which showed that sex therapists and physicians differ in their attitudes toward sex robots in gender, age, and education. Participants were sampled through Google searches. To obtain a broad spectrum of opinions in the interviews, female and male therapists with different ages and professional backgrounds were searched for. The information regarding age and education was found on the therapists’ homepage.

https://www.jmir.org/2019/8/e13853/
Data Collection
The data for our online survey was collected using the Unipark software, which complies with all data protection regulations. The data collection took 4 weeks. A total of 480 therapists and physicians were contacted by email, which embedded a link to the online questionnaire. Of these, we received a total of 72 complete survey responses (response rate 15%). For the interviews, a total of 50 female and male therapists with medical, psychological, or social educational backgrounds of different ages were contacted by email. In total, 5 interviews were conducted by telephone and were digitally recorded. These ranged from 17 to 49 min, depending on the schedule of the participant and the number of issues they wanted to discuss.

Coding and Data Analysis
Statistical analyses were conducted using SPSS 18. Descriptive statistics were used to evaluate most of the items. Statistical correlations were calculated using appropriate statistical test procedures (cross table, Spearman correlation, Wilcoxon-Mann-Whitney test, and binary logistic regression analysis). The open questions of the questionnaire were analyzed by content analysis. All interviews were transcribed verbatim. The transcripts were evaluated according to grounded theory analysis using Microsoft Office Word. The grounded theory is, among other methods, one that is suitable for research that seeks to discover something new [32]. Our choice of using grounded theory lies in its capacity to discover participants’ main concerns to consolidate the results of the quantitative survey. The analysis begins with the process of open coding. Open codes are, for example, certain words that occur recurrently in the data. The open codes are used to search for differences, similarities, behavioral patterns, etc, with the aim of forming categories [33]. The data were read and reviewed, and then a coding framework was developed to summarize the grouping of emerging issues from the data into core issues. The subsequent axial coding was about identifying the core phenomenon, causal conditions, resulting strategies (ie, related actions and interactions), context, and consequences. The collected data from each interview were further compared with each other and with the data from the other interviews to find similarities, repetitions, or differences in the emerging issues. Additional grouping codes were added as new topics emerged during the comparison process. Finally, all findings were extensively rereviewed by all authors to validate the data and to gain a high-level understanding of the collected information that would help to identify potential participant attitudes. The data collected in core themes are most relevant for the purposes of this study and are presented in the results.

Sample
Online Survey
The participants of the quantitative survey were all members of sexual associations in Germany, Austria, and Switzerland. A total of 72 sex therapists and physicians completed the self-constructed questionnaire. Table 1 summarizes the description of the sample according to the variables: gender, age, relationship status, education, and information on therapeutic work.

Interview Study
All interviewed therapists were very well informed about sex robots, had technical knowledge, attended advanced training courses on the subject, and were familiar with the various application areas of sex robots. In total, 3 women and 2 men were interviewed for the qualitative study. Table 2 below gives information about the participants.
Table 1. Sample description of quantitative study (N=72).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>27 (38)</td>
</tr>
<tr>
<td>Female</td>
<td>45 (62)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>32-80</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>51 (9.6)</td>
</tr>
<tr>
<td><strong>Relationship status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>38 (52)</td>
</tr>
<tr>
<td>Long-term relationship</td>
<td>19 (26)</td>
</tr>
<tr>
<td>Divorced</td>
<td>7 (9)</td>
</tr>
<tr>
<td>Single</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Other relationship</td>
<td>3 (4)</td>
</tr>
<tr>
<td><strong>Main training (multiple answers were possible), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Sexual therapeutic education</td>
<td>64 (89)</td>
</tr>
<tr>
<td>Sexual therapists</td>
<td>53 (83)</td>
</tr>
<tr>
<td>Sexual physicians</td>
<td>11 (17)</td>
</tr>
<tr>
<td>Psychotherapists</td>
<td>25 (35)</td>
</tr>
<tr>
<td>Psychologists</td>
<td>15 (21)</td>
</tr>
<tr>
<td>Physicians</td>
<td>15 (21)</td>
</tr>
<tr>
<td><strong>Psychotherapeutic method (multiple answers were possible), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Psychodynamic therapy</td>
<td>17 (68)</td>
</tr>
<tr>
<td>Systemic therapy</td>
<td>10 (40)</td>
</tr>
<tr>
<td>Cognitive behavioral therapy</td>
<td>8 (38)</td>
</tr>
<tr>
<td>Gestalt therapy</td>
<td>7 (28)</td>
</tr>
<tr>
<td><strong>Therapeutic settings (multiple answers were possible), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Individual therapy</td>
<td>55 (87)</td>
</tr>
<tr>
<td>Couple therapy</td>
<td>50 (79)</td>
</tr>
<tr>
<td>Outpatient setting</td>
<td>42 (66)</td>
</tr>
<tr>
<td>Group therapy</td>
<td>10 (15)</td>
</tr>
<tr>
<td><strong>Mainly treated disorders (multiple answers were possible), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Orgasmic disorders</td>
<td>56 (78)</td>
</tr>
<tr>
<td>Erectile dysfunction</td>
<td>51 (71)</td>
</tr>
<tr>
<td>Mental disorders</td>
<td>28 (40)</td>
</tr>
</tbody>
</table>

Table 2. Sample description of interview study.

<table>
<thead>
<tr>
<th>Person</th>
<th>Gender</th>
<th>Age (years)</th>
<th>Profession</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Male</td>
<td>71</td>
<td>Sex therapist, psychologist</td>
</tr>
<tr>
<td>2</td>
<td>Female</td>
<td>54</td>
<td>Sex therapist, physician</td>
</tr>
<tr>
<td>3</td>
<td>Female</td>
<td>50</td>
<td>Sex therapist</td>
</tr>
<tr>
<td>4</td>
<td>Male</td>
<td>53</td>
<td>Sex therapist</td>
</tr>
<tr>
<td>5</td>
<td>Female</td>
<td>77</td>
<td>Psychotherapist, psychologists, active in the academic field of sexual sciences</td>
</tr>
</tbody>
</table>
Results

Online Survey

Previous Knowledge of Sex Robots

To find out how well known the topic of sex robots is among therapists and physicians, we asked them whether they had already heard or read about sex robots or seen something about them. A total of 56 participants of the sample (77%, 56/72) had already heard of sex robots. The majority received their information via the internet (51%, 29/56). Approximately one-third (32%, 18/56) said they had heard about them at a further training course and another 30% (17/56) reported to have read about sex robots in a scientific journal.

General Attitudes Toward Sex Robots

The question “How positive do you generally rate the existence of sex robots?” was analyzed on the basis of frequencies. Participants were allowed to indicate their percentage score based on an interval from 0% to 100%. The mean was 32% (SD 29.27). Accordingly, the existence of sex robots was not rated as very positive. The majority of respondents believed that sex with a robot could not replace sex with a human being (90%, 65/72). More than half of the participants would define sex with a robot as masturbation (58%, 42/72).

The participants of this study were asked which use of sex robots would be imaginable for them. To be able to assess this, we provided various situations, motives, and robot use patterns, whereby the interviewees were able to indicate which use of sex robots would be conceivable. The responses (Table 3) showed that the sample (N=72) had different attitudes toward the general use of sex robots. Only 8 out of 72 respondents (11%, 8/72) stated that the use of sex robots was not conceivable for them. The majority of participants stated that they could imagine the use of sex robots for physically disabled people (65%, 47/72) and for living out certain sexual fantasies (61%, 44/72). However, the idea that sex robots can help to experience a trusting sexual relationship got the least approval by survey participants (47%, 34/72). In the open response category, 2 persons indicated that any use of sex robots would be imaginable, and 1 person suggested the use of sex robots in connection with sexuality for older people.

Potential of Sex Robots as a Therapeutic Tool

One part of the questionnaire related to the potential of sex robots as a tool in sex therapy as well as to the idea of recommending sex robots in the role of a practitioner (eg. “If you think about your practice and your experience: which use of sex robots would be conceivable for you as a practitioner for your patients?”). The participants were asked about their imaginable use of sex robots, judging by their work and experiences as a therapist.

At the time of the survey, none of the respondents had already recommended the use of sex robots to a patient. Some sex therapists recommended the use of sex toys to their patients, for example, as a couple exercise at home. Other therapists completely disagreed and declined such recommendations. Overall, almost half of all respondents (45%, 33/72) could imagine recommending sex robots in therapy. The entire sample was asked about therapeutic situations in which they would consider the use of sex robots conceivable. The answers to the question about imaginable situations for the general use of sex robots showed a similar frequency distribution as the question about imaginable situations from the point of view of the practitioner. Most of the respondents could imagine the use for people with physical disabilities (61%, 44/72), to live out sexual fantasies (48%, 35/72), and for people living in isolated environments, for example, prisons (44%, 32/72). In comparison with the question regarding which use of sex robots would be generally conceivable for the participants, it was noticeable that the respondents were less in favor of recommending sex robots in a therapeutic setting.

Use in Various Sexual Disorders

In the questionnaire, we asked sex therapists and physicians which diagnoses (eg, based on 10th revision of the International Statistical Classification of Diseases and Related Health Problems, ICD) they regarded as suitable for the use of sex robots and for which purposes they would recommend a sex robot to support therapy. To answer this question, diagnoses from the ICD-10 and possible problems were mentioned. One-third (33%, 24/72) rejected any use for their patients. Only 19% (14/72) could imagine using sex robots for patients who wanted to improve their sexual relationship. The most frequent use was conceivable in patients with social anxiety that prevents a sexual life (50%, 36/72), for patients who do not have a partner and still want to have a sex life without having to resort to prostitution or fleeting acquaintances (50%, 36/72), and in patients with ejaculatio praecox (47%, 34/72). Table 4 gives a detailed overview of the results.

In addition, the participants were asked via open questions for which other patient groups they considered the use of sex robots as useful. This option had been used 25 times. Overall, 2 therapists added that they could see benefits for older people and patients suffering from dementia. Furthermore, 4 people mentioned pedophile patients in the open response category. Another 4 emphasized the use in the context of social anxieties and 7 persons stated that the use of sex robots had to be decided on an individual basis. The remaining 8 people named other diagnoses, such as autism or ejaculatio praecox.
### Table 3. Attitudes toward different uses of sex robots (N=72).

<table>
<thead>
<tr>
<th>Imaginable use of sex robots</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>For physically handicapped persons</td>
<td>47 (65)</td>
</tr>
<tr>
<td>To be able to live out certain sexual fantasies</td>
<td>44 (61)</td>
</tr>
<tr>
<td>In isolated environments, for example, prisons, space stations, etc</td>
<td>36 (50)</td>
</tr>
<tr>
<td>To temporarily replace a human sexual partner</td>
<td>34 (47)</td>
</tr>
<tr>
<td>To be able to experience a sexual relationship when, for certain reasons, a sexual relationship with a person cannot arise</td>
<td>34 (47)</td>
</tr>
<tr>
<td>Instead of prostitution</td>
<td>31 (43)</td>
</tr>
<tr>
<td>To improve general psychological well-being</td>
<td>30 (41)</td>
</tr>
<tr>
<td>As a sex toy in the relationship</td>
<td>30 (41)</td>
</tr>
<tr>
<td>Out of sexual interest</td>
<td>30 (41)</td>
</tr>
<tr>
<td>To discover sexual pleasure for yourself (again)</td>
<td>28 (38)</td>
</tr>
<tr>
<td>To learn sexual practices</td>
<td>27 (37)</td>
</tr>
<tr>
<td>As a remedy for loneliness</td>
<td>24 (33)</td>
</tr>
<tr>
<td>Instead of cheating on the partner</td>
<td>23 (31)</td>
</tr>
<tr>
<td>For pornographic movies</td>
<td>23 (31)</td>
</tr>
<tr>
<td>To make forms of sexual harassment/sexual violence more tangible for training and prevention purposes</td>
<td>23 (31)</td>
</tr>
<tr>
<td>Out of technological interest</td>
<td>22 (30)</td>
</tr>
<tr>
<td>To expand your own sexual practices</td>
<td>20 (27)</td>
</tr>
<tr>
<td>To have sex regularly</td>
<td>19 (26)</td>
</tr>
<tr>
<td>As a remedy for boredom</td>
<td>18 (25)</td>
</tr>
<tr>
<td>For mixed group sex with humans and sex robots</td>
<td>14 (19)</td>
</tr>
<tr>
<td>To practice intimacy with someone else</td>
<td>12 (16)</td>
</tr>
<tr>
<td>To minimize the risk of sexually transmitted diseases</td>
<td>12 (16)</td>
</tr>
<tr>
<td>To build a sexual relationship</td>
<td>11 (15)</td>
</tr>
<tr>
<td>To facilitate the practice of religious/spiritual abstinence</td>
<td>8 (11)</td>
</tr>
<tr>
<td>To permanently replace a human sexual partner</td>
<td>5 (6)</td>
</tr>
<tr>
<td>To experience a trustful sexual relationship</td>
<td>4 (5)</td>
</tr>
<tr>
<td>No use at all would be conceivable</td>
<td>8 (11)</td>
</tr>
</tbody>
</table>
Table 4. Evaluation of therapeutic use in different diagnoses and situations (N=72).

<table>
<thead>
<tr>
<th>Diagnoses and situations of sex robot use in therapy</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>For patients with social anxiety</td>
<td>36 (50)</td>
</tr>
<tr>
<td>For people who do not have a partner and still want to lead a sex life without having to resort to prostitution or fleeting acquaintances</td>
<td>36 (50)</td>
</tr>
<tr>
<td>Ejaculatio praecox</td>
<td>34 (47)</td>
</tr>
<tr>
<td>Erectile dysfunction</td>
<td>29 (40)</td>
</tr>
<tr>
<td>Psychoeducation</td>
<td>28 (38)</td>
</tr>
<tr>
<td>Orgasm disorders</td>
<td>27 (37)</td>
</tr>
<tr>
<td>Vaginismus</td>
<td>23 (31)</td>
</tr>
<tr>
<td>Paraphilias</td>
<td>22 (30)</td>
</tr>
<tr>
<td>Sexual aversion</td>
<td>22 (30)</td>
</tr>
<tr>
<td>Frigidity</td>
<td>17 (23)</td>
</tr>
<tr>
<td>Dyspareunia</td>
<td>16 (22)</td>
</tr>
<tr>
<td>Patients who want to improve their sexual relationship with their partner</td>
<td>15 (20)</td>
</tr>
<tr>
<td>Sexual maturity crisis</td>
<td>14 (19)</td>
</tr>
<tr>
<td>Sex addiction</td>
<td>14 (19)</td>
</tr>
<tr>
<td>Gender identity disorders</td>
<td>11 (15)</td>
</tr>
<tr>
<td>Not at all</td>
<td>10 (14)</td>
</tr>
</tbody>
</table>

Future Use of Sex Robots in Therapy

In addition, the respondents of the questionnaire were asked future-oriented questions such as “How likely do you think you’ll be using sex robots in therapy within the next year/the next 5 years/the next 25 years?” For this question, the participants could choose an answer on 4 scales, ranging from very probable to very unlikely. It was found that 90% (64/72) of the therapists thought that the use of sex robots in therapy within the next year was very unlikely or unlikely. Only 68% (49/72) thought that they were very unlikely or unlikely to recommend a sex robot in the next 5 years, whereas 32% (18/56) thought they would consider it. When asked what would happen in the next 25 years, therapists were more likely to consider a recommendation. Only 38% (27/72) thought that a recommendation would be (very) unlikely, whereas 62% (45/72) thought it would be highly likely.

The content analysis of the open question whether sex robots will change sexuality showed that the answers could be divided into 3 categories. Some therapists and physicians emphasized positive changes, such as the expansion of sexuality and therapy options. Others noted negative effects, such as the loss and replacement of real human relationships, and some statements can be described as neutral. In total, 46 people gave open answers with 49 units of sense being indicated. Table 5 gives an overview of the results.

Table 5. Future changes in sexuality caused by sex robots as predicted by surveyed therapists.

<table>
<thead>
<tr>
<th>Category</th>
<th>Example answers</th>
<th>Number of units of senses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive aspects</td>
<td>“Expansion of therapy options”; “Relieve tension”; “Enhancing sexual possibilities”; “Experience sexual pleasure and emotional attention”</td>
<td>12</td>
</tr>
<tr>
<td>Neutral aspects</td>
<td>“Variant of sexuality”; “A new sex toy”; “Comparable to the internet”; “Another option”</td>
<td>17</td>
</tr>
<tr>
<td>Negative aspects</td>
<td>“Sensuality gets lost”; “Build pressure”; “Dehumanization of sexuality”; “Prohibiting practicing with partner”</td>
<td>20</td>
</tr>
</tbody>
</table>

Ethical Problems

In the questionnaire, we also asked therapists to indicate whether using sex robots could lead to ethical issues, with 62% (45/72) of the sample answering this question in the affirmative. To obtain detailed information on possible ethical problems, an open question was asked. In total, 30 persons gave open answers with 34 units of sense being indicated. The content analysis of the open question revealed 5 categories. The first category dehumanization described how people are dehumanized by the comparability with robots. However, spending time with sex robots could make people no longer distinguish between humans and robots. The second category violence collected responses expressing concerns that the use of sex robots could promote sexual violence. The third category neglect of interpersonal relationships referred to statements expressing concerns that interpersonal relationships were disregarded through the use of sex robots. The fourth category was designated as narcissistic disorders/selfishness. Some statements related to the concern that selfishness might increase and were summarized in this...
category. In the last category, we summarized answers that do not address an ethical problem, such as promotion of sex addiction, which imply mental health topics. Isolated statements that did not fit into any of the categories were considerations about the (ethic) rights of robots, especially when artificial intelligence is so advanced that it resembles human consciousness. It was also stated that sex robots could lead to the misconception that sexual therapy was no longer needed. Table 6 gives an overview of the categories of ethical problems that have been identified.

Table 6. Ethical problems as predicted by surveyed therapists.

<table>
<thead>
<tr>
<th>Category</th>
<th>Example answers</th>
<th>Number of units of senses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dehumanization</td>
<td>“No more distinction between robots and human”; “Dehumanization”; “Confusion between human and machine”</td>
<td>10</td>
</tr>
<tr>
<td>Violence</td>
<td>“Performing trial offences”; “Risk of crossing borders in sexual contact with people”; “Sexual violence”; “Glorification of sexuality with children”</td>
<td>7</td>
</tr>
<tr>
<td>Neglect of interpersonal relationships</td>
<td>“Partner replacement, that is, no social relationship is established”; “Lack of understanding and flexibility in interpersonal relationships”; “Alienation from oneself, other people, and the world”</td>
<td>6</td>
</tr>
<tr>
<td>Narcissistic disorders/selfishness</td>
<td>“The tendency to use other people to satisfy one’s own needs will increase”; “More narcissistic disorders”</td>
<td>4</td>
</tr>
<tr>
<td>Nonethical problems mentioned</td>
<td>“Sex addiction”; “Addiction development”; “Strengthening of sexual dysfunction”</td>
<td>5</td>
</tr>
</tbody>
</table>

Relationship Between Attitude and Sociodemographic Data

We also tested whether the therapists’ and physicians’ attitudes differ with regard to gender, age, and profession. The examined attitudes are the conceivable use of sex robots in certain situations, as well as the ability to recommend a sex robot as a practitioner in certain situations and the willingness to recommend a sex robot for certain diagnoses or sexual disorders. Only significant results are presented below.

Relationship Between Attitude and Gender

In the quantitative survey, male and female therapists differed in their attitudes toward sex robots. There was a significant difference between women and men regarding the variable sex with a robot has therapeutic potential ($\chi^2=7.5, N=72; Phi=-0.324; P=.006$), to the effect that men affirmed this variable more often than women. In addition to the question of ethical problems, there was a gender difference, namely, female therapists more often assumed ethical problems than male therapists ($\chi^2=6.0, N=72; Phi=0.289; P=.01$).

Relationship Between Attitude and Age

There were differences in attitudes toward sex robots in general and also in therapeutic practice between younger and older therapists. There was a significant difference in age with regard to the imaginability of the general use of sex robots ($\chi^2=6.4, N=72; P=.03$). The post hoc tests in pairs showed that younger therapists (n=30, aged 32-50 years) and middle-aged therapists (n=31, aged 51-60 years) of this sample differed from older therapists (n=11, aged 61-80 years) with regard to the conceivability of a general use of sex robotics. Younger therapists ($U=84, Z=-2.39, P=.02$) and middle-aged therapists ($U=90, Z=-2.31, P=.02$) could imagine the use more frequently than older therapists. A significant age difference could also be observed with regard to the recommendation of sex robots for certain diagnoses ($\chi^2=7.2, N=72; P=.03$). Younger therapists ($U=96, Z=-2.04, P=.04$) and middle-aged therapists ($U=99, Z=-2.04, P=.04$) were more open regarding the recommendation of sex robots.

Relationship Between Attitude and Education

The therapists also differed in their attitudes toward sex robots with regard to their profession. There was a clear correlation between the profession and the idea of recommending sex robots to patients. A medium positive correlation was found between the recommendation of sex robots in certain situations and the profession physician at rho=0.296 and $P=.01$, whereas the profession of sex therapist correlated negatively with this variable at rho=-0.233 and $P=.049$. There was another significant difference regarding sex with a robot has therapeutic potential. Physicians ($\chi^2=4.3, N=72; Phi=0.245; P=.03$) confirmed this variable much more frequently than others. A significant difference could also be observed with regard to ethical problems. The variable could the use of sex robots lead to ethical problems was denied by physicians more frequently than by other occupational groups ($\chi^2=4.74, N=72; Phi=0.249; P=.03$).

Relationship of Attitude With Affinity to Technology and Personality Traits

A large part of the sample (88%, 63/72) also completed the TA-EG and the NEO-FFI. Binary logistic regressions were calculated to check whether the general attitude toward sex robots as well as the assessment of the therapeutic potential could be predicted by the factors of NEO-FFI and the scales of TA-EG. However, no relationship could be established between these aspects and the attitudes toward the therapeutic use of sex robots.

Definition of Sex Robots: Consumer Products Versus Therapeutic Tools

One result of the qualitative study is that the subjective definition of sex robots influences the evaluation of them as a therapeutic tool. Two different positions became apparent. One definition understands sex robots as a consumer product that is

Table 6 gives an overview of the categories of ethical problems that have been identified.
only used for physical satisfaction. “As consumer goods, sex robots are not a good development for sexuality and interpersonal relationships.” According to the same therapist, sex robots differ from other technical aids (eg, vibrators). Furthermore, 2 people compared sex robots with the artificial world of pornography: “I think of sex robots just as critically as sex for sale or pornography—like anything that suggests an artificial world.” Another therapist explains “Sex robots interfere with the development of pornography, sex toys, and internet-related sexuality.” With regard to this definition, possible problems such as internet sex addiction are mentioned above all. Therapists who defined sex robots primarily as a consumer product assessed their existence and use as negative. In contrast, therapists who defined sex robots as technical or therapeutic devices assessed their existence more positively. One therapist explains “It is important to distinguish between the social use of sex robots, i.e. consumer goods, and sex robots as therapeutic tools in order to identify their therapeutic benefits.” Therapists who defined sex robots as therapeutic tools described concrete ideas of how they should look like and work to actually be suitable for therapy. The skin of the robot was most frequently addressed in this context. A therapist described why skin sensation is important: “We know that the bonding hormone oxytocin is produced through skin contact between humans. The question would be if this also works for robots?” Another important point is that the robot body should resemble the human body. For therapists, this means that the robot body portrays an imperfect design to convey a healthy body image. The question “What kind of image of a woman is created by such a robot?” is also related to considerations about the optics of the robot. Another important issue was that sex robots should not be conceived as slaves but should have their own desires and needs. In addition, they should be able to express those needs, feelings, or desires.

Therapeutic Benefits and Dangers of Sex Robots
Many thoughts about the therapeutic benefits and dangers of sex robots from the point of view of sex therapists could be collected. Therapists who saw therapeutic benefits in sex robots also expressed ambivalent feelings toward them: “Even though I want to be open for this development, I have ambivalent feelings, for example, when I think of the loss of social skills as a possible consequence.”

All therapists described the concern that the use of sex robots could lead to loneliness, further autonomization of instincts, and loss of social skills and loss of interpersonal relationships. These concerns were based on the therapists’ experiences with the negative effects of excessive pornography consumption and on the assumption that sex robots are part of this development. The results of the quantitative survey, which showed the strongest agreement among therapists for the use of sex robots in physically handicapped people, in isolated environments, and instead of prostitution, could also be confirmed in the qualitative study. Even therapists who could not imagine any therapeutic use saw a general benefit of sex robots in these areas: “The only thing I could imagine is a benefit for physically handicapped people or even instead of prostitution so that fewer women have to suffer.” The therapeutic benefit of sex robots was discussed in the context of different disorders.

Patients With Deviant Sexual Behavior
The use of sex robots for patients with deviant sexual behavior was discussed by all therapists. Sex robots could have the potential to reduce the sex drive of certain sexually active persons within the framework of therapy. “Whenever sexuality becomes dangerous, the use of sex robots is worth considering if it can protect a real human life.” Therapists mention the use of sex robots in the context of sexual violence or rape and in the context of pedophile patients, with the strongest contrast of opinions being seen here. What seems important here is that pedophile patients must be treated differently. For some, an impulse control disorder is predominant, whereas others may be traumatized. Therapists point out that the benefits of sex robots must be decided individually for each specific case: “Pedophile patients are not all the same and it has to be decided here quite individually which patient could benefit from it.” For some patients, it could be an opportunity to live out their sexuality with a sex robot. Then, they could discuss in therapy which fantasies were behind it (eg, not being able to cope with an adult). For some patients, the use of sex robots could be a kind of substitute. For others, the stimuli for the abuse of children might intensify. A therapist pointed out the following: “It should be considered that the neuronal connection could be intensified by living out the fantasies with child sex robots in the patients’ brain.” Another therapist assumed that the abuse would be intensified by the use of child sex robots and underlined “that the production of child sex robots is generally immoral.” In contrast to this, another therapist argued that the patient’s thoughts, for example during masturbation, could also lower the barrier to committing a crime and that prohibitions—important as they may be—do not necessarily reduce the number of criminal offences, but rather provide an additional attraction for many patients. The therapist argued as follows: “If a child can be protected, then it makes sense to torture a doll instead.” Another therapist addressed one’s own fear of triggering something in the patient by recommending sex robots to pedophile patients. The responsibility of the therapist was also addressed. Does a therapist want to take responsibility for recommending sex robots, even if the therapy with a sex robot turns out to be dangerous and the patient becomes violent? Finally, several therapists addressed the need for further research in this field: “It would need more applied research in this particular area to actually generate therapeutic benefits for pedophile patients.”

Patients With Contact Disorders
The use of sex robots for people with contact disorders—the emotional interaction with another person is limited because of social anxiety—was also controversially evaluated. Those who completely reject the use of sex robots in therapy explained that sex robots are only a solution for loneliness for a short time. The use of sex robots could be seen as a kind of substitute or even escape, as those patients often experience so much fear to deal with a real counterpart. However, the use of sex robots could at least lead to a 1-dimensional satisfaction or, depending on how sex robots are designed, could even help to practice social behavior and communication about sexuality, desires, needs, and borders.
Disorders of Female Sexuality
Some therapists discussed the use of sex robots in the context of the patient’s gender, by referring to supposed differences between female and male sexuality, whereby male sexuality was described as more animal instinctive. Although all therapists could imagine the use of sex robots in therapy rather for male patients, we can also describe some application areas for female patients. In the context of female sexuality, the therapeutic benefits of sex robots regarding desire and orgasm disorders, vaginismus, and traumatic experiences were discussed: “I could imagine that traumatized women who can ride on a sex robot, for example, and who can do so without fear of being overwhelmed by their sex partner, can benefit from this experience and successively reduce their fears, or that penetration will perhaps only become possible again in the first place.” Through a penetration-capable sex robot, women with traumatic experiences, such as sexual violence/rape, could reduce their fears, approach their own sexuality again, and regain access to their own bodies.

Quality of Human-Robot Sexuality
This category collects considerations relating to the quality of human-robot sexuality. The therapists explained what they understood by healthy sexuality and how sexuality had already changed because of pornography, the internet, and technical equipment. In this context, reflections were made on the question of how sexuality will be further changed by new developments such as sex robots. For therapists, sexuality has something to do with desire, eroticism, and communication. A therapist described the core of sexuality as something mental, but the physical part of it remains unmentioned here: “The core of the sexual event is the mental encounter.” Sexuality must be negotiated, and it must go beyond the technical satisfaction that a sex robot can offer, “it is also about warmth, appreciation, and respect.” Therapists postulated that the quality of a human relationship can never be achieved with a robot that, despite artificial intelligence, comprises inanimate material: “I’m sure a robot can never replace a real human relationship.” Some therapists are critical about the future use of sex robots and fear that the quality of human relationships and sexuality could suffer from this development. However, others are certain that an emotional peak that humans strive for can never be achieved by robot sex. There is agreement that sex robots will play a growing role in sexuality and sexual therapy in the future: “I am sure that sex robots will be an important topic in the future—this development will come.” All therapists argued that sex robots should not be seen as a substitute for human relationships and sexuality. Nevertheless, some therapists also see the potential of sex robots for sexuality. Sex robots could increase sexual satisfaction and provide an opportunity for more experimentation and sexual imagination.

Interview Study
Core Categories. The aim of the qualitative study was to gain more detailed insights into possible therapeutic uses of sex robots for different types of patients. Overall, 3 categories were generated as follows: (1) definition of sex robots: consumer goods versus therapeutic aids, (2) benefits and dangers of sex robots, and (3) quality of robot sexuality.

Discussion
Principal Findings
Summary Discussion
Following the uses and gratifications approach, this study is one of the first ones to systematically explore motives, possible application scenarios, and attitudes of sex therapists toward sex robots as a tool in sexual therapy. The presented results about the possible therapeutic use of sex robots (eg, for patients with contact disorders, patients with deviant sexual behavior, and patients with different sexual disorders) complement the few considerations about sex robots that have been existing in the scientific discourse so far. The participants in the quantitative study were to a large extent already familiar with sex robots (77%), but there were also therapists who stated that they had not heard or read anything about them yet. This is mainly because of the fact that sex robots are a very young field of research, and experiences in the therapeutic context have not been available yet.

Skepticism Versus Openness Toward Sex Robots
On the one hand, this study shows that therapists and physicians are generally skeptical toward sex robots. The existence of sex robots was not rated as very positive. On the other hand, only few respondents stated that the use of sex robots was not conceivable for them and almost half of all respondents could imagine recommending sex robots for therapy. The fact that therapists initially adopted a critical and cautious attitude toward the introduction of a new technology for therapeutic purposes was also known in the context of other electronic mental (e-mental) health implementations (eg, telephone or online therapy) [34]. In addition, sex robots are socially controversially discussed and have new fully automated options with artificial intelligence. On the basis of this background, the study shows that the surveyed therapists and physicians are relatively open toward this development.

In the meaning of expectancy-value theory, an attitude (A) toward an object (object O) can be expressed in a function of beliefs (B) toward this object and the evaluations (E) of these expectations. We would like to use this theoretical thinking to better understand the ambivalent attitude of therapists between skepticism and openness. The results of this study provide an insight into the beliefs and evaluations of therapists. It was shown that there are various ethical concerns. These beliefs influence the attitude toward sex robots. For example, it became clear that female therapists and physicians expressed more ethical concerns about sex robots in this survey and rated them more negatively than male therapists. We were able to determine that the ethical evaluation of sex robots strongly depends on whether they are classified as sexual aids, along other sex toys (and their use is normalized), or whether they are understood as a different category, namely, not as objects used for sex, but as social actors with whom one has sex. The results also show that not only the subjective definition of sex robots and ethical concerns influence the view of therapeutic benefit, but also expectations of the quality of human-robot sexuality. Furthermore, the attitudes toward sex robots as a therapeutic
tool were very heterogeneous (see Relationship Between Attitude and Sociodemographic Data).

Comparison With Prior Work

Gender Differences

A comparison with existing research results reveals interesting similarities and differences between the attitudes of therapists and the general population toward sex robots. Both the study of the general population and of the therapists indicated significant gender differences. Women rated sex robots more critically than men. Scheutz and Arnolds [25] assume that different judgments about the appropriateness between male and female participants in their survey could come from market and media forces that specifically address heterosexual men as customers and users. Another explanation could lie in the fact that heteronormative ideas of male hegemony are mirrored in the design of current sex robots. Especially in this context, representatives of the radical feminist extensively argue that promoting the development of sex robots reveals a compulsive attitude toward women’s bodies [35]. In addition, Sullins [36] argues that sex robots “contribute to a negative body image.” In the qualitative study, it became clear that sex therapists attach great importance to the physical design of sex robots when it comes to using them for therapeutic purposes. However, they clearly distinguish therapeutic robots from pornographic sex robots. Moreover, they advocate that sex robots should be available in different body shapes to promote a realistic and healthy body image. Kubes [37] assumes that the development of sex robots offers a great potential for reducing stereotypes and promoting diversity but current trends in sex robotics, however, do not explore these possibilities. In this study, it became clear that the therapists interviewed took a gender role-conform perspective as shown by the fact that a distinction was made between male and female sexuality. Moreover, therapists assumed that male rather than female patients could benefit from sex robots. Despite critical attitudes of women themselves and the gender-conform position previously described, possible benefits for female patients were also discussed.

Caution Among Therapists

With regard to the possible benefit of sex robots as a therapeutic tool, the general population [26] was more open-minded than the therapists surveyed in this study. Therapists were even more reluctant when it came to recommending sex robots in therapy. This shows a hesitant attitude toward taking responsibility for the use of sex robots in a therapeutic context. On the one hand, this reluctance could be related to the experiences of the therapists. Some therapists evaluate the development of sex robots in line with internet and pornography and mainly observe the negative effects of internet sex addiction in their daily practice. On the other hand, technical and ethical questions regarding treatment are not clarified, which can lead to uncertainty and restraint. A differentiated evaluation of the results in this context shows that not all therapists and physicians have this restraint. Psychologists and sex therapists were more critical concerning the recommendation of sex robots as a treatment tool than physicians. This may be associated with treatment-related considerations; especially, the majority of psychodynamic psychotherapists in this survey will probably also reflect the recommendation to patients from the perspective of transference and countertransference phenomena. Therapists could also ask themselves what bonding needs or experiences of early childhood could be projected onto sex robots by their patients. In the therapeutic context, the question of which early object relationships are represented by the robot may be also interesting. For psychoanalytically oriented therapists, the rule of abstinence may play a role as well when it comes to recommending sex robots in therapy. In contrast to systemically trained therapists, psychodynamically trained therapists in these interviews generally spoke out against a direct recommendation of sex toys in sex therapy. These considerations are supported by studies in which psychodynamic therapists were more critical of new media such as internet interventions than, for example, cognitive behavioral therapists [38].

Patients With Deviant Sexual Behavior

With regard to the treatment of pedophile patients, the results showed the opposite picture compared with attitudes in the general population. Although the general population is strongly against the use of sex robots in this context [25], it is controversially discussed by the therapists surveyed in this study. In this context, the consideration was expressed that the use of child sex robots could lead to the prevention of actual children’s abuse. Similar thoughts have already been discussed in pornography research. However, studies have concluded that violent pornography is more likely to increase aggressiveness and therefore has no cathartic effects [39]. The considerations to live out sexual violence and sexual abuse with robots also lead to the question whether there are limits to how a robot should be handled. However, this is a question for the research of robot ethics [40].

Differences in Age

In the context of age effects, it would be obvious to assume that the younger generation’s knowledge and openness to technology should also manifest itself in different attitudes toward sex robots. In line with this expectation, the survey found significant differences between younger and older therapists. Younger therapists were actually more open to the topic. Other studies in the field of e-mental health applications also found similar age differences between therapists, for example, in their attitudes toward the internet and online therapy [41].

Affinity to Technology

Other studies also showed that the negative evaluation of robots is generally a factor that influences attitudes toward sex robots [28]. In this study, no association with attitudes toward sex robots in relation to the evaluation of negative consequences of technology (TA-EG subscale) was found.

Personality Traits

Consistent with our findings that personality traits have no influence on respondents’ attitudes toward sex robots, Szczuka et al [27] also found in their study that personality traits have no effect on the purchase of sex robots.
Limitations
There are some methodological limitations to this study. Owing to the small sample size, the results of this study need to be interpreted with caution. For this reason, the results are not representative. Comparable online survey studies with psychotherapists, however, show even lower response rates than ours [42]. One could assume that especially therapists interested in technology, who have a positive attitude toward robots, took part in this study. On the other hand, it also needs to be considered that mainly participants with a negative attitude might have participated. In this survey, we could not find any bias, as we got both positive and negative opinion patterns. Another limitation of this study is that not all respondents shared the same level of knowledge about sex robots. The provision of a stimulus in the questionnaire such as images or film clips to define sex robots makes it possible to survey the same level of knowledge. In this survey, we refrained from using this kind of stimulus as the state of research is still so young that there is hardly any illustrative material available. In addition, media representations of intimate human-robot relationships show stereotypical gender roles and heteronormativity [21].

In spite of the small sample, the investigations provide first exploratory results.

Implications for Research and Practice
Further research on a larger sample of therapists is necessary to gain a more differentiated picture of the therapeutic potential. Similar to other authors before us, we conclude that ethical responsibility in the digital age cannot be perceived as a critical distance from technological development but is effective when sexual scientists play an active role in shaping a technology that can be used to promote sexual health, nonviolence, and sexual diversity [5]. The topic should also be integrated into the training of sex therapists to form opinions beyond media images and to point out therapeutic options. Instead of criticizing only dystopian visions of harmful sex robots, it is recommended to develop robots with positive effects on sexual education, sexual therapy, sexual counseling, and sexual well-being for interested groups. In future research, the different applications of robotic sex (eg, hardware robots and software robots) should be investigated in a differentiated way. The therapists’ experiences with expert knowledge in robot technology and/or robot therapy should be included. The use of robots as a future tool in sex therapy still leaves many moral, ethical, and treatment-related questions unresolved, which need further research and evaluation.
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Abstract

Background: Effective communication skills are essential in diagnosis and treatment processes and in building the doctor-patient relationship.

Objective: Our aim was to evaluate the effectiveness of digital education in medical students for communication skills development. Broadly, we assessed whether digital education could improve the quality of future doctors’ communication skills.

Methods: We performed a systematic review and searched seven electronic databases and two trial registries for randomized controlled trials (RCTs) and cluster RCTs (cRCTs) published between January 1990 and September 2018. Two reviewers independently screened the citations, extracted data from the included studies, and assessed the risk of bias. We also assessed the quality of evidence using the Grading of Recommendations, Assessment, Development, and Evaluations assessment (GRADE).

Results: We included 12 studies with 2101 medical students, of which 10 were RCTs and two were cRCTs. The digital education included online modules, virtual patient simulations, and video-assisted oral feedback. The control groups included didactic lectures, oral feedback, standard curriculum, role play, and no intervention as well as less interactive forms of digital education. The overall risk of bias was high, and the quality of evidence ranged from moderate to very low. For skills outcome, meta-analysis of three studies comparing digital education to traditional learning showed no statistically significant difference in postintervention skills scores between the groups (standardized mean difference [SMD]= –0.19; 95% CI –0.9 to 0.52; I²=86%, N=3 studies [304 students]; small effect size; low-quality evidence). Similarly, a meta-analysis of four studies comparing the effectiveness of blended digital education (ie, online or offline digital education plus traditional learning) and traditional learning showed no statistically significant difference in postintervention skills between the groups (SMD=0.15; 95% CI –0.26 to 0.56; I²=86%; N=4 studies [762 students]; small effect size; low-quality evidence). The additional meta-analysis of four studies comparing more interactive and less interactive forms of digital education also showed little or no difference in postintervention skills scores between the two groups (SMD=0.12; 95% CI: –0.09 to 0.33; I²=40%; N=4 studies [893 students]; small effect size; moderate-quality evidence). For knowledge outcome, two studies comparing the effectiveness of blended online digital education and traditional learning reported no difference in postintervention knowledge scores between the groups (SMD=0.18; 95% CI: –0.2 to 0.55; I²=61%; N=2 studies [292 students]; small effect size; low-quality evidence). The findings on attitudes, satisfaction, and
patient-related outcomes were limited or mixed. None of the included studies reported adverse outcomes or economic evaluation of the interventions.

**Conclusions:** We found low-quality evidence showing that digital education is as effective as traditional learning in medical students’ communication skills training. Blended digital education seems to be at least as effective as and potentially more effective than traditional learning for communication skills and knowledge. We also found no difference in postintervention skills between more and less interactive forms of digital education. There is a need for further research to evaluate the effectiveness of other forms of digital education such as virtual reality, serious gaming, and mobile learning on medical students’ attitude, satisfaction, and patient-related outcomes as well as the adverse effects and cost-effectiveness of digital education.

*(J Med Internet Res 2019;21(8):e12967) doi:10.2196/12967*
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**Introduction**

Both qualitative and quantitative researchers have intensely studied the importance of communication between patients and doctors since the 1970s. Within health care, where an individual explores the unknown environment of one’s own health and disease, effective communication skills can positively affect a number of health outcomes including better emotional and physical health, higher symptom resolution, improved pain control, greater treatment compliance, and enhanced patient satisfaction [1]. Furthermore, studies have reported reductions in emotional distress, levels of discomfort, concerns, fear, hopelessness, grief, depression, or health services utilization as a result of effective communication [2,3]. Communication involves respecting the persons’ dignity, integrity, and autonomy [4,5] as well as an ability to explore and discuss their expectations or wishes in a warm, nonjudgmental, and friendly manner. Effective communication (verbal and nonverbal) includes traits such as empathy, understanding, active listening, and the ability to meet patients’ needs and emotionally charged information [6]. In clinical practice, effective communication also requires features needed for effective symptom control such as honesty, open disclosure, an ability to gain trust [7], and influence over patient behavior [8]. These communication skills are essential in building the doctor-patient relationship or “therapeutic alliance.” Finally, physicians have legal, ethical, and moral obligations to demonstrate a variety of communication skills including the ability to gather information, formulate an accurate diagnosis, provide therapeutic instructions and medical advice, communicate risk, and deliver health-related news to the patients [9,10].

Communication skills training is recognized as an important component of the curricula in undergraduate and postgraduate medical education and is endorsed, for example, by the UK General Medical Council, which states that students should be able to “communicate clearly, sensitively and effectively with patients, their relatives and colleagues” [11]. The optimal method of teaching and learning communication skills is considered a direct observation of the student’s performance, followed by feedback from an experienced tutor [12,13]. This form of small-group teaching requires intensive planning and resources including simulated patients and experienced tutors. The lack of standardization within these patients and tutors can result in unequal learning outcomes.

Digital education encompasses a broad spectrum of didactic interventions characterized by their technological content, learning objectives/outcomes, measurement tools, learning approaches, and delivery settings. Digital education includes online digital education, offline digital education, massive open online courses, learning management systems, mobile digital education (mobile learning or m-learning), serious games and gamification, augmented reality, virtual reality, or virtual patient (VP) [14-17].

For medical students learning communication skills, digital education offers self-directed, flexible, and interactive learning (didactic); novel instructional methods; and the ability to simulate and rehearse different clinical scenarios (experiential learning) [18]. For instance, online digital education could be a potential method of delivering the theoretical concepts that underpin communication skills. Virtual patient simulations may also be useful in clinical scenarios that are difficult to replicate with standardized patients, such as communication with patients who have rare conditions, speech disorders, and neurological diseases. Digital education can be utilized flexibly and for an unlimited number of times alongside traditional methods such as role play with standardized patients, allowing students to practice their skills “interchangeably.” For educators, digital education offers the potential to free up time, save manpower and space resources, automate evaluation and documentation of students’ progress, and receive feedback from the students [19].

Given the shortage of trained and experienced health care educators to deliver communication skills training, digital education may be a novel, cost-effective modality. To the best of our knowledge, there is no similar systematic review assessing the effectiveness of digital education for medical students’ communication skills training. The aim of this research was to evaluate the effectiveness of digital education compared with various controls in improving knowledge, skills, attitudes, and satisfaction of medical students learning communication skills. In doing so, we aim to fill an important gap in the literature.

**Methods**

For this systematic review, we adhered to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses Guidelines and the Cochrane Handbook for Systematic Reviews.
of Interventions [20]. For a detailed description of the methodology, please refer to the study by Car et al [21].

Eligibility Criteria
We considered studies eligible for inclusion if they were randomized controlled trials (RCTs) of any design and of any type of digital education including blended education (combination of digital education and traditional learning) for medical students (ie, preregistration); measuring any of the primary outcomes, ie, knowledge, skills, attitudes, satisfaction; or measuring secondary outcomes, ie, patient-related outcomes, adverse effects, or costs (economic evaluations). We included studies if the studies compared: digital education versus traditional learning, digital education versus other forms of digital education, digital education versus no intervention, blended digital education versus traditional learning, and blended digital education versus no intervention.

We did not exclude participants based on age, gender, or any other sociodemographic factor. If data within a study included both preregistration (undergraduate level) and postregistration (postgraduate level) students, the study was included if these data were presented separately. We did not impose any language restrictions. Nonrandomized studies or trials of postgraduates including continuous professional development; continuous medical education; and students of traditional, alternative, and complementary medicine were excluded.

Search Strategy and Data Sources
We searched the following databases from January 1, 1990, to September 20, 2018, for all relevant digital education trials: Cochrane Central Register of Controlled Trials (Wiley), Educational Resource Information Centre (Ovid), Embase (Elsevier), Cumulative Index to Nursing and Allied Health Literature (Ebsco), MEDLINE (Ovid), PsychINFO (Ovid), and Web of Science Core Collection. We also searched the two trials registers—International Clinical Trials Registry Platform and metaRegister of Controlled Trials—to identify unpublished trials. We selected 1990 as the starting year for our search because the use of computers was limited to very basic tasks prior to this year. There were no language restrictions. We searched reference lists of all the studies that we deemed eligible for inclusion in our review and relevant systematic reviews. For a detailed search strategy for MEDLINE, please see Multimedia Appendix 1.

Data Selection, Extraction, and Management
We merged the search results from the databases using EndNote software [computer software] (Version X.7.8. Philadelphia, PA: Clarivate Analytics) and removed duplicates of the same record. Three reviewers (PP, SP, and BK) independently screened titles and abstracts to identify potentially eligible articles. They then read the full-text versions of these studies and assessed them independently against the inclusion and exclusion criteria. Any disagreements about whether a study meets the eligibility criteria were resolved through discussion among the two review authors. A third review author’s opinion was sought to resolve any disagreements between two review authors. If a study had more than one intervention group, for comparison, we chose the relevant digital education group (ie, more interactive intervention) against the least interactive controls. “Interactivity” referred to “the degree of control or adaptiveness a user might have with a system, without necessarily having to give a response” [22], and we applied this definition of “interactivity” throughout the review. For each of the included studies, two reviewers independently extracted data related to the characteristics of population, intervention, comparators, outcome measures, and study design, and any discrepant opinions were resolved by discussion.

Assessment of Risk of Bias
Three review authors (PP, SP, and BK) independently assessed the risk of bias of the included studies using the Cochrane Risk of Bias Tool [20]. Disagreements between the reviewers were resolved by discussion. We appraised the following domains: random sequence generation, allocation concealment, blinding (participants, personnel and outcome assessors), completeness of outcome data, selective outcome reporting, and other biases. Each item was judged as having high, low, or unclear risk of bias based on the definitions provided by Higgins and Green [20]. For cluster RCTs, the risk of bias assessment also focused on recruitment bias, baselines imbalance, loss of clusters, incorrect analysis, and comparability with individually randomized controlled trials [23]. We incorporated the results of the risk of bias assessment into the review using a graph and a narrative summary.

Data Synthesis and Analysis
For continuous outcomes, we reported postintervention mean scores and SD along with the number of participants in each intervention group. We reported postintervention mean outcome data to ensure consistency across the included studies, as most of the included studies (92%) reported postintervention data. We presented outcomes using postintervention standardized mean difference (SMD) and interpreted the effect size based on the Cohen rule of thumb (ie, with 0.2 representing a small effect, 0.5 representing a moderate effect, and 0.8 representing a large effect) [20,24]. If studies had multiple arms, we compared the most interactive intervention arm to the least interactive control arm and assessed the difference in postintervention outcomes.

For dichotomous outcomes, we summarized relative risks and associated 95% CIs across studies. Subgroup analyses were not feasible due to the limited number of studies within respective comparisons and outcomes. We used a random-effects model for meta-analysis. We used the $I^2$ statistic to evaluate heterogeneity, with $I^2 < 25\%$, 25–75%, and >75% representing low, moderate, and high degree of inconsistency, respectively. The meta-analysis was performed using Review Manager 5.3 [25]. We reported the findings in line with the PRISMA reporting standards [26].

The three authors (SP, PP, and BK) independently assessed the overall quality of the evidence in accordance with the Grading of Recommendations, Assessment, Development and Evaluations criteria [27]. The following criteria were considered: limitations of studies (risk of bias), inconsistency, indirectness, imprecision and publication bias, and downgrading the quality where appropriate. We did this for all primary and secondary outcomes reported in the review. We rated the quality of
evidence for each outcome as “high,” “moderate,” and “low.”
We prepared “Summary of findings” tables for each comparison
to present the findings and rated the quality of the evidence for
each outcome (Multimedia Appendices 2-4). We were unable
to pool the data statistically using meta-analysis for some
outcomes (eg, attitude and satisfaction) due to high heterogeneity
in the types of participants, interventions, comparisons,
outcomes, outcome measures, and outcomes measurement
instruments. We presented those findings in the form of a
narrative synthesis. We used the standard method recommended
by Higgins et al [20] to synthesize and represent the results.

Results

Overview

We identified 44,054 records overall from electronic database
searches. We excluded 43,287 references after screening titles
and abstracts and retrieved 28 studies for full-text evaluation,
of which 12 studies met the inclusion criteria [28-39] and were
included in the review (Figure 1). The total number of students
was 2101.

We present details of the included trials in Table 1. The included
studies were published between 2000 and 2018; of these, nine
were RCTs, two were cluster RCTs [31,38], and one was a
factorial-design RCT [30]. The studies originated from Australia
[28], China [39], Germany [30,37], and the United States
[29,31-36,38]. The sample sizes in the included studies ranged
from 67 to 421 medical students, and they were in their first,
second, third, and fourth year of studies. The included studies
focused on different modalities of digital education. For
instance, five studies (41.7%) [28,33,35,36,38] used VP,
whereas the remaining seven studies (58.3%) used online
modules; in addition, five studies (41.7%) used traditional
learning in addition to digital education, that is, blended digital
education [30,31,34,37,39]. Two studies (22.2%) had more than
one intervention arm [29,30]. The content of those interventions
also differed from history-taking and basic communication skills
[28,30,33,36,37], cross-cultural communication [32],
ethical reasoning [34], suicide risk management [35], interprofessional
communication [38], ophthalmology-related communication
skills training [39], and substance abuse–related communication
[31] to end-of-life support [29]. Comparison groups ranged
from other digital education such as virtual patient [28], online
learning [38], traditional learning (written curriculum, didactic
lecture, oral feedback, and standardized patient)
[29,31-34,36,37,39], video group [35], or no intervention [30].
Outcomes were measured using a range of tools including scales,
surveys, checklists, Likert scales, and Objective Structured
Clinical Examination (OSCE), questionnaires; seven studies
(58.3%) reported some type of validity evidence (ie, validity,
reliability, and responsiveness for those measurement tools)
[28,30,31,33-35,39].
**Figure 1.** Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram. RCT: randomized controlled trial.
Table 1. Main characteristics of the included studies (N=12).

<table>
<thead>
<tr>
<th>Study author names, year, country, and design</th>
<th>Number of participants (year)</th>
<th>Intervention and comparator</th>
<th>Outcome/measure- ment instrument (validity, reliability)</th>
<th>Results (postintervention): SMD* (95% CI)</th>
<th>Effect estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Digital education versus traditional learning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chittenden et al, 2013 [29] US, RCT&lt;sup&gt;b&lt;/sup&gt;</td>
<td>121 (third)</td>
<td>IG1&lt;sup&gt;c&lt;/sup&gt;: 45-min online module (multimedia)</td>
<td>Skills: checklist, Likert scale</td>
<td>Skills: SMD=0.00 (–0.46 to 0.46)</td>
<td>Skills: Digital education=traditional learning</td>
</tr>
<tr>
<td>Deladisma et al, 2007 [33] US, RCT</td>
<td>84 (second)</td>
<td>IG: VP&lt;sup&gt;e&lt;/sup&gt; simulation CG: Traditional learning (SP&lt;sup&gt;f&lt;/sup&gt; consultation)</td>
<td>Skills: survey, Likert scale (Cronbach alpha=.87)</td>
<td>Skills: SMD=–0.89 (–1.35, –0.43)</td>
<td>Skills: Digital education&lt;traditional learning</td>
</tr>
<tr>
<td>Gartmeier et al, 2015 [30] Germany, factorial RCT</td>
<td>168 (second and third)</td>
<td>IG1: 300-min online tutorial CG1: No intervention (wait list)</td>
<td>Skills: Likert scale (intraclass correlation=0.54)</td>
<td>Narrative presentation</td>
<td>Skills: Digital education=traditional learning</td>
</tr>
<tr>
<td>Kaltman et al, 2018 [36] US, RCT</td>
<td>99 (first)</td>
<td>IG: VP simulation (video-based) CG: Traditional learning (usual curriculum)</td>
<td>Skills: OSCE&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Skills: SMD=0.33 (–0.16 to 0.81)</td>
<td>Skills: Digital education=traditional learning</td>
</tr>
<tr>
<td><strong>Blended digital education versus traditional learning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fleetwood et al, 2000 [34] US, RCT</td>
<td>173 (second)</td>
<td>IG: 45-min online module plus small group discussions (blended digital education) CG: 45-min traditional learning (group discussions)</td>
<td>Knowledge: MCQ&lt;sup&gt;b&lt;/sup&gt; (exam) Skills: checklist (validated) Patient-related outcome (ie, patients’ satisfaction): checklist (validated)</td>
<td>Knowledge: SMD=0.00 (–0.30 to 0.30) Skills: SMD=–0.20 (–0.50 to 0.10) Patients’ satisfaction: SMD=–0.43 (–0.73 to –0.13)</td>
<td>Knowledge: Blended digital education=traditional learning</td>
</tr>
<tr>
<td>Lanken et al, 2015 [31] US, cluster RCT</td>
<td>370 (second and third)</td>
<td>IG: 1-h online module and small group discussion (blended digital education) CG: Traditional learning (usual curriculum)</td>
<td>Skills: survey Attitude: survey (Cronbach alpha=.89)</td>
<td>Skills: SMD=–0.08 (–0.28 to 0.13) Attitude (toward the outcome): SMD=0.05 (–0.15 to 0.26)</td>
<td>Skills: Blended digital education=traditional learning</td>
</tr>
<tr>
<td>Lee et al, 2015 [32] US, mixed method RCT</td>
<td>119 (third)</td>
<td>IG: 1-h online module (cultural competency and PACT&lt;sup&gt;i&lt;/sup&gt; training plus standard curriculum) CG: Traditional learning (standard curriculum)</td>
<td>Knowledge: PACT&lt;sup&gt;questionnaire&lt;/sup&gt; Skills: OSCE</td>
<td>Knowledge: SMD=0.38 (0.02–0.74) Skills: SMD=0.05 (–0.31 to 0.41)</td>
<td>Knowledge: Blended digital education&lt;traditional learning</td>
</tr>
<tr>
<td>Ruesseler et al, 2017 [37] Germany, RCT</td>
<td>100 (fourth)</td>
<td>IG: 1.5-h video-assisted oral feedback (blended digital education: video recorded role play with video-assisted oral feedback) CG: Traditional learning (received direct oral feedback after role play)</td>
<td>Skills: OSCE</td>
<td>Skills: SMD=0.92 (0.51–1.33)</td>
<td>Skills: Blended digital education&lt;traditional learning</td>
</tr>
<tr>
<td>Study author names, year, country, and design</td>
<td>Number of participants (year)</td>
<td>Intervention and comparator</td>
<td>Outcome/measure-ment instrument (validity, reliability)</td>
<td>Results (postintervention): SMD (95% CI)</td>
<td>Effect estimate</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>------------------------------</td>
<td>-----------------------------</td>
<td>------------------------------------------------------</td>
<td>------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Tang et al, 2017 [39] China, RCT</td>
<td>95 (fourth)</td>
<td>IG: Online video plus team discussion (blended online digital education) CG: Traditional learning (didactic lecture)</td>
<td>Attitude (toward the outcomes): Likert scale (three-point, validated) Students’ satisfaction (with the intervention) Likert scale (three-point, validated)</td>
<td>Attitude (toward the outcomes): favored IG over CG (P=.04) Students’ satisfaction (with the intervention): no difference (P=.61)</td>
<td>Attitude (toward the outcomes): Blended online digital education &gt; traditional learning Students’ satisfaction (with the intervention): Blended online digital education = traditional learning</td>
</tr>
<tr>
<td>Bearman et al, 2001 [28] Australia, RCT</td>
<td>284 (not specified)</td>
<td>IG: 1-h problem-solving VP CG: 1-h narrative VP</td>
<td>Skills: scale (Cronbach alpha=.83)</td>
<td>Skills: SMD= –0.12 (–0.43 to 0.2)</td>
<td>Skills: Digital education (more interactive)=digital education (less interactive)</td>
</tr>
<tr>
<td>Chittenden et al, 2015 US, RCT</td>
<td>121 (third)</td>
<td>IG1: 45-min online module (multimedia) IG2: 45-min online module (classic)</td>
<td>Skills: checklist, Likert scale</td>
<td>Skills: SMD=0.00 (–0.42 to 0.42)</td>
<td>Skills: Digital education (more interactive)=digital education (less interactive)</td>
</tr>
<tr>
<td>Foster et al, 2015 [35] US, RCT</td>
<td>67 (second)</td>
<td>IG: Online-based VP simulation CG: Video group (online module)</td>
<td>Skills: communication checklist and rapport subscale (Cronbach alpha=.97 and .84, respectively) Students’ satisfaction: survey (Cronbach alpha=.89)</td>
<td>Skills: SMD=0.33 (–0.15 to 0.82) Students’ satisfaction: P=0.007</td>
<td>Skills: Digital education (more interactive)=digital education (less interactive) Students’ satisfaction: Digital education (online-based video group) &gt; digital education (online-based VP simulation)</td>
</tr>
<tr>
<td>Kron et al, 2017 [38] US, mixed method cluster RCT</td>
<td>421 (second)</td>
<td>IG: two VP simulations CG: online module (multimedia computer-based learning)</td>
<td>Skills: OSCE Attitude: survey</td>
<td>Skills: SMD=0.26 (0.06-0.45) Attitude (toward the intervention): SMD=0.71 (0.51-0.91)</td>
<td>Skills: Digital education (more interactive)=digital education (less interactive) Attitude (toward the intervention): Digital education (more interactive) &gt; digital education (less interactive)</td>
</tr>
</tbody>
</table>

aSMD: standardized mean difference.  
bRCT: randomized controlled trial.  
cIG: intervention group.  
dCG: control group.  
eVP: virtual patient.  
fSP: standardized patient.  
gOSCE: Objective Structured Clinical Examination.  
hMCQ: multiple-choice questionnaire.  
iPACT: Problem Affect Concern Treatment.  
jRating of the technology module overall.  

In general, the risk of performance, detection, and attrition was predominantly low, and it was unclear or high for sequence generation bias, allocation concealment, and other bias. Reporting bias was judged as high in two (16.7%) of the studies. For two cRCTs, the overall risk of bias was low or unclear. Four of the 12 included studies (33.3%) were judged to have a high risk of bias in at least one domain (Figure 2). The quality of evidence ranged from moderate to very low due to study limitations, inconsistency, and imprecision across the studies.
Effect of the Interventions

Digital Education Versus Traditional Learning

Four studies [29,30,33,36] compared the effectiveness of digital education and traditional learning and reported on postintervention skills, attitudes, and satisfaction outcomes. For skills, there was no statistically significant difference between the digital education group (ie, online modules, tutorials, and virtual patient simulation) and the traditional learning group at postintervention (SMD=−0.19; 95% CI −0.9 to 0.52; 3 studies (304 students); I²=86%; low-quality evidence: Figure 3). However, this finding had high imprecision with wide CIs, which also included a large effect size in favor of traditional learning as well as a moderate effect size in favor of digital education. The high observed heterogeneity was largely driven by a study comparing the effectiveness of VP simulation to simulated patient training [33]. The remaining two studies compared the effectiveness of online modules or VP simulation with more passive forms of traditional learning such as written materials or usual curriculum [29,36]. Findings from one study [30] favoring online digital education over no intervention could not be pooled with the other studies due to the lack of comparable numerical data.

None of the studies reported on knowledge, attitudes, satisfaction, adverse effects, patient outcomes, or cost outcomes.
Blended Digital Education Versus Traditional Learning

Six studies [30-32,34,37,39] compared the effectiveness of blended digital education (ie, blended online or offline [video-based] digital education) and traditional learning and assessed students’ postintervention knowledge, skills, attitude, and patient-related outcomes (ie, patients’ satisfaction). For skills, there was no statistically significant difference between the groups at postintervention (SMD=0.15; 95% CI –0.26 to 0.56; $\hat{I}^2=86\%$; 4 studies (762 students); small effect size; low-quality evidence; Figure 4). The reported findings were imprecise due to wide CIs including moderate effect sizes in favor of blended digital education. Three studies included in the meta-analysis compared a blend of online modules and a small group discussion or standard curriculum with standard curriculum or small group discussions only [31,32,34]. The high observed heterogeneity was largely driven by a study comparing role play and video-assisted oral feedback to role play with oral feedback only, favoring blended digital education [37]. Findings from one study favoring a blend of online tutorials and role play could not be included in the meta-analysis due to the lack of comparable outcome data [30].

For knowledge, two studies compared the effectiveness between blended online digital education and traditional learning and reported no statistically significant difference between the groups at postintervention (SMD=0.18; 95% CI –0.2 to 0.55; $\hat{I}^2=61\%$; 292 students; low-quality evidence; Figure 5). Wide CIs around the pooled estimate also included moderate effect size in favor of blended online digital education.

Two studies [31,39] assessed students’ attitude toward the outcome (skills acquisition) at postintervention and reported no difference between the groups [31] or favored blended online education over traditional learning with didactic lectures ($P=0.04$) [39].

One study also assessed students’ satisfaction with the intervention at postintervention and reported no difference between the groups ($P=0.61$) [39]. One study [34] reported patient-related outcomes (ie, patients’ satisfaction) and compared a blend of online modules and small group discussions (ie, blended online digital education) with a control group of small group discussions only. The study reported slightly higher patients’ satisfaction scores in the control group than in the blended online digital education (SMD=–0.43; 95% CI –0.73 to –0.13). None of the studies reported on the adverse effects or cost outcomes.
Digital Education (More Interactive) Versus Digital Education (Less Interactive)

Four studies [28,29,35,38] compared the effectiveness of more and less interactive digital education and assessed postintervention skills, attitudes, and satisfaction. More interactive forms of digital education (ie, problem solving, VP simulation, and online multimedia modules) reported similar effectiveness or no difference in postintervention skills compared to less interactive forms of digital education (ie, narrative virtual patient simulation, online video-based learning, and classic online modules) (SMD=0.12, 95% CI –0.09 to 0.33, \( I^2=40\% \), 4 studies [893 students], moderate-quality evidence; Figure 6).

One study [38] assessed students’ attitude towards the intervention and reported moderate beneficial effect on postintervention attitude scores in the VP group compared to the online module group (SMD=0.71; 95% CI: 0.51-0.91). One study [35] assessed students’ satisfaction and reported that students were more satisfied with VP simulation than the online-based video module (P=.007). None of the studies reported on knowledge, adverse effects, patient outcomes, or cost outcomes.

Discussion

Principal Findings

This systematic review assessed the effectiveness of digital education on medical students’ communication skills compared to traditional learning or other forms of digital education. We summarized and critically evaluated evidence for the effectiveness of digital education for medical students’ communication skills training. Twelve studies with 2101 medical students met the eligibility criteria. We found low-quality evidence with wide CIs and high heterogeneity, showing no statistically significant difference between digital education and traditional learning in terms of communication skills. Blended digital education seems to be at least as effective as and potentially more effective than traditional learning for communication skills and knowledge. We also found no difference in postintervention skills between more and less interactive forms of digital education. Data on attitudes and satisfaction were limited and mixed. No study reported adverse or unintended effects of digital education or conducted an economic evaluation. The majority of the studies (N=9, 75%) had a high risk of bias. The quality of evidence ranged from moderate to very low due to the study limitations, inconsistency, and indirectness (Multimedia Appendices 2-4).

The included studies differed considerably in terms of intervention, comparators, and outcome measures used, showing a wide scope of potential for the use of digital education in communication skills training for medical students. However, limited primary studies consisting of data with high heterogeneity prevent us from drawing strong conclusions on the topic. Furthermore, seven (58.3%) of the included studies failed to provide details of sample size or power calculations [28,29,32,35-37,39]. The included studies may have therefore been underpowered and unable to detect change in learning outcomes. Finally, the effect sizes were typically small. Other limitations pertained to the risk of bias. Overall, four of the 12 included studies (33.3%) were judged to have a high risk of bias in at least one domain.

The included evidence has some limitations. First, most of the studies were conducted in high-income countries (except one study that was conducted in China), which might further limit the transferability or applicability of the evaluated evidence in low- and middle-income countries. Second, the included studies focused only on specific forms of digital education such as online or offline digital education and VP simulation, and there is a need to explore the effectiveness of other forms of digital education such as virtual reality, serious gaming, mobile learning, and massive open online courses on the topic. Third, all included studies assessed short-term effectiveness of the interventions (ie, assessed effectiveness immediately after the intervention), and there is a need to assess long-term effectiveness of interventions through aspects such as knowledge retention and skills retention at 3-month or 6-month follow-ups. Lastly, the included studies mostly evaluated skills outcome, and there is limited evidence for other outcomes such as knowledge, attitude, satisfaction, adverse or untoward effects of the intervention, and patient and cost-related outcomes.

Implications for Future Research

We identified the need for further, more methodologically sound research that may lead to more conclusive findings. Studies identified in this review have many significant methodological weaknesses, from inadequate power to unclear theoretical underpinnings; insufficient description of educational interventions (complexity, duration and intensity); uncertainty of what constitutes a change (compared with baseline); little,
if any, description of technical features; skills retention (follow-up); and comparability of the content delivered digitally or traditionally. The use of validated and reliable measurement tools is paramount to advancing the field [40], as its transparent description on the level of trialists’ involvement in instructions, outcome(s) in the background, usability testing, and data protection policies could affect the results of the outcomes. Other important factors that need further research include the availability of infrastructure, financial incentives for learners, previous experience in digital education, barriers or facilitators, cost evaluation, fidelity, adverse effects, and access to power supply. Finally, incorporation of evidence from low- and middle-income countries should increase generalizability and applicability in those settings.

Strengths and Limitations of the Review

Strengths of this study include comprehensive searches with no language limitations and robust screening, data extraction, risk of bias assessments, and a critical appraisal of the evidence. Nevertheless, some limitations must be acknowledged while interpreting the results of this systematic review. There was a considerable degree of methodological and clinical heterogeneity in pooled analyses, and the applicability of evaluated evidence might be limited due to high heterogeneity. Additionally, most of the included studies (92%) reported postintervention data, and we could not calculate pre-post intervention change scores. We also assumed that baseline characteristics including measure scores were adjusted before randomization. Finally, we were unable to obtain additional information from the study authors in six studies that reported mixed participants and mixed results.

Conclusions

The findings from this review suggest that digital education (standalone or blended with traditional learning) could be as effective as traditional learning (ie, didactic lectures, groups discussions, role play, or oral feedback) in improving postintervention communication skills for medical students. Similarly, more interactive forms of digital education have similar effectiveness or skills outcome compared to less interactive forms of digital education in terms of participant’ skills. The overall risk of bias was high, and the quality of evidence ranged from moderate to very low for the reported outcomes. There is a need for further research assessing long-term effectiveness including knowledge or skills retention, other outcomes such as patient-related outcomes, and cost-effectiveness as well as other forms of digital education for medical students’ communication skills training.
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Related Article:
Correction of: https://www.jmir.org/2019/7/e12980/
doi:10.2196/15735

"The Search for Consumers of Web-Based Raw DNA Interpretation Services: Using Social Media to Target Hard-to-Reach Populations" (J Med Internet Res 2019;21(7):e12980) contained a typographical error in the Results section within the subsection “Demographic Comparisons Across Platforms and Tracking Methods” under the heading “Differences Between Tracking Methods”. The proportion of female respondents among those recruited using click-tracking was reported as “(43/49, 73%)” but should have been “(43/59, 73%)” to be consistent with Figure 6. This error has been corrected and the sentence now reads as follows:

Female respondents made up the majority in both cases, but were more prevalent among those recruited using conversion-tracking (124/145, 85.5%), compared with those recruited using click-tracking (43/59, 73%).

Additionally, incorrect sample sizes were noted in the second paragraph of the Discussion. The value for Facebook was listed as n=168 but should have been n=159; the value for Twitter was listed as n=170 but should have been n=167; and the value for Reddit was listed as n=114 but should have been n=112 to be consistent with values already reported in the Results section. The errors have been corrected and the sentence now reads as follows:

Nearly identical sample sizes were obtained via paid Facebook (n=159) and Twitter (n=167) advertising, as well as the sample obtained via unpaid posting on Reddit (n=112).

The corrections will appear in the online version of the paper on the JMIR website on August 13, 2019, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article also has been resubmitted to those repositories.
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Related Article:
Correction of: https://www.jmir.org/2019/8/e13628

doi:10.2196/15915

In “Medium-Term Effects of a Tailored Web-Based Parenting Intervention to Reduce Adolescent Risk of Depression and Anxiety: 12-Month Findings From a Randomized Controlled Trial” (J Med Internet Res 2019;21(8):e13628), Figure 2 was erroneously published with one graph missing from the image. The graph of Parenting to Reduce Adolescent Depression and Anxiety Scale (PRADAS) was not shown. The image has now been replaced with a version that includes two graphs:

1. Estimated marginal means for Parenting to Reduce Adolescent Depression and Anxiety Scale (PRADAS)
2. Estimated marginal means for Parenting to Reduce Adolescent Depression and Anxiety Scale—Adolescent report (PRADAS-A)

The correction will appear in the online version of the paper on the JMIR website on August 29, 2019, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article also has been resubmitted to those repositories.
**Figure 2.** Estimated marginal means for Parenting to Reduce Adolescent Depression and Anxiety Scale (PRADAS) and PRADAS—Adolescent (PRADAS-A) Report scores at baseline, postintervention (3-months postbaseline), and 12-month follow-up, estimated under the group × measurement-occasion mixed model. Error bars represent SEs. Higher scores on the PRADAS and PRADAS—Adolescent Report indicate greater concordance with the parenting guidelines (ie, more protective parenting factors and fewer parenting risk factors). Planned contrast of interaction (baseline to 12 months) was significant, \( P<.001 \). Pairwise comparison of group difference at 12-month follow-up was significant, \( P=.04 \).