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Abstract
In the era of data-rich medicine, an increasing number of domains of people’s lives are datafied and rendered usable for health care purposes. Yet, deriving insights for clinical practice and individual life choices and deciding what data or information should be used for this purpose pose difficult challenges that require tremendous time, resources, and skill. Thus, big data not only promises new clinical insights but also generates new—and heretofore largely unarticulated—forms of work for patients, families, and health care providers alike. Building on science studies, medical informatics, Anselm Strauss and colleagues’ concept of patient work, and subsequent elaborations of articulation work, in this article, we analyze the forms of work engendered by the need to make data and information actionable for the treatment decisions and lives of individual patients. We outline three areas of data work, which we characterize as the work of supporting digital data practices, the work of interpretation and contextualization, and the work of inclusion and interaction. This is a first step toward naming and making visible these forms of work in order that they can be adequately seen, rewarded, and assessed in the future. We argue that making data work visible is also necessary to ensure that the insights of big and diverse datasets can be applied in meaningful and equitable ways for better health care.
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Introducing Data Work
With health care becoming increasingly data driven, more and more domains of people’s lives are datafied, that is, they are translated into a format that lends itself to automatic processing and computation. Examples range from data generated by individuals using health and lifestyle smartphone apps, the digitalization of health records, data from direct-to-consumer testing or drug trials, to biobanking research and clinical genetic testing. Data from increasingly diverse sources are thus rendered, at least in principle, usable for health care purposes. Yet, deriving insights for clinical practice and individual life choices, and deciding what data or information should be used for these purposes, poses difficult challenges. Indeed, it has been argued that “big data won’t cure us” [1]; turning data into meaningful information for clinical practice requires tremendous time, resources, and skill. Thus, big data not only promises new clinical insights but also generates new—and largely unarticulated—forms of work for patients, families, and health care providers alike.

Building on insights from science studies, medical informatics, as well as on the concept of patient work and subsequent elaborations of articulation work [2-4], in this article, we analyze the forms of work engendered by the need to make data and information actionable in the health care context [5]. Doing so brings the perspective of social and ethical studies of biomedicine into conversations around digital medicine, emerging technologies, medical devices, apps, engineering, and informatics. We outline 3 areas of data work, which we characterize as the work of (1) supporting digital data practices;
(2) interpretation and contextualization; and (3) inclusion and interaction. We argue that it is necessary to name and make visible these forms of data work for them to be adequately acknowledged, assessed, and rewarded. Making data work visible can also help to ensure that the insights of big and diverse datasets can be applied in meaningful and equitable ways for better health care. Although this paper primarily aims to highlight emerging forms of work in the era of data-rich medicine that have not been explicitly or comprehensively considered heretofore, we close by outlining avenues for future practice and policy.

Data Work: A Persistent Challenge for the Era of Data-Rich Medicine

Emerging Forms of Data Work

Controversies surrounding data use, storage, and sharing illustrate the important ethical questions that emerge when data collection and analyses are applied to new ends. Examples in the news abound, for instance, the rise of direct-to-consumer genetic testing for diseases such as cancer, seen recently through the example given on National Public Radio of an uninsured American woman concerned about her risk of breast cancer [6]. Upon reading her results from 23andMe, the woman admitted feeling less urgency about getting additional testing or mammograms with her physician—something that geneticists worry could pose problems for individuals carrying variants undetected by tests offered by commercial sources, or for those who receive summary advice from individuals without proper training, possibly leading to clinical harm in the future. Other disputes have emerged when health technologies are applied to new ends, such as the recent identification of the Golden State Killer in California, United States, in April 2018. Detectives were able to identify the perpetrator by matching crime scene evidence with a family member’s DNA profile that the family member had uploaded to a genealogy website. The incident, and subsequent admission that private companies have shared access to their database with law enforcement to find potential suspects, spurred controversy among experts and the public over the legitimacy of using the personal data of volunteers who had not consented to such law enforcement applications [7,8].

Controversies such as these—as well as others surrounding privacy and, for example, the hacking of medical devices [9], or matters of justice and fairness in algorithms [10]—point to the centrality of data at the heart of negotiations over the public good; the status of data generated outside of official forums of science and medicine; and central ethical questions of privacy, consent, and benefit that are emerging in new configurations [11,12].

By data work, we are referring broadly to the forms of technological, analytical, and emotional work undertaken by all actors within the health care system that is necessary to make data clinically and personally meaningful. Here, we focus on the emerging forms of data work undertaken by patients and health professionals. This work is already occurring, for example in the interpretation of direct-to-consumer genetic tests [13], efforts to improve patient understanding of broad consent in biobanking [14], or as researchers define proteomic markers of risk, such as for ovarian cancer [15], albeit in an often unrecognized and patchwork manner. Although science studies scholarship has explored various determinants and conditions of data production in the health sphere [16-18], the types of work that are necessary to make diverse forms of health data actionable in daily life by patients and health professionals have not been systematically addressed or conceptually analyzed [19]. Data work is ongoing and constitutes a formidable yet underresearched challenge in the era of data-rich medicine. But what kinds of work does this entail, and for whom? What divisions of work or tools would be necessary for addressing ethical and equitable applications of data in everyday life?

Empirical studies examining the organization and structure of medical work from a sociological perspective [20-24] have been helpful to draw attention to the often invisible contributions that patients and their family members make to all aspects of health care. However, conceptualizations of such patient work in the era of data-driven medicine are, as of yet, largely missing [25]. As debate grows in medicine over how to best actualize voluminous and diverse data for better outcomes in health care [26,27], many of the biggest challenges are of a social, rather than technical, nature [1]. In this context, more systematic attention to the ways in which professional and nonprofessional actors within the health care system help, for example, to create and interpret data, would fill an important gap. In the following section, we outline and describe three areas of emerging forms of work that have accompanied the turn toward big data in medicine, identify who does this work, and sketch potential ways of addressing concerns that arise in connection with this work. For each area of data work, we offer one vignette to illustrate the forms of data work that are already ongoing. Although the boundaries between these different types of data work are fluid, we posit that there is analytic value in drawing out the key features that characterize each activity to see what challenges they pose and how we might address these.

More Than a Click Away: Supporting Digital Data Practices

G is excited about a new app that promises to keep track of his heartbeat, steps taken, and minutes slept, and to aggregate these data with his weight, blood pressure, and glucose levels. Yet, after looking at the Terms of Service, he realizes that by using the app he signs the rights to his data over to the company. G wonders if there is another option. Finding himself mired in pages of legalese, he starts to think, “maybe I’m just too uptight—what could they really do with all this data, anyways?”

Advances in mobile devices have changed how health information and support services are being accessed, communicated, monitored, and acted upon [28], offering potential gains ranging from clinical oncology [29] to improving health outcomes for low-income populations [30]. As a result, patients create and engage with health data not only in medical institutions but also in their homes and in other places outside the clinic, via wearable or portable devices, or other tools. Patients and health care professionals alike are faced with ever wider types and larger volumes of data that could potentially
be relevant for health care, without a clear understanding of the implications of specific forms of personal data [31]. In the domain of mobile apps, one form of emergent data work is the work done by patients who search through the fine print of Terms of Services of new devices and apps to decide whether or not to use them. This is often not easy to do; for instance, the interests of a company providing a digital health device or platform might be hard to fathom for a user, posing potential concerns for individuals who are consenting to data use agreements for a health app, or uploading their medical history to a Web portal for a rare-disease patient community.

Furthermore, the ability to learn about genetic traits—which can now be done with ever lower expense on the internet—raises profound ethical challenges. As Kung and Wu ask, “if we discover certain genetic risk factors in our genome sequences, do we (or our health care providers) have a responsibility to inform our family members who might have similar genetic risks?” [32]. Privacy matters, and the effects of new health technologies on future generations all become important concerns with which individuals have to grapple, while very little or no guidance may be available. The work that people are doing when navigating the landscape of available offers, and in deciding what test they should take and what behavior they should track in an attempt to maintain or increase their health, should not be trivialized. There are increasing expectations that individuals make informed decisions as responsible managers of their health, and now also as owners (morally or legally) of their data.

In addition to such new data work for patients, another novel form of data work emerges for health professionals. This consists of assisting patients and their families in navigating the landscapes of available offers for tests, devices, and services, and helping them to decide whether they should datefy certain aspects of their lives and bodies in the first place. This data work includes engaging patients in conversations about the implications of their potential data contributions before patients have had practical experience with these digital practices, and about whether and how they should consider engaging in certain activities. Steering patients through the multitude of options is an important yet complex task. Recent studies have also shown that socioeconomic status, age, English literacy, and digital literacy all play important roles in the uptake of new mobile technologies such as health apps [28,29,33] in engaging in Web-based participatory medical research [34] and in efforts to counter the digital divide [35-37]. Importantly, these differences also influence whose data are missing from the broader evidence base upon which future decisions in medicine might be made [25]. This points to the growing need to ensure that such digital health practices and technologies do not exacerbate existing inequalities in society or health and the critical role that health professionals are called upon to play in mediating digital engagements.

Looking forward, we thus anticipate that the data work of professionals in this space will include not only assisting patients in navigating this digitalized network of health-relevant services but also assisting those who cannot, or choose not to, engage digitally [38]. As noted, people who do not make use of digital tools to collect, view, and share data and information about themselves can become missing bodies in today’s health care environments, meaning that their bodies, needs, and behaviors remain unaccounted for in decisions made on the basis of new digital health sources [25,39]. Especially when the stakes are so high, neither offering guidance on patient use of digital tools and new health products nor understanding the advantages and disadvantages of the many new products on the market every day is intuitive. To be effective, these activities require time and appropriate training, which are in very short supply in today’s time-starved health care environment [40-43].

One possibility, as we have argued elsewhere, to better support both patients and providers in the era of data-rich medicine would be the creation of a new, intermediary profession entirely, which we have termed health information counselors (HICs) [44]. With a broad knowledge of various kinds of health data and data quality evaluation techniques, as well as analytic skills in statistics and data interpretation, our vision is that HICs would be trained also in interpersonal communication, health management, insurance systems, and medico-legal aspects of data privacy. Operating as a clinical consultancy, HICs would have the ability to translate the complex language of data into intelligible and actionable information for both patients and physicians. The creation and implementation of such a specialty would enable patients to make educated, truly autonomous choices about how these novel forms of health data can inform their personal care decisions. Although certainly not the only option for addressing the aforementioned concerns, the creation of this new specialty would go a long way in assisting individuals such as G from our opening vignette, as well as health care professionals, to consider their options and make more informed choices about how increasing amounts of health data and information can or should inform health care.

How to Tell It All Apart: The Work of Interpretation and Contextualization

A brother informs his sister, L, that he has done a commercial DNA test that revealed that he could be a carrier for a particular condition. Because L is considering having a child with her partner, she wonders if she should undergo testing, and what this would mean for her decisions going forward. In reading the leaflet provided by a company offering the testing, she is not sure what is meant by the information that carrier reports may vary in detection accuracy by ethnicity (L has Ashkenazi heritage), and that carrier testing does not include all possible variants for a given condition. L wonders: “What would this information mean for me personally? Who could I ask about this?” She is unsure if her primary care physician is the right person to ask, and who else she could turn to.

Testing practices such as the one described in this vignette have become a means through which individuals understand themselves and their relationship to society. For some patients, the quantified self can allow people to see new patterns or make changes in their lives: counting steps might lead one to take the stairs, and tracking sleep patterns might lead another to try and get an extra hour of sleep. For others, finding out the percentages
of one’s global ancestry or likelihood that they could be a carrier for a genetic condition represents personally significant information. Yet, the effects of health-related data and information are often difficult to anticipate and understand. Randomized controlled trials have studied the clinical impact of patients’ use of mobile and digital health tools, such as the effectiveness of smartphone apps for weight loss and self-applied therapies [45–47]. Other studies have shown the necessity of looking at patient experience of digital tools to understand how mobile health affects self-management of chronic conditions or changes in well-being [48–50]. In some cases, certain forms of health information may have personal utility for some people even if they lack clinical utility [51]. Overall, such research shows that further work—such as prescreening or offering hands-on assistance and consultation—is needed to turn a health app or Web-based service such as direct-to-consumer testing into a meaningful tool for an individual patient [52].

Data science holds the potential to offer important predictive and diagnostic information that can be used to improve decisions taken by clinicians to reduce error or support estimates, such as the likelihood of medication adherence or organ rejection [53,54]. Yet, from body temperature to steps taken, heartbeats, and hydration levels, it is not yet clear what the biometric data collected via devices such as wearables or smartphones will mean for medical practice and health practitioners. The same is true for nonmedical grade testing services. Both the quality of the data and the possibilities of data interpretation are relevant here. Commercial devices are often not calibrated to the standards of medical grade devices, particularly if not used exactly as intended, which means that data collected through them cannot be used as reliable evidence for health care decisions. Internet communities and apps that offer peer-to-peer support can also be problematic when inaccurate or purely anecdotal information is shared, for example, how-to-hack Web-based tutorials or the increasing use of YouTube as a platform for disseminating misleading health information or offering problematic interpretations of existing data on conditions such as anorexia and bulimia [55–58].

The complex task of discerning irrelevant, unreliable, or misleading health information from relevant, valid, and clinically actionable personalized health resources and then interpreting and contextualizing these for specific patients and their families is emerging as a significant, and time-consuming, activity for health care providers. In our survey of health professionals working in the region of Schleswig-Holstein, Germany, providers expressed repeated concerns about the increasing amount of time devoted in patient encounters to explaining why data from a Web-based genetic test are not relevant, or why a novel therapy reported on a patient community website is not the best choice for a family member [59]. These findings are echoed by recent reports that have pointed to the need for new and improved decision aids to situate the most personally relevant and high-quality digital tools for patients [28,60]. Although some standardization work regarding this issue is currently undertaken by groups such as the Consumer Technology Association, the creation of new devices, apps, and programs and the demands these pose regarding data interpretations and contextualization continues to exceed regulatory processes and physician workloads.

In this context, data work includes deciding which data or information are reliable and relevant for a given context of a specific patient—including contexts outside of the clinic—to decide which intervention, tool, or device might be appropriate or helpful in a given situation, or in future. Again, this is a complex task. For example, discerning whether data brought in by patients derived from commercial or hacked devices can be clinically relevant involves researching devices, analyzing the information they collect, and deciding if, and how, the information generated could be used to inform individual case decisions. In some instances, such data work could include contacting the company producing the device for more information, or seeking out additional resources to evaluate the reliability of the data generated. The same is true for commercially available genetic testing, or the results derived from nonstandard forms of research occurring on patient platforms, such as in some citizen science initiatives [61].

The work of contextualization also increasingly extends to the analysis of the algorithms used to produce data in the health care context. Algorithms are neither ‘objective’ nor intrinsically neutral and they can exacerbate societal inequities. Biases—regarding race, gender, educational status, body mass index, and so on—are programmed into systems, and the characteristics of datasets that these systems use to learn might reproduce inequities [10,62]. As more and more parts of our lives are being datafied, there is an increasing need for contextualization of the health data generated through Web-based tests, mobile, and digital technologies [63]. This includes making the context of data explicit, and asking questions such as: What data was collected, from whom, and how? What do these data represent, and what do these leave out? How has it been made legible for computation, and what has been lost or gained in the process? Such questions are increasingly necessary given the growing ubiquity of domains of everyday life being understood through computational practices. All of the above forms of evaluation require a significant degree of analytical and computational literacy and reflection on whether a particular process of meaning-making relies on evidence that is accurate and reliable in a technical sense, if it is mostly personal and social, or if it is indeed faulty or misleading [64].

Patients, in addition to health care professionals, are also increasingly participating in specific forms of work, including outside of clinical settings. This is the case, for example, when patients do internet searches and seek assistance in making sense of reports or articles found on the internet, thus engaging in the work of sorting, interpreting, and analyzing diverse and often competing sources of information. Often this type of work is undertaken by family members or caregivers to support a patient’s health care choices. The work of contextualization will remain a persistent challenge in years to come as more devices, apps, health-related services are offered to individuals outside the supervision of medical professionals. As an area that is in need of robust investigation and public debate, it would be productive to have greater involvement by scientific and academic societies in conducting and sharing analysis of how data can and should be used. Although some of this work is
already ongoing, such as recent reports addressing the opportunities, risks, and ethical questions associated with use of good artificial intelligence (AI) in health care, or developing specific suggestions that can be taken up by stakeholders and policy makers at national and international levels [65,66]. Further work is needed on different aspects of the use of big data in medicine. By fostering greater debate, and providing material that is available for lay readership to engage with the stakes of their data engagement, academic scholarship can better support digital literacy in this area.

Facilitating Conversations About Aims and Interests: The Work of Inclusion and Interaction

Upon entering the hospital for an inpatient stay, P, an elderly patient, is asked to opt-in to the institutions’ efforts to improve efficiency and calculate predictive health and frailty scores for patients [67]. P is not sure what this means, or how his personal information will be stored and used in the future. [67]

The prior areas of data work that we have outlined have emphasized the need for a strong awareness of what new data, tests, and technologies are available and how they work. Data-rich medicine highlights a number of ethical issues [11], not least of which is the cross-cutting work of addressing different aims, goals, and interests. As data are increasingly accessible, distributed, revealing, and reidentifiable, ethical concerns pertaining to digital health, large datasets, and precision medicine are multiplying, including issues of consent, protecting participant privacy concerns, and maintaining public trust [68]. Given that many of data-driven practices track new territory in health, questions of power asymmetries and social-economic value are emerging with new relevance [12,69]. An important form of data work thus involves fostering conversations with and across stakeholder groups around these concerns.

As precision medicine moves away from one size fits all approaches to treatment, machine learning approaches are increasingly improving the ability to target patients for specific treatments, such as in the use of DNA methylation to subclassify tumors of the central nervous system [70]. The potential of this work to improve personalized therapies through the use of mathematical models is great, yet both the perceived benefits and the social, economic, and health-related concerns vary by actor [71]. In other words, a provider will likely have a different set of investments in the technology, research, and treatment outcomes than a given patient, a hospital chief executive officer, a pharmaceutical company, or an interested member of the public. A patient might be most concerned about loss of privacy, discrimination, or stigmatization (albeit also interested in disease prevention and better treatment), whereas company representatives might be uneasy about losing exclusive access to datasets and find themselves at odds with community members committed to principles of open access. Thus, a central aspect of data work is creating the spaces for interaction and facilitating conversations between differently motivated parties, such as assisting one actor to understand the concerns of another, or finding novel ways to address specific concerns around discrimination, privacy, or equity.

In the digital era, privacy concerns take on a different configuration than in the paper age [72]. Data work in the context of privacy is not limited to simply informing patients of what happens with their data and information once it has been collected but includes moving beyond the widely accepted ethical principle of respecting patient autonomy [73] to including patients in decisions over what type of information will be collected about them in the first place, and to what end. The General Data Protection Regulation (GDPR) introduces protections that began in 2018 across the European Union (EU); including the United Kingdom), but outside of the EU, there is little agreement on regulatory standards for digital health tools or data protection in research, databanks, and big data [61,74-77]. Despite the overall objective of European harmonization, the GDPR gives member states leeway, for instance, in determining whether patient consent is required for secondary data use in medical research, and in which form [74,78]. These national differences have various practical and normative consequences, most of which have not yet been fully analyzed, as well as different implications for research practice across member states. Legislation in countries where data protection is sector specific, rather than general, such as Health Insurance Portability and Accountability Act (HIPAA) in the United States, has addressed data privacy and security concerns relating to medical information since 1996. Subsequently, the HIPAA omnibus rule of 2013 modified the Act to meet guidelines set by the Health Information Technology for Economic and Clinical Health in 2009. Such efforts have expanded the extent of HIPAA beyond providers and insurance companies to also consider the role of business associates. However, even though concerns surrounding patient privacy and the reuse of health information have long been an important topic, the ability of existing regulation such as the GDPR or HIPAA to fully address the concerns emerging in the age of big data remains unknown [79]. We highlight here that the forms of data work we identify can pose particular challenges for privacy, including: the rapid rate of digital innovation; that decisions need to be made on both on the individual and societal level about which aspects of everyday life should be captured by data in the first place; that harm can occur from data use that is not necessarily illegal [80]; as well as broader concerns about data privacy protection legislation.

How to effectively engage a range of stakeholders, including patients, providers, researchers, and insurance companies in these data work concerns, is an ongoing discussion in both clinical practice and biomedical research [81-83]. One critical area of data work for health care providers and researchers is holding conversations with patients about data collection and privacy to better understand the impact of collecting anonymized patient health data in research [14,84]. Data work includes ensuring that patients are party to the decisions about what information will be included in their records, who the gatekeepers for this information are, and for which goals and for whose benefit this information will be used beyond the realm of individual-level health care decisions. It is critical that these discussions include reflections on how data could potentially be reused in the future, for example, the use of predictive health and frailty scores by insurance companies as mentioned in the vignette, as well as the identification of potential protections to
guard against uses of data that could be harmful or exclusionary to patients. Specific conditions of access, reuse, and reidentification need to be identified and continually updated in light of new digital advances.

In particular, digital technologies raise important questions over the access of personal information. Each patient’s needs and interests are influenced by their human, natural, and artifactual environments. An individual’s decision to access his or her electronic health records or use a Web-based genetic testing service is not just a choice made by an atomistic individual but an act shaped by the person’s family ties and social relations, his or her connection to others, and the country in which he or she lives [85]. For example, an individual may want to share and discuss this health information with his or her partner or children [82]. This decision to share and discuss information received is not an afterthought but may well have shaped the decision to obtain information in the first place [86]. This layer of dyadic or multilateral forms of decision making can vary significantly across cultural contexts.

In sum, joining distinct datasets from different types, locations, and ethical standards adds additional layers of deliberation to well-rehearsed ethical considerations. Recognition and fostering dialog around aims and goals and the more complex, potentially shared nature of decision making in the era of big data is a critical form of data work. However, how this can be achieved when data are held in dispersed locations and are diverse in nature is entirely unclear. It will require close communication between the patient and the health care provider to ensure that the built-in decisional pathways offered by data-driven practices do not eclipse individual priorities. One potential way of addressing this concern is to reconsider existing methods for ensuring patient privacy and protection and addressing them through regulatory measures, for example through the GDPR in Europe. According to the GDPR, for personal data to be processed lawfully, either individual consent is required, or a legal authorization has to apply. The most relevant legal authorization in the medical context is the research exemption (Article 89). However, particularly in view of international research collaborations, further work is necessary on how GDPR is implemented across individual countries. To provide an example, in line with Article 89, Germany now allows data processing of pseudonymized data for scientific or historical research purposes or for statistical purposes, at least prima facie, without requiring individual consent. However, neither clear guidance exists as of yet for how these purposes are exactly delineated nor have studies been conducted on how this new legal provision has penetrated research practice and how effects differ from countries that are more restrictive. Countries that have long-term experience with more permissive approaches, such as broad or blanket consent (eg, the United Kingdom) and the processing of genetic data should help to anticipate the implications of the novel practice and to raise the standards for how informed consent can be better operationalized in light of the concerns of big data—also in areas outside of Europe [87].

**Who Does Data Work: Patient Work 2.0?**

The different kinds of technological, intellectual, social, and emotional work sketched here mean that patients, their families, caregivers, and other health care providers will be faced with an increasing range of tasks in the domain of health care, which we have summarized in a list (Table 1). This list of tasks is not meant to be exhaustive but rather to make explicit some of the principal kinds of work involved in making data matter medically. Many of these concerns overlap; we expect that new forms of expertise will continue to emerge along with clinical and technological advances.

<table>
<thead>
<tr>
<th>Types of data work</th>
<th>Why is this work needed?</th>
<th>Examples of data work in practice; ongoing and possible in the future</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supporting digital data practices</td>
<td>Engagement with health data is increasingly taking place outside the clinic, and it can also create digital divides; traditional means of managing and evaluating data are increasingly not suited to meet the realities of the digital age; persistent difficulties in assessing accuracy and appropriateness of diverse, unvalidated forms of health data.</td>
<td>Patients research and consider the implications of data; health practitioners assist in navigation of data relationships; creation of guidelines for how to evaluate new digital technologies or assess internet sources; identification of how digital interaction can create new patterns of exclusion.</td>
</tr>
<tr>
<td>The work of interpretation and contextualization</td>
<td>Unclear what biometric data collected via devices such as wearables or smartphones will mean for medical practice; misleading or false health information is often shared on the internet; the algorithms that produce data are neither objective nor intrinsically fair; the full implications of diverse, unregulated health information are often difficult for users to discern or anticipate.</td>
<td>Expert guidance on how to decide which devices and resulting data are reliable and relevant for a given context; research on reliability of commercial devices; provision of prescreening and assistance to make digital health tools meaningful for individual patients; identification of biases built into algorithms of datasets, devices, and models.</td>
</tr>
<tr>
<td>The work of inclusion and interaction</td>
<td>Data are increasingly accessible, distributed, revealing, and reidentifiable, creating new ethical concerns; perceived benefits of the data-driven medicine and the social, economic, and health-related concerns vary by actor; patient experience of digital tools affects self-management of chronic conditions and well-being.</td>
<td>Support for patients in determining their priorities, needs, and wishes with regard to their digital health activities and data collection and use; facilitation of conversations between differently motivated parties about aims, goals, and interests.</td>
</tr>
</tbody>
</table>

Yet what is clear is that the problems accompanying these demands are currently underappreciated. This raises the question of who should be tasked with the increasing interpretation needs of data in the health care domain. Visions of data-rich medicine...
often imply that doctors should or will take on this work, as reflected in frequent calls for better genomic or data literacy for health care professionals. In the past decade, there have been numerous calls for more training in several of the domains mentioned above, such as ethical concerns surrounding the communication of genetic data and related health risks to patients [42], or counseling patients about the advantages and pitfalls of Web-based or commercial sources of health information [69]. Some, such as Celi et al, call for increased training of medical students and residents in order to “create[e] a medical culture that is aware of and respectful of the importance and potential power of data for supporting and improving both practice and research may be the most important and ultimately effective element” [53]. At the moment, although health care professionals are seen as the first in line to take on this additional work, allowances are not made in schedules or training to accommodate meaningful engagement with the social complexities of data in medicine. Even if actors find the time to engage in the various types of data work, not all can acquire the necessary skills. Finally, many of the tasks described above take place outside health professionals’ sphere of influence entirely.

Throughout this paper, we have proposed a few possible ways of addressing the emerging forms of data work identified here, ranging from the creation of a new profession dedicated to help both patients and providers assess and understand diverse kinds of health data, to greater involvement and creation of guidelines by scientific and academic societies, to raising expectations through regulatory frameworks for how mechanisms such as informed consent are operationalized across novel research practices. However, none of these approaches alone will be sufficient for taking on the myriad aspects of data work that we have outlined, as well as those that will continue to emerge in the future. Although the focus of this paper has been on the identification of the contours of the phenomenon we are calling data work, further attention is needed to analyze and consider other solutions for addressing these concerns. Importantly, some aspects of data work can neither be delegated to professionals nor addressed completely through better guidelines or greater public discourse. Hence, the current landscape of big data in medicine remains open for new proposals, such as how such work can or should be acknowledged or even reimbursed. What other tools—conceptual, analytic, instructive, or collaborative—would be helpful for navigating increasingly complex data use? What would be a fair division of work? What responsibilities should corporations using health data have, beyond compliance with data protection regulations? Our intent is that by making these forms of work more explicit and transparent, more appropriate ways of addressing data work can be devised in future.

Conclusions

In addition to the established challenges surrounding data collection, storage, analysis, and security, pressing questions have arisen around: how to enable the appropriate use of technologies and engagement with health data outside of the structured environment of health care; what the utility, quality, and possibilities of data collected from wearable devices or smartphones will be for clinical practice; strategies to avoid the digital health divide; how to distinguish data noise from clinically actionable health resources for patients; how to contextualize health data gained through Web-based tests or digital technologies; and how to foster conversations surrounding the ethical concerns of big data between different stakeholders in health care and society. Of course, the various forms of work included within the categories of supporting digital tool use, contextualization, and inclusion and integration cannot be neatly disentangled. Conversations between different actors in the health care domain are necessary to determine what types of data and data use are feasible, ethical, and cost-effective in particular situations. Although we expect that AI applications such as deep learning will be of great help in matters such as the interpretation of data, the analysis above has shown that the task of interpretation is not something that can be devolved to machines entirely.

A critical thread that runs throughout the forms of data work identified here is that of context: data work does not involve questions of absolutes but rather of contingencies. What is relevant, important, or significant for one individual may not apply to the next. Data, just like the experience of health and illness, are profoundly dependent upon the social world in which they exist. As we have shown in this paper, the turn toward data-rich health care has created new forms of data work and expertise. Data work needs to be named and recognized as the human endeavors that make digital advances meaningful in medicine. We argue that greater attention is needed for the very craft of deriving choices, narratives, and practices from our data and that the current medical system is not equipped to take on this challenge alone. If the great potential of data-rich medicine to improve future clinical care is to be realized, the new data work that patients, health professionals, and other actors increasingly contribute must be recognized as an important and multifaceted task.
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Internet-Based Interventions for Carers of Individuals With Psychiatric Disorders, Neurological Disorders, or Brain Injuries: Systematic Review

Background: Nonprofessional carers who provide support to an individual with a psychiatric or neurological disorder will often themselves experience symptoms of stress, anxiety, or low mood, and they perceive that they receive little support. Internet-based interventions have previously been found to be effective in the prevention and treatment of a range of mental health difficulties in carers.

Objective: This review seeks to establish the status of internet-based interventions for informal (nonprofessional) carers of people with psychiatric or neurological disorders by investigating (1) the number and quality of studies evaluating the efficacy or effectiveness of internet-based carer interventions and (2) the impact that such interventions have on carer mental health, as well as (3) how internet-based interventions compare with other intervention types (eg, face-to-face treatment).

Methods: A systematic literature search was conducted in January 2019 using the EMBASE (1974-present), Ovid MEDLINE (1946-present), PsychARTICLES, PsychINFO (1806-present), and Global Health (1973-present) databases, via the Ovid Technologies database. Search terms included carer, caregiver, online, technology, internet-based, internet, interactive, intervention, and evaluation. Studies selected for inclusion in this review met the following predetermined criteria: (1) delivering an intervention aimed primarily at informal carers, (2) carers supporting individuals with psychiatric disorders, stroke, dementia, or brain injury, (3) the intervention delivered to the carers was primarily internet based, (4) the study reported a pre- and postquantitative measure of carer depression, anxiety, stress, burden, or quality of life, (5) appeared in a peer-reviewed journal, and (6) was accessible in English.

Results: A total of 46 studies were identified for inclusion through the detailed search strategy. The search was conducted, and data were extracted independently by 2 researchers. The majority of studies reported that 1 or more measures relating to carer mental health improved following receipt of a relevant intervention, with interventions for carers of people with traumatic brain injury showing a consistent link with improved outcomes.

Conclusions: Studies investigating internet-based interventions for carers of individuals with diverse psychiatric or neurological difficulties show some evidence in support of the effectiveness of these interventions. In addition, such interventions are acceptable to carers. Available evidence is of varying quality, and more high-quality trials are needed. Further research should also establish how specific intervention components, such as structure or interactivity, contribute to their overall efficacy with regard to carer mental health.

(J Med Internet Res 2019;21(7):e10876) doi:10.2196/10876
Introduction

Background
Nonprofessional (or informal) carers are individuals who provide free-of-charge care for another person (usually a family member or friend), who would find it difficult to cope without the carer’s support. Informal carers play a crucial role in providing both practical and emotional care for individuals with a wide range of difficulties, including physical and mental health difficulties, disabilities, or addictions. It is estimated that during 2015, 6.8 million people in the United Kingdom provided unpaid care to a close other, a 16.5% increase from 2001, reflecting an economic value of £132 billion of informal care per year, almost double the value in 2001 [1]. In addition, the support of informal carers may reduce and delay hospital admissions [2], thus further reducing the burden on health care systems.

It has been widely documented that caring for a loved one with a long-term illness can have a multitude of effects on the informal carer, including increased levels of perceived burden [3], feelings of entrapment, shame, guilt [4], and higher rates of physical symptoms, such as fatigue, headaches, and weight loss [5]. It is important to recognize that disorder- or patient-related factors can profoundly impact carers’ experience of caregiving. Such factors may include the nature and severity of different symptoms, societal reactions, and certain pathologies, which may vary widely both within and between disorders. For example, when comparing carers of people with schizophrenia and carers of people with long-term physical disorders, levels of subjective burden were found to be higher in carers of people with schizophrenia and brain diseases than in other groups [6]. Furthermore, levels of social support available to carers of individuals with schizophrenia were found to be lower than for carers of individuals with physical disorders.

In addition to the differential impact that various diagnoses and symptoms can have on carer difficulties, it is also important to consider how individual differences in perceptions of burden affect the experience of caring. Caregiver Identity Theory [7] posits that the main source of carer distress is identity discrepancy—the disparity between the activities they are required to carry out as a carer and their own views of self (or identity standard). This may explain why there is a wide variation in perceived burden or distress in carers who, on the face of it, are required to carry out similar caring responsibilities (eg, carers of people with dementia), and it may be a helpful dimension to explore when considering possible interventions or support plans. A range of carer-focused face-to-face interventions, often delivered in group formats, have been found to reduce psychological distress and improve the quality of life of individuals caring for people with severe mental health difficulties [8]. However, some carers may find it difficult to attend regular appointments because of time constraints, or they may have concerns regarding privacy or stigma [9]. Internet-based interventions have been found to be effective in prevention and treatment of a range of psychiatric disorders, including depression [10], anxiety [11], posttraumatic stress disorder [12], and eating disorders [13]. As carers often experience elevated levels of depression and stress, as well as reduced general well-being [14], internet interventions to improve carers’ own mental health should be considered as a potentially viable option. Previous reviews of the impact of internet-based interventions on carer distress have focused on carers of people with a broad range of mental and physical disorders (including dementia, cancer, mental health difficulties, and hip fractures), and they have reported positive or mixed findings [15,16]. In contrast, this review focuses specifically on carers of people with psychiatric disorders, neurological disorders (dementia, stroke), or brain injury. We decided to restrict our inclusion criteria to carers of individuals with these disorders specifically, as the burden of caring for someone whose primary difficulty relates to his or her cognitive abilities or mental health may be very different from that of caring for someone whose condition primarily impacts on his or her physical health (eg, cancer). Some studies focus on whether internet-based interventions can help increase carers’ knowledge of their loved one’s disorder [17] or teach them relevant skills to manage or change their loved one’s behavior—for example, children with attention-deficit hyperactivity disorder (ADHD) [18].

Objectives
Although improving carer knowledge and skills is important, this review focuses on whether internet-based interventions can improve carer mental health, and this review has therefore only included studies that measure aspects of this, such as depression, anxiety, stress, burden, or perceived quality of life. Specifically, this review seeks to establish the status of internet-based interventions for informal carers of people with psychiatric or neurological disorders by investigating (1) the number and quality of studies evaluating the efficacy or effectiveness of internet-based carer interventions and (2) the impact that such interventions have on carer mental health, (3) as well as how internet-based interventions compare with other intervention types (eg, face-to-face treatment).

Methods

Eligibility Criteria
The papers selected for inclusion in this review met the following predetermined criteria: (1) delivering an intervention aimed primarily at informal (nonprofessional) carers of (2) children or adults with psychiatric disorders, stroke, dementia, or brain injury; (3) the intervention delivered to the carers was primarily internet based, (4) the study reported a pre- and postquantitative measure of carer depression, anxiety, stress, burden, or quality of life, (5) appeared in a peer-reviewed journal, and (6) was accessible in English. Studies were excluded if the intervention was aimed exclusively at the patient rather than the carer. Papers exclusively reporting other measures of intervention efficacy (eg, increase in carer knowledge) were also excluded from this review.
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Information Sources
A systematic literature search was conducted in January 2019 using the EMBASE (1974-present), Ovid MEDLINE (1946-present), PsychARTICLES, PsychINFO (1806-present), and Global Health (1973-present) databases, via the Ovid Technologies database. Searches of reference lists of articles listed in this review, as well as relevant review papers, were also conducted. A total of 5 papers identified in the literature search, which could not be obtained, were requested from their authors via ResearchGate. Of these, 2 authors responded by sending the full text of their study to be assessed for eligibility. The search was limited to papers that could be accessed in English.

Search Strategy
Search terms were the following: (carer OR caregiver OR care-giver OR carers) AND (online OR on-line OR technology OR internet-based OR interactive OR internet) AND (intervention OR evaluation). This search strategy returned 46 studies that met each of the inclusion criteria detailed above.

Data Collection Process
A data extraction sheet (adapted from the Cochrane Consumers and Communication Review Group’s data extraction template) was developed and pilot tested on 5 randomly selected studies to be included in the review and refined accordingly following the pilot testing. Data were extracted from the included studies by 1 study author (LS) and checked by a second author (RP). Disagreements between reviewers were resolved by consensus. No authors were contacted for further information.

Data Items
For each study within the review, we extracted participant characteristics (number per study arm, average age, and gender), details of the internet-based intervention (including intervention name, content, average number of sessions, and duration), and details of the control group where applicable. Regarding study findings, we extracted data regarding the statistical significance of quantitative findings of carer psychological health and the time points at which outcome data were collected. In addition, we identified the primary outcome(s) where this was specified and extra data regarding any qualitative findings with particular relevance to carer outcomes and mental health.

Rating Evidence of Intervention Effectiveness
Each of the studies included in the review was rated on the effectiveness of the intervention employed, in terms of the extent to which the intervention had a statistically significant impact on outcomes relating to carer depression, anxiety, stress, burden, or quality of life. Studies were given 1 of 3 ratings:

- Intervention shows clear association with positive outcomes relating to carer depression, anxiety, stress, burden, or quality of life (half or more outcome measures show statistically significant and positive impact of intervention). Effectiveness of intervention score=3.
- Intervention shows some association with positive outcomes relating to carer depression, anxiety, stress, burden, or quality of life (fewer than half, but at least one outcome measure show(s) statistically significant and positive impact of intervention). Effectiveness of intervention score=2.
- Intervention shows very little or no association with positive outcomes relating to carer distress, anxiety, stress, burden, or quality of life (no outcomes showing a statistically significant and positive impact of intervention). Effectiveness of intervention score=1.

Risk of Bias in Individual Studies
Risk of bias within individual studies was rated independently by 2 researchers (LS and RP). Studies were assessed using a scale developed previously to evaluate risk of bias and study quality in a review of interventions for individuals with anorexia nervosa (AN) [19]. A table displaying the risk of bias of each individual study can be found in Multimedia Appendix 1. Randomized controlled trials (RCTs) were given a rating out of 20 (the total number of items). RCTs receiving a score of 14 or over were deemed to be high quality, RCTs receiving a score of above 8 and below 14 were deemed to be of moderate quality, and RCTs studies receiving a score of 8 or below were deemed to be low quality. Studies that did not employ an RCT design were rated on the 13 items of the scale relevant to non-RCTs. Of these non-RCT studies, those receiving a score of 10 or over were deemed to be high quality, those receiving a score of above 6 and below 10 were deemed to be of moderate quality, and those receiving a score of 6 or below were deemed to be low quality. Disagreements were resolved by discussion. Of the 46 studies identified for inclusion in the review, 16 RCTs and 0 non-RCTs were rated as high quality, 11 RCTs and 6 non-RCTs were rated as moderate quality, and 2 RCTs and 11 non-RCTs were rated as low quality.

Study Selection
Eligibility assessment for each study to be included in the systematic review was performed independently by 2 reviewers (LS and RP), using the eligibility criteria detailed above. Disagreements between reviewers were resolved by consensus. A search of EMBASE, Ovid MEDLINE, PsychARTICLES, PsychINFO, and Global Health returned a total of 3458 studies. A total of 5 additional citations were identified through searching the reference lists of relevant papers. After a preliminary screening, the full text of 238 articles were examined in detail, of which 192 were excluded. Reasons for the exclusion of the studies examined in detail can be found in Table 1. Agreement between the 2 reviewers during the selection of abstracts, as measured by Cohen kappa, was 0.860, and agreement during selection of full texts for inclusion was 0.892, both of which are regarded as excellent. A total of 46 studies met inclusion criteria and were included in the review. A flow diagram detailing the selection of studies for inclusion can be found in Figure 1.
Table 1. Reasons for exclusion of studies examined in detail (n=192).

<table>
<thead>
<tr>
<th>Reason for excluding study</th>
<th>Studies excluded, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Review article</td>
<td>27 (14.1)</td>
</tr>
<tr>
<td>Does not report an intervention</td>
<td>10 (5.2)</td>
</tr>
<tr>
<td>Qualitative data only</td>
<td>16 (8.3)</td>
</tr>
<tr>
<td>Carer recipient not suffering from mental health, dementia, stroke, or brain injury</td>
<td>22 (11.5)</td>
</tr>
<tr>
<td>Unable to access</td>
<td>12 (6.25)</td>
</tr>
<tr>
<td>Not available in English</td>
<td>4 (2.1)</td>
</tr>
<tr>
<td>Not an article in a peer-reviewed journal</td>
<td>28 (14.6)</td>
</tr>
<tr>
<td>Does not report pre/post measure of burden, stress, depression, anxiety, or quality of life</td>
<td>25 (13.0)</td>
</tr>
<tr>
<td>Study protocol</td>
<td>11 (5.7)</td>
</tr>
<tr>
<td>Does not report an internet-based intervention</td>
<td>29 (15.1)</td>
</tr>
<tr>
<td>Intervention aimed at sufferer rather than carer</td>
<td>6 (3.1)</td>
</tr>
<tr>
<td>Professional caregivers</td>
<td>2 (1.0)</td>
</tr>
</tbody>
</table>

Figure 1. Flowchart of study selection for the review.

Results

Study Quality
Of the 46 studies identified for inclusion in the review, 16 RCTs and 0 non-RCTs were rated as high quality, 11 RCTs and 6 non-RCTs were rated as moderate quality, and 2 RCTs and 11 non-RCTs were rated as low quality.

Psychiatric Disorders
Studies regarding carers of individuals with psychiatric disorders are summarized in Multimedia Appendix 2. A total of 12 such studies were identified [18,20-30]. For the purpose of this review, studies are grouped and presented below by specific disorder (AN, Schizophrenia or Schizoaffective disorder, ADHD, and studies describing mixed mental health difficulties).

Anorexia Nervosa
A total of 2 RCTs explored the efficacy of a sequential, 8-modular (with participants completing approximately 1 module per week) internet-based intervention (Overcoming Anorexia Online; OAO), based upon a systemic, cognitive behavioral therapy (CBT) framework, in supporting carers of adults with AN. In a study rated to be of high quality, in a
comparison of carers receiving OAO to those receiving support as usual from the charity B-eat, OAO was found to reduce levels of carer anxiety and depression to a greater extent than support as usual [20]. In a later study, rated to be of moderate quality, the OAO intervention with clinician guidance was compared with OAO without additional guidance [21]. No significant improvements were found in either group over time, regarding carer anxiety, depression, or stress. Improvements over time were observed across other measures (including negative experiences of caregiving and intrusiveness), although some of these improvements were observed in the group receiving clinician guidance, and some were observed in the group that did not receive guidance.

**Depression**

In a high-quality RCT, participation in a self-management intervention, “E-care for Caregivers”, for a period of 6 weeks [22] was not found to be associated with a decrease in carer distress. However, the intervention was rated as user friendly by participants, indicating that the further development and implementation of internet-based interventions may be acceptable to carers of individuals with depression.

**Schizophrenia and Schizoaffective Disorder**

The efficacy of a telehealth intervention (“The Schizophrenia Guide”) of 3 months duration, for individuals with schizophrenia (or schizoaffective disorder) and their carers, was compared within an RCT with care as usual, in a study considered to be of moderate quality. No between-group differences were found with regard to levels of perceived carer stress. However, individuals with schizophrenia allocated to the intervention group were found to display reduced stress levels [23]. Another study investigated the efficacy of an internet-based, multifamily intervention [24], compared with support as usual in a quasi-experimental trial, with the interventions delivered over a period of 12 months. This study also did not find a significant difference in levels of carer distress between intervention and control groups. However, family relationship stress improved over time in the intervention group, and the majority of users expressed high levels of satisfaction with the internet-based intervention.

**Attention-Deficit Hyperactivity Disorder**

A small case series (n=8) investigating the impact of an 8-session, psychoeducational parenting program, delivered via videoconferencing, found improvements in both parent distress and child behavior over time [18]. In a recent study, 6 sessions of behavior training delivered over an intervention period of 25 weeks via videoconferencing technology was compared with the same intervention content, delivered in person to participants [25]. Carers allocated to the videoconferencing group did not report improvements in their own mental health, whereas those in the in-person group did. Families in both conditions reported similar levels of improvement in their child’s level of functioning and comparable satisfaction.

**Mixed Mental Health Difficulties**

Stjernswärd and Hansson [26], in a high quality RCT, compared a 10-week internet-based mindfulness program with a wait-list control, in adult carers supporting people with a wide range of diagnoses (including depression, anxiety disorders, psychosis, and autism spectrum disorders), and they found that, in addition to an improvement in mindfulness, those in the intervention group also reported a reduction in perceived stress and some aspects of quality of life and carer burden. In addition, the same authors reported results of a prepost comparison, in which participants completed an 8-week internet-based mindfulness program [27]. Similarly to the results of their RCT, improvements were found in carer quality of life and burden, perceived stress, and mindfulness. These improvements were largely maintained at 3-month follow-up. In their most recent study, these authors reported the effectiveness of a similar internet-based mindfulness program on a large number (n=398) of carers of people with mental or somatic illnesses [28]. Improvements in carer stress were again found in the intervention group at 8 weeks, maintained at follow-up. Within the experimental group, burden was found to decrease from pre to follow-up on both the objective and subjective subscales. A recent prepost comparison study [29] targeting carers of adolescents with mental health problems found that a 3-month intervention powered by a Moderated Online Social Therapy software platform was acceptable and safe for use by participants, and it found that after engaging with the program, participants showed a significant reduction on a measure of stress, although other measures relating to carer mental well-being (depression, anxiety, and psychological well-being) had not changed significantly by the end of the intervention. Finally, a recent RCT (considered to be of high quality) specifically focused on the needs of young carers (aged 16-25 years) of individuals with mental illness. This study compared the effectiveness of a internet-based intervention with “folder support” (participants in this condition were provided with a folder, containing information on available support services). Results regarding the efficacy of the internet-based intervention were mixed [30]. No between-group differences were observed with regard to carer stress, and although both groups displayed an increase in well-being, only the folder group displayed improvements in carer self-efficacy and quality of life.

**Stroke**

A total of 4 studies (summarized in Multimedia Appendix 3) were identified, which tested internet-based interventions for carers of stroke survivors [31-34]. A total of 2 of these were RCTs, and they were rated as being of moderate and high quality, respectively [32,33], with the other 2 studies [31,34], comprising prepost comparisons, rated to be of low quality. Ranging in duration from 4 weeks [31] to 12 months [32,34], each of the 4 interventions provided relevant informative resources, in addition to contact with fellow carers and professionals through a range of channels, including email, message boards, internet-based chats, telephone, and videophone. With regard to carer psychological functioning, 2 of the 4 studies found no significant change in measures of depression, life satisfaction [32], burden, or mental health [34] in participants receiving the respective internet-based interventions. However, Smith et al [33] found a significant improvement in reported depression (including a clinically meaningful change) in the intervention group over time, whereas Graf et al [31] reported a decrease in both depressive symptoms
and burden, regardless of total number of years spent caring. There appeared to be a relationship between intervention duration and carer outcomes—the 2 studies finding significant improvements over time [31,33] lasted 4 and 11 weeks, respectively, whereas the 2 of longer duration (12 months) [32,34] did not find any significant change in carer outcomes.

**Dementia**

We identified a total of 22 studies documenting internet interventions for carers of people with dementia. A total of 12 of these included a comparison group (Multimedia Appendix 4; [17,35-45]), and 10 studies were conducted without a control group (Multimedia Appendix 5; [34,46-54]). Of the studies featuring a control group, 5 were rated as high quality, 4 were rated as moderate quality, and 3 were rated as low quality. Of the studies without a control group, 4 were rated as moderate quality, and 6 were rated as low quality. Intervention duration varied from 30 days [35] to 12 months [34,36,37].

Again, these studies reported mixed findings with regard to the impact of the interventions on measures of carer mental health, with 8 of the interventions showing a clear positive impact on carer outcomes (effectiveness score of 3), 5 of the interventions showing some positive impact on carer outcomes (effectiveness score of 2), and 9 found to have little or no positive impact on carer outcomes (effectiveness score of 1). Interventions reporting clear positive findings tended to be those of shorter duration, with 4 of the 8 lasting 9 weeks or less [35,46-48], in comparison to interventions reporting little or no positive impact, of which only 2 of the 9 studies lasted 9 weeks or less [38,49].

**Traumatic Brain Injury**

This review found 9 studies [55-63] meeting the inclusion criteria for carers of people with traumatic brain injury (TBI; Multimedia Appendix 6). Of these studies, 8 featured interventions aimed specifically at carers of children and adolescents with TBI. All of these featured self-guided, modular interventions, followed by either a videoconference or Skype session with a therapist. Interventions varied in duration from 10 days [55] to 6 months [56-60], although a number of studies did not specify the length of the intervention [61-63]. Findings with regard to the effectiveness of these interventions were positive, with only 1 of the 9 studies failing to find an association between the intervention and positive carer outcomes [55].

**Discussion**

**Principal Findings**

This systematic review identified 46 studies investigating internet-based interventions for carers of individuals with psychiatric disorders, stroke, dementia, or TBI, with regard to their efficacy or effectiveness in improving or maintaining a range of facets of carer mental health. Findings for each of the different disorders are discussed below.

**Psychiatric Disorders**

A total of 12 studies investigated the impact of an internet-based intervention on carers of individuals with a range of psychiatric disorders, including AN, depression, schizophrenia, ADHD, and mixed mental health difficulties. Individuals with these different disorders present with varying needs and support requirements, thus presenting different challenges for their carers, making it hard to compare across disorders. Moreover, study and intervention design varied considerably across studies, both of which potentially affect outcomes. Aspects of an intervention that may influence the impact of a specific intervention include the following: whether the intervention is theory-driven and based on a specific model of carer distress or, alternatively, how else the intervention content and format were decided upon (eg, focus groups, literature reviews, or clinician and researcher opinion), whether the intervention is delivered via a website or other internet-based technology (such as videoconferencing), whether the intervention is modular and sequential or allows unstructured exploration of a website, the extent to which the intervention is interactive (eg, is feedback given to participants on their knowledge, symptoms, or any other characteristics), whether and how it is supported, (eg, can participants interact with one another or communicate with clinicians and researchers), and, in addition, does the intervention contain elements other than text, such as video or audio features. Given the small number of studies available, there is a clear need for additional research. Possible future research directions are considered for each disorder below.

**Anorexia Nervosa**

Both studies concerning carers of individuals with AN tested aspects of the same intervention (OAO), which was derived from a model of carer distress, coproduced with carers, experts by experience, and professionals within the field [64]. In the first of these, the internet-based intervention was delivered with support from experienced clinicians, and improved carer distress was compared with usual support [20]. In the second study, which was small and underpowered, the addition of limited support by a trainee psychologist had no advantage over a internet-based intervention alone [21]. Taken together, these findings demonstrate that OAO can provide benefits for carer mental health, over and above the support typically offered to carers of individuals with AN. However, the impact of additional clinician support is currently unclear. This may be partly because of factors pertaining to the study methodology, including small sample size (n=37) and guidance being provided by trainee clinicians with limited experience in the field of eating disorders. Furthermore, the follow-up period (3-months) may be too short for carers to have fully honed and applied the skills taught within the program, given the chronic nature of AN, a carer’s behavior patterns may be even more long standing and ingrained than those found in other disorders. Future research in this area should seek to establish the additional benefit (if any) of clinician support and establish whether any observed differences were maintained at longer-term follow-up. In addition, it would also be useful to extend this work to carers of individuals diagnosed with other eating disorders, such as bulimia nervosa or binge eating disorder.

**Depression**

Only 1 study [22] assessed the efficacy of an internet-based intervention for carers of people with depression. The intervention was interactive and modular and based on
psychoeducation and CBT techniques. Despite high reported levels of user friendliness, the intervention was ineffective. Of note, over 50% of participating carers kept their study participation a secret from those they cared for. Possible interpretations of this include carers not wishing it to be known that they require support, either as they fear the person they support may feel upset or guilty or as they wish to appear strong toward their loved one; carers not thinking it relevant or useful to share their participation with their loved one; carers not being sufficiently engaged with the intervention to treat it as an important program worthy of sharing and discussion. Research on the reasons carers do or do not share their involvement with internet-based support programs may be beneficial. Regardless of the reason(s), it is possible that this degree of secrecy contributed to the lack of efficacy of the intervention, as it may have made it harder for participants to alter their behavior and apply skills learned via the internet-based package (without the person they support finding out that they have accessed support), and it may thus inadvertently maintain the illness and carers’ own distress. Future interventions for carers of people with depression may need to address and remedy these issues.

**Schizophrenia and Schizoaffective Disorder**

A total of 2 studies focused on carers of individuals with schizophrenia; 1 was a small underpowered RCT of moderate quality [23], and the other employed a quasi-experimental design [24], rated to be of moderate quality.

The intervention reported in the Rotondi et al.’s study [23] comprised a website, with the content aimed at both the individual with schizophrenia and the individual’s carer. Although this is an interesting idea, it would be important to establish whether an intervention based on an evidence-based model of distress specifically targeted at carers is more effective than one targeting both the individual with schizophrenia and the individual’s carer, as these 2 groups may have different needs. Furthermore, although both interventions permitted interaction with fellow participants, neither employed a modular approach. Research in other mental health populations found modular treatment to result in better outcomes compared with standard treatment [65]. Thus, it may be helpful for future research in this area to establish whether a more structured approach may be also associated with improvements in carer mental health. In addition, it may be helpful to establish whether the observed improvements in family relations may lead to improvements in carer mental health, if they are maintained over a longer period of time.

**Attention-Deficit Hyperactivity Disorder**

Neither of the 2 studies of interventions for carers of individuals with ADHD were RCTs; in a small case series [18], the group Triple P Parenting Program showed promise in reducing carer distress. A second study [25] involved a subset of data drawn from a larger study comparing the same intervention face to face or delivered via teletherapy. Carer distress only improved in the face-to-face delivery group. Although these findings are promising, RCTs are needed to further elucidate the role of internet-based interventions in supporting carers of people with ADHD. Qualitative data from carers may help explore carers’ views on the relative merits of face-to-face versus internet-based interventions, as in the Tse et al study [25], only carers receiving in-person training displayed improvements in their reported stress levels, although the content was the same in the internet-based intervention. Interventions in both studies appear to be based on behavioral and developmental models relating to ADHD; however, it may be helpful for future research to establish whether videoconferencing is the most effective way to deliver training to carers (in comparison, eg, with a website, where carers are able to work through and revisit the materials at their own pace).

**Mixed Mental Health Difficulties**

A total of 5 studies featured internet-based interventions for carers of individuals with mixed mental health difficulties, 3 of which [26,28,30] were RCTs, and 2 were prepost comparisons [27,29], with some evidence of reducing carer distress. These interventions were either codesigned with potential intervention users [29,30] or based pragmatically on use of mindfulness [26-28]—a technique that has been widely utilized across a range of population groups, but on the other hand, it is a technique that may not address the difficulties specific to the caring role; nonetheless, it was effective here. In future, it may be useful to compare disorder-specific carer interventions with more generic ones, potentially applicable to carers of people with a broad range of disorders to assess their relative merits in relation to their ability to improve carer outcomes.

**Stroke**

A total of 2 of the 4 studies providing a internet-based intervention for carers of stroke survivors were moderate- and high-quality RCTs, respectively [32,33], with the remaining 2 studies [31,34] comprising relatively small, low-quality prepost comparison studies. We can only speculate on the reasons for this disparity in findings. The 2 studies [31,33] that found a positive impact of their interventions on carer mental health both delivered information to participants in a sequential, modular way. Such relatively structured intervention may be more accessible for older carers, who may have less experience in navigating websites. Of the studies that failed to find intervention effects on carer mental health, 1 [34] included carers of individuals with dementia, as well as carers of stroke survivors, which may have resulted in the content of the intervention being less tailored to the specific needs of stroke carers. Of note, both of the studies that did not show intervention effects in relation to carer mental health had other positive effects. In 1 of these, carers perceived greater social support following the internet-based intervention [34]. In the other study, stroke survivors whose carer received a internet-based intervention required fewer emergency department visits and fewer hospital readmissions than those whose carer did not, reducing the burden on the health service [32], which perhaps explains the lack of improvement in carer mental health. Further research in this area seems pressing, as in recent years, the number of stroke survivors has increased [66], with the vast majority of them living at home [67]. The informal carers of stroke survivors have been found to have high levels of depressive symptoms [68] and burden [69]. Thus, there is a considerable need for innovative interventions to support this population of carers. Future research in this area should seek to
explore which particular aspect of a internet-based intervention leads to specific improvement across a wide variety of carer outcomes.

**Dementia**

A total of 22 studies were found to investigate the effectiveness of internet-based interventions for carers of individuals with dementia (more than any other disorder discussed within this review), reflecting the size of this growing problem [70], the severity and range of behavioral and psychological symptoms that carers have to deal with in their loved one [71], and the corresponding severity of carer distress [14]. Findings from this review are largely in line with previous systematic reviews focused specifically on internet-based interventions for carers of people with dementia [72,73]. Although the results are mixed and this area of study would greatly benefit from more high-quality research, the evidence suggests that internet-based interventions may be useful in improving carer well-being and mental health.

There may be a number of reasons why these studies found mixed results regarding carer mental health; it may be the case that, over time, as the dementia sufferers’ condition worsens, their carer experiences a greater sense of burden and related symptoms of mental distress. Alternatively, acquiring increased knowledge about the typical symptoms, course, and progressive nature of dementia through a internet-based intervention may negatively affect carers’ mental health, especially if this is not buffered by having sufficient opportunity to have sensitive in-person discussions with a health professional. It is also of interest to note the disparate methods by which the interventions for dementia carers were developed. Although some appeared to be based to some extent on existing theories of, for example, stress and coping [35,74,75] or the transitions theory [39,50,76], the content of others was derived from interviews with carers and reviews of the relevant literature [48]. Future research in this area may want to investigate the feasibility of developing a model of carer distress specific to those supporting someone with dementia, on the basis of existing theories, in addition to being coproduced with carers. People with dementia are often cared for by their older spouses. For example, in a study of over 3800 dementia carers, the average age was found to be 63.3 years [77]. Thus, these carers may be less familiar with internet usage than younger people. As of 2011, only 41% of adults aged 65 years and above used the internet, in comparison to 94% of adults aged 18-29 years [78]. In addition, they may have visual or hearing impairments. Therefore, it is important to consider the appropriateness of internet-based interventions for this particular population and how such internet-based interventions may benefit from being altered to fit the specific needs of older carers. Several of the studies in this review used videoconferencing technology as part of their intervention—future research may wish to establish whether being able to see other carers or clinicians is more helpful to this population than interacting with a computer screen alone, as findings from this review are inconclusive with regard to this issue.

As noted above, there is some evidence that shorter interventions appeared to be more effective than those of longer duration in terms of their ability to reduce carer distress. The apparent effectiveness of shorter interventions in comparison to those of longer duration may have something to do with the nature of the illness. Over the course of the longer interventions, the symptoms of the person with dementia are likely to worsen, causing the person’s carer to experience elevated levels of stress and burden.

**Traumatic Brain Injury**

We identified 9 studies, all of which were RCTs of either moderate or high quality, evaluating a internet-based intervention for carers of people with TBI. A total of 8 of these 9 studies found some positive impact of the intervention on carer mental health. The majority of the TBI-carer interventions identified comprised family problem solving therapy. Thus, these interventions may have been more homogenous, compared with those developed for carers of people with other psychiatric or neurological disorders (where interventions targeting the same populations have been developed from a wider range of sources, models, and theories). Furthermore, 8 of the 9 studies followed a similar structure, comprising self-guided, modular interventions, accompanied by internet-based interaction with a therapist. In future, it would be useful to establish whether either or both of these aspects—a structured, modular program (as opposed to a site containing links, which the carer is required to navigate without guidance) or support by a clinician—are particularly associated with more positive psychological outcomes in carers. As most current studies on carer interventions for people with TBI have focused on children and adolescents, future research should seek to address the needs of carers of adults with TBI.

**General Discussion**

The field of internet-based mental health interventions is still relatively new, and it continues to develop rapidly, including the recent recognition of the potential of internet-based interventions specifically aimed at carers. A previous review of “telehealth” (video, internet-based, telephone based, and telemetry or remote monitoring) interventions for family carers found that a majority of interventions were satisfactory to carers, and they were associated with significant improvements to carer outcomes [79], indicating the possible viability and effectiveness of technology-based support or training. This review specifically explored the effectiveness of internet-based interventions, and it discovered largely mixed findings with regard to the impact of interventions on carer mental health and well-being, with the exception of those aimed at carer of children and adolescents with TBI, almost all of which were found to have a positive impact on carer outcomes. Studies in this review focused on carers of individuals with a range of difficulties, including psychiatric disorders, neurological disorders, and brain injury, with diverse challenges for carers. Therefore, unsurprisingly, the format, content, and nature of interventions used here vary widely. Nonetheless, the evidence-based relating to some areas (dementia, TBI) is more extensive (with 6 and 5 large-scale RCTs, >100 participants, respectively) than in other areas (stroke, psychiatric disorders), where fewer large-scale RCTs have been conducted. Across almost all areas (with TBI a notable exception), findings in relation to reductions of carer...
distress are somewhat mixed. This may largely have to do with differences in populations and aspects of study design. In addition, not all of the studies presented focused primarily on carer outcomes, and several interventions with little or no impact on carer distress had other benefits (eg, improvements in patient outcomes).

Currently, there is not enough evidence to conclude whether interventions specifically designed with a particular disorder in mind, based on a clear model of carer distress, have advantages over more generic interventions. Of note, in the area of TBI, many of the successful interventions utilized a problem-solving approach, and in the area of mixed mental health problems, mindfulness approaches were successfully used.

A further aspect of internet-based interventions for which the evidence is also currently mixed is the impact of guidance or support. Several interventions included in this review include some guidance; however, this varied widely among studies, making it difficult to draw conclusions about whether guided interventions are superior to nonguided ones and which aspects of guidance (mode of delivery, training, or expertise of guides) are most important. A previous systematic review found guidance to be a beneficial aspect of internet-based interventions for mental health; however, methodological issues and the small number studies included in the review make it difficult to analyze these findings [80]. When considering the effectiveness of internet-based interventions, it is important to consider how an intervention delivered via the internet may differ from face-to-face treatment. Surprisingly, this review found only 2 studies that directly compared internet-based with face-to-face interventions. In a small study (n=37), carers of children with ADHD who received face-to-face training were found to have improvements in their levels of stress and strain, in comparison to those receiving the same content delivered on the Web [25]. Carers of individuals with mild dementia who received a internet-based intervention were found to have significant improvements in their quality of life in comparison to those who received care as usual (specified as “infrequent counseling”), but no difference was found between the 2 groups on the other 3 relevant outcome measures [40]. Multiple studies reported control groups that received “care as usual,” but they did not specify what this comprised. Owing to the very small number of studies that did report a comparison between internet-based and face-to-face treatment, it is not possible to draw conclusions about how they compare in terms of impact on carer mental health or whether there are particular subgroups of carers who may benefit from one as opposed to the other. When attempting to explore the differences in response to the interventions discussed within this review, it may also be helpful to consider the possible applicability of Caregiver Identity Theory [7] to the responses of individual carers. Carer Identity Theory hypothesizes that the most significant factor influencing levels of distress is the disparity between carers’ responsibilities and their perceived identity standard. If this is indeed the case, then it may be important to assess the individual carer, the carer’s perceived burden, and the carer’s changing relationship with the person for whom they care to determine what type and intensity of intervention may most benefit them. A further possible factor in explaining the differences observed in the efficacy of the different Web interventions presented here may be the wide range of initiatives encompassed by the phrase “internet-based” (eg, interactive websites accessed in the carers’ own home vs videoconferencing chat, accessed from a local clinic). For some of the older studies included in this review, the technology utilized to provide the intervention may now be considered to be out of date. As the development of technology continues at an increasing pace, what may currently constitute a typical internet-based intervention may appear outdated in just a few years.

Limitations

Several key limitations need to be noted. Although the majority of studies (29/46) were RCTs, a significant proportion comprised single-arm, prepost trials, with no randomization or control group comparisons. Quality varied widely across all studies, with some of the studies lacking key information on randomization methodology, blinding of assessors, and not having an accessible study protocol. This increases the difficulty of assessing the risk of bias within studies, and this makes it harder to interpret the effectiveness of the intervention reported. Overall, 16 RCTs and 0 non-RCTs were rated as high quality, 11 RCTs and 6 non-RCTs were rated as moderate quality, and 2 RCTs and 11 non-RCTs were rated as low quality, with study quality also varying across disorder type, making it hard to compare studies that were investigating the same type of disorder. Although we have reported all findings relating to carer mental health that were reported in the original study papers, a majority of the studies were not found to have a published paper detailing the study protocol, meaning that it was not always possible to confirm the absence of publication or selective reporting bias. Owing to the wide range of outcomes employed across studies to measure change in carer mental health and related constructs, we were unable to conduct any meta-analyses, making it more difficult to interpret and compare findings across studies. In addition, the diverse range of formats used to deliver the interventions and differing levels and types of guidance offered made it harder to compare the findings, and this may have had an impact on how engaging they are to carers.

Future Considerations

Although the studies detailed above present a mixed picture regarding the overall effect of internet-based interventions on carer mental health, participating carers consistently reported that they found internet-based interventions to be highly acceptable and easy to utilize where these data were gathered. This may indicate that carers are willing to integrate internet-based interventions into their daily lives, and future research should attempt to establish the most effective way of delivering content to have the greatest impact possible on carer mental health. Of the 46 studies identified within this review, only 2 reported a direct comprising internet-based versus face-to-face interventions, of which only 1 study compared the same content delivered via the 2 different modalities. Future research should seek to establish whether the method of delivery of an intervention has an impact on carer outcomes and whether there are specific subgroups of carers who may benefit more from one than the other. As described above, internet-based interventions can comprise many different components, and it
would be beneficial for future research to establish the degree to which particular elements contribute to forming an effective intervention. For example, it would be useful to be able to establish the active components of a given intervention; therefore, findings can be more easily accumulated and compared across interventions, improving the evidence base regarding which components of an intervention lead to desired behavior change [81]. The possibility of establishing specific models of carer distress on which interventions can be built should also be taken into consideration, in addition to consulting additional sources of information (such as focus groups, expert opinion, and reviews of the relevant literature). Future work into the impact of caring carer-interventions should consider taking a lifespan approach when considering the challenges of caring, both in terms of the carer life stage (e.g., the differing requirements of young carers and older spousal carers) and that of the individual being cared for, as well as how these challenges can change and develop over time. Consideration (including with regard to cost effectiveness) should also be given to the possibility of blended care, where carers would receive some face-to-face clinician contact, in addition to accessing a internet-based intervention.

Conclusions
The emerging field of internet-based interventions for carers of individuals with psychiatric disorders, neurological disorders, and brain injury offers exciting possibilities for providing support to a population that may otherwise find it difficult to access help, by giving them the option of accessing a range of relevant interventions in a more flexible way, or as part of a stepped-care program. Although findings from existing studies are mixed with regard to evidence of the efficacy of internet-based interventions, they show promise in terms of both effectiveness and acceptability, and further research into this area may establish the most effective ways in which internet-based interventions for carers can be utilized.
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Abstract

Background: Little empirical evidence is available to support the effectiveness and cost-effectiveness of internet interventions to increase help-seeking behavior for mental health in young adults.

Objective: The aim of this study was to evaluate the cost-effectiveness of a Web-based mental health help-seeking navigation tool (Link) in comparison with usual help-seeking strategies.

Methods: A cost-utility analysis alongside the main randomized trial of Link was conducted from the Australian health care sector perspective. Young adults aged 18 to 25 years were randomized to the Link intervention (n=205) or usual care (n=208) with 1- and 3-month follow-ups. The primary outcome of this study was quality-adjusted life years (QALYs) measured by the assessment of quality of life–4D. Costs were calculated based on the self-reported resource use questionnaire and were reported in 2015 Australian dollars. Primary analyses were conducted as intention-to-treat and reported as incremental cost-effectiveness ratios. Completer analyses were conducted in a sensitivity analysis.

Results: Significantly more QALYs were gained in the intervention group than the control group (0.15 vs 0.14; P<.001). The intervention was associated with significantly lower health professional consultation costs at 1-month follow-up (mean costs Aus $98 vs Aus $162; P<.05). Costs of hospital services were lower at 3 months in the intervention arm (mean costs Aus $47 vs Aus $101); however, there was insufficient sample size to detect a significant difference between the groups. There were no statistically significant differences in the total costs between the 2 arms. Relative to the control group, those who received the intervention experienced 0.01 more QALYs (0.00-0.02) and had lower total health sector costs of Aus −$81 (Aus −$348 to Aus $186) over 3 months. The intervention was found to be more effective and less costly compared with usual help-seeking strategies. The intervention was 100% likely to be cost-effective below a willingness-to-pay value-for-money threshold of Aus $28,033 per QALY. Results were robust in the sensitivity analysis.

Conclusions: Our study found that the online youth mental health help-seeking Web service is a cost-effective intervention for young people aged 18 to 25 years compared with usual search strategies. Further research is required to confirm these results.

Trial Registration: Australian New Zealand Clinical Trials Registry ACTRN12614001223628; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=366731

(J Med Internet Res 2019;21(7):e13065) doi:10.2196/13065
KEYWORDS
economic evaluation; cost effectiveness; mental health; help-seeking; internet intervention

Introduction

Background
Mental and substance use disorders are a leading cause of disability in children and young adults worldwide [1], making these diagnoses a significant public health concern. Mental disorders were also associated with substantial economic burden with an estimated total cost of Aus $12.7 billion annually within the Australian context [3]. Despite the significant effect of these conditions in young people, which may continue into adulthood, only 23.3% of young adults (aged 16-24 years) with a 12-month diagnosis of a mental disorder in Australia sought professional treatment for mental health problems [3]. Barriers to help-seeking and treatment for young people include stigma [4-7], embarrassment [5], poor mental health literacy [5,7], lack of knowledge about appropriate mental health services [6-8], and a preference for self-reliance [5,6] in addition to geographic barriers for those living in rural settings with limited access to resources [9,10]. E-mental health interventions delivered through internet or mobile phone technology show promise [11]; however, little empirical evidence is available to support the effectiveness and cost-effectiveness of these interventions to increase help-seeking behavior [12].

Objective
To address these concerns, a randomized controlled trial (RCT) was conducted to evaluate the effectiveness and cost-effectiveness of a brief, internet-based, mental health help-seeking intervention, called Link compared with usual help-seeking strategies for young adults. The current analysis sought to answer whether an online help-seeking intervention for young adults was cost-effective compared with usual search practices from a health care sector perspective (defined as health care government expenditure plus health care out-of-pocket expenditure) within a 3-month follow-up.

Methods
Approval and Ethical Considerations
Ethics approval was obtained from the University of Melbourne Human Research Ethics Committee, reference #1341063.4, and Deakin University Human Research Ethics Committee, reference #2015-320. All participants consented to take part in this study via an online consent form.

Study Design and Participants
This economic evaluation was conducted alongside the RCT. The study adheres to the Consolidated Health Economic Evaluation Reporting Standards Statement (CHEERS) checklist [13] (Multimedia Appendix 1).

The study was conducted entirely online. Participants were recruited by electronic direct mail, social media, online advertising, and snowballing, where participants were asked to share the link on the Facebook page with friends and family. Interested participants were directed from a link in the advertisements to the study website where they were provided with more information and a consenting procedure if meeting the eligibility criteria of being aged between 18 and 25 years and residing in Australia. Eligible participants provided informed consent by acknowledging that they had read the information statement by clicking a box, then clicking a separate box to indicate that they consented to participate in the Link Research Project. They then registered for the trial using their email address and a self-generated password. Immediately following registration, all participants completed the baseline survey sent through email including demographic information and the Kessler-10 (K10) measure of psychological distress. Participants were then stratified by responses on gender (male or female) and severity of psychological distress (K10>20), then randomized into parallel groups consisting of the intervention group (Link) or control group (usual search strategies) using a random allocation sequence generated internally by the QuoOn computer software [14]. Randomization was stratified by gender (male and female) and psychological distress (K10 score>20 and K10 score=20) using random sequences of block sizes of 4, 6, or 8 within each stratum and an allocation ratio of 1:1. Online surveys were completed by all participants at baseline, postintervention, and 3-month follow-up. Survey measures included the positive affect and negative affect scale, barriers to adolescent help-seeking, stages of change questionnaire, K10, general help-seeking questionnaire, assessment of quality of life (AQoL)–4D, client satisfaction questionnaire, and the health service use questionnaire. Researchers and statisticians involved in the data analysis were blind to the allocation of participants until after data analysis was completed. Further information related to the trial can be found in the paper reporting the primary trial outcomes [15].

Intervention Descriptions

**Intervention Arm**
The Link intervention is an online Web-based mental health help-seeking tool designed to guide young adults to appropriate online and offline sources of mental health information and care. The Link design is underpinned by the theory of planned behavior [16] and the Help-Seeking Model [17]. The functionality of Link operationalizes the elements of these theories (attitudes toward help-seeking, subjective norms, perceived control of help-seeking, and intentions to seek help) toward encouraging help-seeking behavior [18]. In brief, Link has a 4-step process where (1) users select symptoms they experience, (2) rate how much they are affected by them, (3) choose their preferred way to receive help (face-to-face, online information, telephone, and online chat), and then (4) finally, click on service options presented by the program for more information on how to seek help within that service, including expected costs and website links or online directories. The feasibility of Link was trialed previously and found to be acceptable to young people [19].
Control Arm: Usual Search Strategies
The control condition instructed the young adult participants to use their typical strategies to seek help both online and offline such as using internet search engines and face-to-face or phone services.

Outcome Measures

Health-Related Quality of Life
The AQoL-4D was used to measure health-related quality of life [20]. Originally developed as a generic multiattribute utility instrument designed for the evaluation of public health interventions including mental health [20], it originally consisted of 15 items spread out into 5 dimensions measuring illness, independent living, social relationships, physical senses, and psychological well-being. However, the illness subscale was not used in the scoring [20]. The AQoL-4D scoring algorithm, based on the multiattribute utility theory, weighs the items and then applies a multiplicative model to obtain an index, which is transformed into a utility scale [20]. Quality-adjusted life years (QALYs) were calculated over the time horizon of the study using the area under the curve method [21].

Costs
This economic evaluation adopted a health sector perspective, which included health care costs paid by the government and out-of-pocket costs paid by patients. All costs were expressed as 2015 Australian Dollars. No discount rate was applied because the time horizon of the study was 3 months.

Intervention Costs
Intervention costs comprised the intervention development costs and maintenance costs. Development costs were estimated from the details provided by the research team and included the planning, development, and production stages of the Link platform. The total projected cost for Link was Aus $1.74 million. The maintenance cost of the Link intervention included the time cost of 2 information technology staff (1 senior and 1 junior staff), in addition to the time cost of staff to update content and equipment costs. The total maintenance cost for Link was Aus $29,803 per year (or equivalent to Aus $2484 per month). To not overestimate the per-person costs (by assigning them only to trial participants), we estimated the number of people who are likely to receive the intervention when implemented within the Australian population using assumptions based on the published literature. The intervention pathway starts with young adults aged 18 to 25 years in the 2015 Australian population [22]. Despite no restriction of the intervention for young adults, we conservatively assumed that those with moderate or high mental health distress (measured by K10) are likely to have an interest in help-seeking for mental health problems [23]. For those people, approximately half were assumed to seek help through the internet based on the Mission Australia Youth Survey [24]. Furthermore, we also assumed a 29% dropout based on the dropout rate of this trial [15]. As a result, approximately 14% of Australian young adults were assumed to use the Link intervention (Figure 1). This resulted in the average development cost per person for the Link program estimated at Aus $5.59, and the total average maintenance cost was estimated at Aus $0.04 per person per month. Therefore, the total intervention costs per person for the 3-month follow-up were estimated at approximately Aus $5.84.
Health Care Utilization Costs

Health care utilization was self-reported by participants at 1 and 3 months, retrospectively, using a resource use questionnaire (RUQ). The RUQ comprised questions on relevant health care services (eg, general practitioner [GP], psychologist, and/or mental health specialists or health experts), including the frequency of visits, payment methods (ie, out-of-pocket payments), outpatient care services (ie, nonadmitted hospital-based services), inpatient admissions, and medications. The different versions of the RUQ have been used in other trials in mental health [25]. The costs were calculated by multiplying the reported number of contacts by standard Australian unit costs. Unit costs for consultations (ie, GP, psychologist, psychiatrist, and allied health professionals) were sourced from the 2014 Medicare Benefit Schedule Book [22] and presented in Multimedia Appendix 2. Unit costs for medications adopted a weighted average of all available products containing the relevant active ingredient sourced from 2014 Pharmaceutical Benefit Schedule reports [26]. Hospital stays were costed using public sector average cost per separation through the Independent Hospital Pricing Authority, based on Australian Refined Diagnostic Related Group (AR-DRG) [27]. The specific AR-DRGs (for mental health symptoms) were chosen based on the self-reported reason and duration of stay.

The out-of-pocket costs reported in the RUQ for each service were considered in the health sector perspective. If the reported amount for a community-based health contact was outside of a plausible range, the maximum of out-of-pocket cost of Aus $447 was used based on the recommendation of the Australian Psychological Society [28]. For those who did not report out-of-pocket costs, we assumed that no out-of-pocket costs were incurred.

Statistical Analysis

The primary analysis was performed using an intention-to-treat approach. All participants who were randomized were included in the analysis, and missing data were handled by multiple imputation by chained equations using predictive mean matching. The data were assumed to be missing at random by testing through a series of logistic regression analyses comparing participants’ characteristics for those with and without missing endpoint data. At 1- and 3-month follow-ups, approximately 30% of participants had dropped out or did not complete the survey (29% in the intervention group vs 31% in control group). However, the maximum percentage of missing QALY and cost data was 40%. Thus, to ensure efficient and reproducible
estimates, a total of 40 imputations were completed [29,30]. The estimates obtained from each imputed dataset were combined using Rubin’s rules to generate an overall mean estimate of QALYs and costs. Rubin’s rules ensure that the standard error reflects the variability within and across imputations.

General linear models (GLMs) were used to evaluate differences between group on total QALYs and total health sector costs. For the GLMs, a modified Park test was used to identify the appropriate family, whereas Pregibon link test, Pearson correlation test, and modified Hosmer-Lemeshow test were adopted to identify the link function [21]. GLM with log link and Gaussian family was conducted for QALYs. Given the large proportion of zero costs, 2-part models were used to evaluate the difference in components of the total costs including consultations, hospital, and medication costs between intervention and control groups as recommended in the literature [21]. We first modeled the probability that a person has any health care expenditures with a logit model using the full sample. Then we estimated a GLM on the subset of people who have any expenditures. The 2-part model allows for separate investigation of the effect of covariates on the extensive margin (logit model, if any expenditures) and on the intensive margin (GLM, amount of expenditures if any) [31,32]. GLM using log link and gamma family was used for cost variables as recommended by the International Society for Pharmacoeconomics and Outcome Research guidelines [33].

All regression analyses were adjusted by the utility scores at baseline, gender (male and female), baseline K10 scores, and the use of online searches for mental health services in the 2 weeks before study entry. The incremental difference in costs and QALYs between groups was estimated based on the 3-month data using seemingly unrelated regression model, combining estimates of mean coefficients and the covariance matrix as per Rubin’s rules [34]. The regression coefficient on the treatment variable in the cost and QALY equations represents the incremental differences in costs and QALYs, respectively. The incremental cost-effectiveness ratio (ICER) was calculated as the ratio of these coefficients.

The bias-corrected CIs around the ICER were reported based on 3000 bootstrap simulations. The bootstrapped data were also plotted on a cost-effectiveness plane [35]. The threshold willingness-to-pay of Aus $28,033 per QALY gained was used to determine cost-effectiveness because this reflects the opportunity costs of decisions to publicly fund new health technologies in Australia [36]. In addition, a cost-effectiveness acceptability curve was constructed by calculating the probability of the intervention being cost-effective at different values of willingness-to-pay [37]. The probability of cost-effectiveness was estimated from combining mean coefficients and the covariance matrix from the seemingly unrelated regression model. The validity of this approach relies on the multivariate normality of the group-specific mean costs and QALYs [34]. This is appropriate with a sufficient sample size even when individual costs and QALYs are skewed [34,38].

Sensitivity analyses included a complete case analysis in which only participants who completed 1- and 3-month follow-ups were included. In addition, the development costs were varied to reflect different proportions of the population receiving the intervention if it was implemented in Australia. In particular, the proportion of people who would receive the intervention was varied from 2% to 17% of the Australian population.

All analyses were undertaken using Stata SE version 15.

Results

Overview

A total of 413 participants were randomized, with 205 allocated to Link and 208 allocated to the control group. Additional details regarding the study flow and Consort diagram are reported elsewhere [15]. The overall attrition rates were similar between the 2 study groups (71% Link vs 69% control group). Baseline characteristics were similar between the groups (Table 1), except a significantly greater proportion of participants in the intervention group carried out an online search of mental health services in the 2 weeks before randomization compared with the control group (38.5% vs 26%, P<.01).
Table 1. Baseline characteristics of the study population.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Link intervention (n=205)</th>
<th>Control (n=208)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>171 (83.4)</td>
<td>173 (83.2)</td>
</tr>
<tr>
<td>Other(^a)</td>
<td>3 (1.5)</td>
<td>4 (1.9)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed secondary school</td>
<td>104 (50.7)</td>
<td>99 (47.6)</td>
</tr>
<tr>
<td>Higher education</td>
<td>90 (43.9)</td>
<td>95 (45.7)</td>
</tr>
<tr>
<td><strong>Working status, n (%)(^b)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>107 (52.2)</td>
<td>117 (56.3)</td>
</tr>
<tr>
<td><strong>Absent study days, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>58 (28.3)</td>
<td>71 (34.1)</td>
</tr>
<tr>
<td><strong>K10(^c) categories, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>28 (13.7)</td>
<td>39 (18.7)</td>
</tr>
<tr>
<td>Moderate</td>
<td>38 (18.5)</td>
<td>26 (12.5)</td>
</tr>
<tr>
<td>Severe</td>
<td>94 (45.8)</td>
<td>96 (46.2)</td>
</tr>
<tr>
<td><strong>Physical health self-rating, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some symptoms but no disease</td>
<td>87 (42.4)</td>
<td>85 (40.9)</td>
</tr>
<tr>
<td>Minor illness</td>
<td>24 (11.7)</td>
<td>38 (18.3)</td>
</tr>
<tr>
<td>Moderate to severe</td>
<td>24 (11.7)</td>
<td>24 (11.5)</td>
</tr>
<tr>
<td><strong>Mental health self-rating, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some symptoms but no disease</td>
<td>68 (33.2)</td>
<td>60 (28.9)</td>
</tr>
<tr>
<td>Minor illness</td>
<td>34 (16.6)</td>
<td>48 (23.1)</td>
</tr>
<tr>
<td>Moderate to severe</td>
<td>76 (37.1)</td>
<td>72 (34.6)</td>
</tr>
<tr>
<td><strong>Online mental health services search in the last 2 weeks, n (%)(^d)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>79 (38.5)</td>
<td>54 (26.0)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>20.89 (2.32)</td>
<td>21.30 (2.38)</td>
</tr>
<tr>
<td>Utility score, mean (SD)</td>
<td>0.56 (0.26)</td>
<td>0.56 (0.26)</td>
</tr>
</tbody>
</table>

\(^a\) Other includes transgender and agender participants.

\(^b\) Employment includes paid and unpaid (volunteer) workers.

\(^c\) K10: Kessler-10.

\(^d\) \(P=.01\).

### Service Utilization

Use of health services is reported for baseline and 1- and 3-month follow-up periods in Table 2. GP services were the most commonly utilized services for both the groups at each time point. However, the only statistically significant service between intervention and control groups was online services at baseline. A subgroup analysis indicated that the Link intervention was associated with a lower number of lengthy health professional consultations; however, this difference did not reach statistical significance. For example, there were less people (2 vs 11) attending extensive GP consultations (duration over 40 min) in the intervention group at the 1-month follow-up compared with those who used usual search strategies.

### Outcomes

The estimated mean AQoL-4D utility values and QALYs for the intervention and control groups over the 3-month follow-up are presented in Table 3. The utility values increased over time for the intervention group but not for the control group. At the 3-month follow-up, the estimated mean utility value for the intervention group was significantly greater than for the control group (0.63 vs 0.56, \(P<.001\)). Similarly, there was a statistically significant difference in QALYs at the 3-month follow-up between the groups, which favored the intervention group (0.103 vs 0.093, \(P=.01\)).
Table 2. Health service uses at baseline and 1-month and 3-month follow-ups.

<table>
<thead>
<tr>
<th>Service type</th>
<th>Baseline, n (%)</th>
<th>1 month, n (%)</th>
<th>3 months, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention</td>
<td>Control</td>
<td>Intervention</td>
</tr>
<tr>
<td>General practitioner</td>
<td>135 (65.9)</td>
<td>128 (61.5)</td>
<td>51 (24.9)</td>
</tr>
<tr>
<td>Psychologist</td>
<td>47 (22.9)</td>
<td>56 (26.9)</td>
<td>21 (10.2)</td>
</tr>
<tr>
<td>Psychiatrist</td>
<td>18 (8.8)</td>
<td>27 (13.0)</td>
<td>6 (2.9)</td>
</tr>
<tr>
<td>Headspace</td>
<td>23 (11.2)</td>
<td>22 (10.6)</td>
<td>14 (6.8)</td>
</tr>
<tr>
<td>Other service</td>
<td>16 (7.8)</td>
<td>12 (5.8)</td>
<td>14 (6.8)</td>
</tr>
<tr>
<td>Online services</td>
<td>79 (38.5)</td>
<td>54 (26.0)</td>
<td>52 (25.3)</td>
</tr>
<tr>
<td>Medication</td>
<td>44 (21.5)</td>
<td>56 (26.9)</td>
<td>19 (9.3)</td>
</tr>
<tr>
<td>Hospital</td>
<td>26 (12.7)</td>
<td>24 (11.5)</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td>No services used</td>
<td>55 (26.8)</td>
<td>57 (27.4)</td>
<td>52 (25.3)</td>
</tr>
</tbody>
</table>

a Subcategories are not mutually exclusive.
b \( P = .01 \).

Table 3. Mean costs per participant (in Aus $) by condition cumulative over the 1- or 3-month follow-up period (based on intention-to-treat sample, N=403).

<table>
<thead>
<tr>
<th>Costs</th>
<th>1-month follow-up</th>
<th>3-month follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention, mean (95% CI), Aus $</td>
<td>Control, mean (95% CI), Aus $</td>
</tr>
<tr>
<td>Consultation costs</td>
<td>98 (73-123)</td>
<td>161 (103-220)</td>
</tr>
<tr>
<td>Hospital costs(^a)</td>
<td>35 (0-94)</td>
<td>10 (0-19)</td>
</tr>
<tr>
<td>Medication costs</td>
<td>7 (3-12)</td>
<td>7 (4-10)</td>
</tr>
<tr>
<td>Total costs (health care perspective)</td>
<td>145 (75-214)</td>
<td>178 (119-237)</td>
</tr>
<tr>
<td>Utility</td>
<td>0.60 (0.56-0.64)</td>
<td>0.55 (0.51-0.59)</td>
</tr>
<tr>
<td>Quality-adjusted life years</td>
<td>0.049 (0.046-0.051)</td>
<td>0.047 (0.044-0.049)</td>
</tr>
</tbody>
</table>

\(^a\) Including inpatient and outpatient hospital costs.
\(^b\) Insufficient observations for the 2-part model.

Cost

As shown in Table 3, the average consultation costs at the 1-month follow-up and medication costs at the 3-month follow-up in the Link group were statistically significantly higher than those in the control group. No statistically significant differences for other cost categories at any other time points were found. The average total health sector costs for the intervention group were lower than the control group at 1-month and 3-month follow-ups. However, these differences were not statistically significantly different at both follow-up time points. The details of 2-part model results for medication and consultation cost are presented in Multimedia Appendix 3.

Cost-Effectiveness

The results of the incremental analysis suggest that the Link intervention was associated with significantly higher utility-based quality of life than the control condition (mean difference 0.01, 95% CI 0.00-0.02). Furthermore, the Link intervention was also associated with lower costs (mean difference −81, 95% CI −348 to 186) compared with the control group; however, this difference did not reach statistical significance (Table 4). An intention-to-treat analysis indicated that the Link intervention was dominant (ie, more effective and less costly) compared with usual search strategies (95% CI dominant to Aus $11,867 per QALY).

A probabilistic analysis showed that 100% of uncertainty iterations of the ICER fell below the threshold of Aus $28,303 per QALY gained, and 73% of iterations fell in the dominant quadrant of the cost-effectiveness plane (ie, more effective and less costly, Figure 2). The cost-effectiveness acceptability curve indicated that the Link intervention had a 95% probability of being cost-effective as long as the threshold of willingness-to-pay is over Aus $10,000 per QALY gains (Figure 3).
Table 4. Results of primary and sensitivity analyses (based on 3000 bootstrap simulations).

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Incremental costs, Aus $ (95% CI)</th>
<th>Incremental effects, quality-adjusted life year (95% CI)</th>
<th>ICER(^a), mean (95% CI)</th>
<th>Distribution over the ICER plane (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NE(^b)</td>
<td>SE(^b)</td>
<td>SW(^b)</td>
<td>NE(^b)</td>
</tr>
<tr>
<td>Primary analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention-to-treat analysis</td>
<td>−79 (−342 to 134)</td>
<td>0.01 (0.01 to 0.02)</td>
<td>Dominant (dominant to Aus $11,928)</td>
<td>27</td>
</tr>
<tr>
<td>Complete case analysis</td>
<td>−130 (−590 to 226)</td>
<td>0.01 (0.00 to 0.02)</td>
<td>Dominant (dominant to Aus $24,529)</td>
<td>29</td>
</tr>
<tr>
<td>Sensitivity analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dropout rate 10% (cover 17% population); cost development per case: Aus $3.82</td>
<td>−85 (−363 to 134)</td>
<td>0.01 (0.00 to 0.02)</td>
<td>Dominant (dominant to Aus $13,035)</td>
<td>25</td>
</tr>
<tr>
<td>Dropout rate 90% (cover 2% population); cost development per case: Aus $34.40</td>
<td>−50 (−319 to 159)</td>
<td>0.01 (0.00 to 0.02)</td>
<td>Dominant (dominant to Aus $14,564)</td>
<td>37</td>
</tr>
</tbody>
</table>

\(^a\)ICER: incremental cost-effectiveness ratio, based on 3000 bootstrap simulation.

\(^b\)In the northeast (NE) quadrant, the intervention is cost-effective if the ICER falls under the specified value-for-money criterion because the intervention is more effective and costlier than the comparator. In the southeast (SE) quadrant, the intervention is less costly and more effective than the comparator (i.e., dominant); therefore, the intervention is likely to be excellent for value-for-money. In the southwest (SW) quadrant, the intervention is less costly and less effective; therefore, the decision to adopt the intervention may be based on decision-makers willingness to accept some health loss relative to cost-saving. Finally, in the northwest (NW) quadrant, the results show that the intervention is associated with greater costs but less health gain, therefore, not a good option to adopt.

\(^c\)Not applicable.

Figure 2. Cost-effectiveness plane of 3000 replicates of the incremental cost-effectiveness ratio—intent-to-treat analysis. QALY: quality-adjusted life year.
Sensitivity Analyses
The results for the intention-to-treat (using multiple imputation) concur with those for the complete case dataset, which show a similar pattern of greater effectiveness and less cost associated with the intervention group compared with the control group (Table 4 and Multimedia Appendix 4). The sensitivity analyses, which varied the proportion of people likely to receive the intervention from 2% to 17% of young adults aged 18 to 25 years, showed that results were very robust (Table 4).

Discussion

Principal Findings
This study was the first cost-utility analysis of an online intervention to increase mental health help-seeking for young adults (Link) compared with usual search strategies. Young people randomized to the Link intervention had significantly higher utility values and QALYs gained at 3 months compared with young people using their usual online search strategies. The online help-seeking intervention was also associated with lower average total costs from a health sector perspective although this did not reach statistical significance. The online help-seeking intervention was found to be a cost-effective treatment option compared with young adults’ current search strategies with a 73% probability that Link would be cost-saving and a 100% probability that it would be cost-effective using a willingness-to-pay threshold of Aus $28,033 per QALY gained. In fact, results suggest that even at a more modest Aus $10,000 per QALY value-for-money threshold, the intervention is still likely to be very cost-effective. The results were robust in the sensitivity analysis when complete case analysis was conducted, or the intervention costs were varied.

Interestingly, QALYs were improved in the Link group; however, the intervention did not appear to change resources used because quantities and costs of services were largely similar across the 2 groups. A possible explanation for this finding is that Link connected young people with higher quality, evidence-based targeted services compared with the treatment they might otherwise access.

Comparison With Previous Work
The findings from this study are difficult to compare with other economic evaluations of internet-based interventions; as to our knowledge, this is the first study to evaluate the cost-effectiveness of an online resource to facilitate help-seeking behavior. Economic evaluations of internet interventions for mental health have been mostly focused on the treatment or prevention of mental disorders [39]. It is noteworthy that our study results are similar to economic evaluations that support the cost-effectiveness of guided internet educational and psychological interventions for the prevention and treatment of mental disorders [39,40]. More encouraging, our study indicated that the help-seeking intervention may be a very cost-effective, if not a cost-saving, option. Further research is required to confirm this result.

Implications
Findings from our study showed that although there were no significant differences in terms of health care service use between the 2 groups, the Link intervention was significantly associated with lower health professional consultation costs at short-term follow-up (1 month). The reason might be that the intervention was associated with a reduction in the quantity of longer health professional (eg, GP or psychologist) consultations (duration over 40 min) than in the control group. Another important point is that the Link intervention was associated with
lower hospitalization costs than the control at the 3-month follow-up, although the number of people who were hospitalized was not different. This might suggest a positive benefit of the Link intervention in reducing severity of mental health problems that require intensive treatments. However, these results did not reach significance, given that the sample sizes of these subgroups were relatively small. As noted above, these results may be explained by the quality of services being accessed via the Link platform. Further research with larger sample sizes and perhaps more evaluation of the type of care being accessed (in terms of quality) is needed.

This study, for the first time, raises the possibility that improving help-seeking not only assists young adults in accessing mental health care services but is also associated with quality of life improvements. More importantly, a Web-based mental health service navigation website (ie, Link platform) demonstrated a high probability of being cost-effective. The initial results from this study are certainly very promising and suggest that if access to the intervention was increased, this could result in significant health impacts and likely cost savings.

Strengths and Limitations
This study has several strengths. First, this study used a cost-utility framework whereby outcomes are expressed as QALYs [37], thereby allowing results to be comparable with other economic evaluations and commonly used value-for-money thresholds. Second, this study adheres to the CHEERS checklist, which are quality reporting guidelines for economic evaluation [13]. Finally, a sensitivity analysis has been conducted to assess the robustness of the findings from the primary analysis.

In terms of limitations, these results do not include any costs beyond the health sector, which may underestimate the cost-effectiveness of the Link intervention. For example, the inclusion of productivity costs (absenteeism and presentism) may be associated with even more cost savings. The study was also limited by the relatively short time horizon (ie, 3 months) and the use of self-reported retrospective utilization of health care services and medication, potentially leading to recall bias. It is not clear whether this may have led to an over- or underestimation of resource use reporting, although any biases are likely to be the same in both groups. Further research using a broader societal perspective and longer follow-up is needed.

Conclusions
In conclusion, the online help-seeking navigation website, Link, appears to provide a cost-effective and, possibly, cost-saving tool for young adults compared with the usual methods for seeking care. The intervention demonstrated a reduction in health care professional consultation costs at the 1-month follow-up and hospital costs at the 3-month follow-up. These results were robust in the sensitivity analysis. Further research to confirm these results could have important implications for increasing the accessibility of mental health care services for young adults.
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Abstract

Background: Electronic health (eHealth) is the use of information and communication technology in the context of health care and health research. Recently, there has been a rise in the number of eHealth modalities and the frequency with which they are used to deliver technology-assisted self-management interventions for people living with chronic pain. However, there has been little or no research directly comparing these eHealth modalities.

Objective: The aim of this systematic review with a network meta-analysis (NMA) is to compare the effectiveness of eHealth modalities in the context of chronic pain.

Methods: Randomized controlled trials (N>20 per arm) that investigated interventions for adults with chronic pain, delivered via an eHealth modality, were included. Included studies were categorized into their primary node of delivery. Data were extracted on the primary outcome, pain interference, and secondary outcomes, pain severity, psychological distress, and health-related quality of life. Pairwise meta-analyses were undertaken where possible, and an NMA was conducted to generate indirect comparisons and rankings of modalities for reducing pain interference.

Results: The search returned 18,470 studies with 18,349 being excluded (duplicates=2310; title and abstract=16,039). Of the remaining papers, 30 studies with 5394 randomized participants were included in the review. Rankings tentatively indicated that modern eHealth modalities are the most effective, with a 43% chance that mobile apps delivered the most effective interventions, followed by a 34% chance that interventions delivered via virtual reality were the most effective.

Conclusions: This systematic review with an NMA generated comparisons between eHealth modalities previously not compared to determine which delivered the most effective interventions for the reduction of pain interference in chronic pain patients. There are limitations with this review, in particular, the underrepresented nature of some eHealth modalities included in the analysis. However, in the event that the review is regularly updated, a clear ranking of eHealth modalities for the reduction of pain interference will emerge.

(J Med Internet Res 2019;21(7):e11086) doi:10.2196/11086
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**Introduction**

**Electronic Health**

As technological advances pervade every aspect of daily life, there has been a corresponding proliferation in the development and implementation of technological interventions for health-related purposes. Electronic health (eHealth), the broad term for information and communication technologies deployed in health settings, is a growing area of interest as the international research community attempts to address issues facing modern health care [1]. Typically, an eHealth modality is considered to be some specific form of technology that is applied in the context of health care [2-4]. Examples of eHealth modalities include internet-based (Web-based health interventions [5-9]), telephone-supported (interventions with telephone support from health practitioners) [10], interactive voice response (the use of a phone's touch-tone keypad to provide responses to automated scripts) [11,12], virtual reality (a 3-dimensional computer-generated environment that the individual can explore, interact with, and manipulate) [13,14], videoconferencing (the use of high-quality real-time video and audio connection via online internet networks) [15], and mobile phone apps (mobile-based or mobile-enhanced programs) that deliver health-related services [16,17]. More detailed definitions of the various types of eHealth interventions are available in Multimedia Appendix 1.

The core value proposition for delivering health care via an eHealth modality is that the barriers experienced by traditional in-person treatment methods are reduced or potentially removed [4,18-21]. For instance, a Web-based eHealth intervention may improve accessibility to treatment, reduce the waiting list duration, and can be delivered more cost-effectively than in-person services [22]. For these reasons, eHealth has gained considerable traction for conditions that are long-term and where there is a shift toward self-management [23-26]. In this context, where ongoing disease management is required, eHealth interventions offer a viable and important support option. Many eHealth solutions have been developed for a variety of chronic illnesses, including diabetes [27,28], breast cancer [29], hypertension [30], cardiovascular disease [16], multiple sclerosis [31], headache [8], and chronic pain [12,14,32-38].

**Electronic Health and Chronic Pain**

Chronic pain refers to pain that lasts for more than 3 months [39]. Chronic pain encompasses many diverse conditions, is highly prevalent, and is a leading cause of long-term disability [39]. Much eHealth research has been conducted in the area of chronic (noncancer) pain, and eHealth interventions have shown to be efficacious in reducing pain interference [40]. However, despite the increasing variety of eHealth modalities used for chronic pain, studies typically focus on 1 modality, and as a result, direct comparisons of modalities are rare [22]. Identifying the need to investigate the relative strengths and weaknesses of modality types, Heapy et al conducted a systematic review of eHealth self-management interventions for chronic pain, in which three modality types were evaluated, namely, telephone, interactive voice response, and internet. They concluded that each modality was effective in the context of chronic pain, but no conclusive evidence points to one being more superior than the others.

Notably, Heapy et al began the necessary steps toward ascertaining the varying efficacies of each modality as the contributing factor to intervention success. However, the authors recognized certain limitations with their review, such as the breadth of their search strategy (ie, limited to three databases) and the low number (ie, 3) of included eHealth modalities. Moreover, the review included a variety of study designs, and although they reported on the between-condition effect sizes when possible, a quantitative comparison (ie, a meta-analysis) was not conducted. Therefore, one of Heapy et al’s indications for future research was to identify the relative efficacy of modality types through direct comparison.

**Why Is It Important to Do This Review?**

Although there are a growing number of eHealth interventions for chronic pain, there is a stark lack of research comparing eHealth modalities in this context. Directly comparing eHealth modalities deployed in chronic pain research could potentially yield important insights into which modalities are more efficacious in what context and for what reasons (eg, treatment fidelity, resource availability, issues with target population, typical engagement levels, and cost efficiency). Thus, from the perspectives of patient well-being, health care provision, and optimizing research interventions, there is an impetus to first identify the most effective modalities for chronic pain and to then investigate why they are the most effective.

The aim of this study was to add to the literature that concerns itself with evaluating eHealth modalities in the context of reducing pain interference for chronic pain patients by directly comparing treatment outcomes across studies that have deployed an eHealth modality. Critically, this review conducted a network meta-analysis (NMA) and quantitatively compared and ranked the eHealth modalities used for interventions in chronic pain, which has not been done before. An NMA is an extension of a meta-analysis and enables multiple treatments to be compared using direct and indirect comparisons across trials using a common comparator [41-43].

**Objective**

The objective of this study was to conduct a systematic review and an NMA to evaluate and compare the effectiveness of the eHealth modalities used to deliver interventions (other than drugs) for adults living with chronic noncancer pain.

**Methods**

**Protocol and Registration**

The systematic review and NMA were conducted and reported in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines and the PRISMA Network Meta-Analysis extension statement (see Multimedia Appendix 2) [44]. The protocol for this study is registered with the International Prospective Register of Systematic Reviews database (registration number: CRD42016035595) [45].
Outcomes

Primary Outcome

Similar to previous research [33,34,46,47], and in accordance with outcome measures outlined by the Initiative on Methods, Measurement, and Pain Assessment in Clinical Trials [48], pain interference was the primary outcome variable. Where pain interference was not reported, pain-related disability or a reverse-scored measure of physical functioning was extracted.

Secondary Outcomes

Secondary outcomes were measures of pain severity, psychological distress (measures of depression were extracted where available; measures of anxiety and reverse-scored measures of mental health were also acceptable), and health-related quality of life (HRQoL).

Eligibility Criteria

The eligibility requirements for included studies in this review are outlined in Table 1. All studies included in this review were required to be published in peer-reviewed journals and available in English. The criteria were influenced by a Cochrane review of internet-delivered psychological therapies for chronic pain by Eccleston et al [49].

Classification

Studies were merged to create nodes representing the primary delivery method (eg, internet). A study was not included in the network if both arms were classified as the same modality without an additional comparator.

Information Sources

A total of 4 databases, Cochrane Central Register of Controlled Trials (CENTRAL; Cochrane Library), Medical Literature Analysis and Retrieval System Online (MEDLINE), Excerpta Medica dataBASE (EMBASE), and PsycINFO, were searched from inception until November 22, 2017. Necessary changes were made to adapt the search terms for different interfaces. The search strategy is detailed in Textbox 1.

The reference lists of relevant systematic reviews and of included studies were screened to identify any relevant studies. The metaRegister of Controlled Trials [50], Clinicaltrials.gov [51], and the World Health Organization’s International Clinical Trials Registry Platform [52] were also searched.

Study Selection

Members of the research team screened titles and abstracts to search for duplicate and nonrelevant studies; 10% of the papers were assessed in duplicate. In total, 2 review authors (SH and KF) independently screened full-text papers for inclusion. Studies were included if they (1) were randomized controlled trials (RCTs); (2) had N>20 per arm at each time point; (3) had participants with noncancer-related chronic pain; (4) were delivered via eHealth modality; and (5) measured a suitable pain outcome.

| Table 1. Eligibility criteria (Population, Intervention, Comparison, Outcome, Study Design) included in this review. |
|---|---|
| Category | Eligibility criteria |
| Population | Adults with noncancer-related chronic pain |
| Intervention | Interventions for managing chronic pain delivered via an electronic health (eHealth) modality |
| Comparison intervention | At least one of the following: an active eHealth intervention; enhanced control; treatment-as-usual; waiting-list control |
| Outcome measures | Pain interference; pain severity; psychological distress; health-related quality of life |
| Study design | Randomized controlled trials |

Textbox 1. Search terms.

1. (Telecommunications)/ OR (telemedicine OR tele-medicine).mp OR (telehealth OR tele-health).mp OR (ehealth OR e-health).mp OR (mobile health OR mhealth OR m-health).mp OR (ICT).mp OR ((inform* OR communicat* OR interact*) adj6 (computer* OR technolog* OR software)).mp OR ((health* OR treat* OR therap* or intervention* OR assist* OR selfmanag* OR self-manag*) adj6 (computer* OR technolog* OR software):mp OR (internet)/ OR (internet* OR world wide web OR www OR web-based OR email OR e-mail OR online).mp OR (telephone* OR phone* OR mobile* OR cellphone* OR cellular telephone* OR application* OR app* OR text* OR SMS OR smartphone* OR mobile operating system technolog* OR microcomputer* ).mp OR (virtual reality OR augmented reality OR VR OR AR).mp OR (IVR OR interactive voice response OR voice response unit OR VRU OR speech recognition OR voice recognition).mp AND

2. (Pain)/ OR (Pain Measurement)/ OR (Headache disorders)/ OR (Fibromyalgia) OR (pain* OR headache* OR migraine* OR fibromyalgia* OR neuralgia*).mp OR (pain intensity OR pain severity OR pain outcome*) OR (self-reported pain) AND

3. “Chronic pain” OR headache* AND

4. (randomized controlled trial OR randomised controlled trial).pt OR (controlled clinical trial).pt OR (randomized.ab OR randomised.ab) OR (placebo.ab) OR (clinical trials as topic.sh) OR (randomly.ab) OR (trial.ti) OR (groups.ti)
Data Collection Process and Data Items
Data were independently extracted by 2 authors (BS and SH) into a preprepared excel sheet. The following items were extracted: means and SDs at postintervention for pain interference, psychological distress and HRQoL, sample size, measures, mean age, percentage of females, diagnosis, mean years of pain, method of recruitment, and presence of contact with researchers or therapists. If no SDs were reported, they were calculated from the available SEs or CIs.

Risk of Bias
In line with previous research, risk of bias within individual studies was assessed using the Cochrane Risk of Bias tool. Please see the published protocol for additional details [1]. Funnel plots and Egger tests were conducted to investigate publication bias across studies.

Geometry of the Network
The network includes a node for each eHealth modality. In addition, the network contains both a control node (comprised wait list control and treatment-as-usual control groups) and an enhanced control node (eg, educational booklet).

Summary Measures
Standardized mean differences (SMDs) between groups at postintervention and measures of uncertainty are reported. Additional summary measures such as treatment rankings and the probability of each modality arm being the best are reported.

Planned Methods of Analysis
Random-effects pairwise meta-analyses of each available comparison were run as an exploratory analysis using Stata 13 (StataCorp LLC). These analyses were carried out on both the primary and secondary outcomes: pain interference, pain severity, psychological distress, and HRQoL.

An NMA random-effects model of the eHealth modalities used to deliver chronic pain interventions with the purpose of reducing pain interference was developed in WinBUGS 14 (MRC and Imperial College of Science, Technology and Medicine). This model was based on a Bayesian framework but was created with vague priors. The NMA returned pairwise comparisons between all modalities, rankings of the modalities and assessed the probability that each modality is the best. Tests of design inconsistency [53] and loop inconsistency [54] were run using Stata 13. Node splitting was conducted on comparisons with both direct and indirect evidence [55]. Additional information is provided in the protocol [1].

Additional Analyses
As outlined in the protocol [1], the purpose of adding study-level covariates was to reduce heterogeneity by allowing the NMA to take account of additional information and minimize the differences between the studies within each modality. Covariates would be added to the model based on a reduction in the deviance information criterion (DIC). In this network, the added covariates did not have a significant effect. Sensitivity analyses investigating the influence of priors, initial values, length of burn-in, and testing convergence were carried out.

Results
Study Selection
The search returned 18,470 studies (Figure 1): PsycINFO (n=1913), MEDLINE (n=5286), EMBASE (n=10,479), and CENTRAL (n=792). There were 2310 studies that were excluded as duplicates and 16,039 studies excluded on the basis of title and abstract. In total, 122 potentially eligible studies were identified and then assessed on the basis of full text. Of these, 92 studies were excluded: 51 studies were not an RCT; 13 studies had less than 20 participants per arm at each time point; 7 studies had patients with cancer-related chronic pain; 12 studies did not deliver the intervention via an eHealth modality; 3 studies did not measure an appropriate pain outcome; and 6 studies consisted of 2 arms within the same node without an additional comparator. There were 30 studies that were included in the analysis.

Study Characteristics
30 studies were included in this review. Each study arm was classified by the primary delivery method (eg, internet). Although the majority of intervention arms were compared with control arms, 1 study involved the comparison of 2 active treatments [56]. The 30 studies encompassed 61 arms: 23 internet-delivered arms [5-9,15,34,36,37,46,57-69]; 2 telephone [35,70]; 1 mobile app [71]; 2 virtual reality [14,72]; 1 videoconferencing [15]; 1 interactive voice response [12]; 25 control; and 13 enhanced controls (Table 2).
Figure 1. Flow diagram of studies assessed for eligibility.
<table>
<thead>
<tr>
<th>Study</th>
<th>Comparison</th>
<th>N</th>
<th>Pain conditions / location</th>
<th>Average age (years)</th>
<th>Gender, female, n (%)</th>
<th>Attrition, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berman (2009)</td>
<td>Internet (mind-body) versus control (WLC&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>89</td>
<td>Nonspecific chronic pain</td>
<td>65.8</td>
<td>68 (87.2)</td>
<td>11 (12.4)</td>
</tr>
<tr>
<td>de Boer (2014)</td>
<td>Internet (CBT&lt;sup&gt;c&lt;/sup&gt;) versus enhanced control (face-to-face CBT)</td>
<td>63</td>
<td>Nonspecific chronic pain</td>
<td>52.1</td>
<td>32 (64)</td>
<td>13 (20.6)</td>
</tr>
<tr>
<td>Bromberg (2012)</td>
<td>Internet versus control (TAU&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>185</td>
<td>Migraine or headache</td>
<td>42.6</td>
<td>165 (89)</td>
<td>19 (10.2)</td>
</tr>
<tr>
<td>Buhrman (2004)</td>
<td>Internet (CBT) versus control (WLC)</td>
<td>56</td>
<td>Chronic back pain</td>
<td>44.6</td>
<td>35 (62.5)</td>
<td>5 (8.9)</td>
</tr>
<tr>
<td>Buhrman (2011)</td>
<td>Internet (CBT) versus control (WLC)</td>
<td>54</td>
<td>Chronic back pain</td>
<td>43.2</td>
<td>37 (68.5)</td>
<td>4 (7.4%)</td>
</tr>
<tr>
<td>Carpenter (2012)</td>
<td>Internet (CBT) versus control (WLC)</td>
<td>141</td>
<td>Chronic lower back pain</td>
<td>42.5</td>
<td>117 (83)</td>
<td>23 (16.3)</td>
</tr>
<tr>
<td>Chiauzzi (2010)</td>
<td>Internet (self-management) versus enhanced control (text-based material)</td>
<td>199</td>
<td>Chronic back pain</td>
<td>46.1</td>
<td>134 (67.7)</td>
<td>15 (7.5)</td>
</tr>
<tr>
<td>Dear (2013)</td>
<td>Internet (CBT) versus control (WLC)</td>
<td>62</td>
<td>Multiple pain conditions/sites</td>
<td>49</td>
<td>53 (85)</td>
<td>2 (3.2)</td>
</tr>
<tr>
<td>Dear (2015)</td>
<td>Internet (CBT) versus control (WLC)</td>
<td>472</td>
<td>Multiple pain conditions/sites</td>
<td>50</td>
<td>375 (80)</td>
<td>50 (10.6)</td>
</tr>
<tr>
<td>Dear (2017)</td>
<td>Internet (CBT) versus enhanced control (workbook)</td>
<td>164</td>
<td>Multiple pain conditions/sites</td>
<td>47.8</td>
<td>135 (82)</td>
<td>14 (8.5)</td>
</tr>
<tr>
<td>Devineni (2005)</td>
<td>Internet versus control (WLC)</td>
<td>86</td>
<td>Migraine or headache</td>
<td>41.3</td>
<td>111 (79.6)</td>
<td>53 (38.1)</td>
</tr>
<tr>
<td>Garcia-Palacios (2015)</td>
<td>Virtual reality (activity management) versus control (TAU)</td>
<td>61</td>
<td>Fibromyalgia syndrome</td>
<td>50.5</td>
<td>61 (100)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Herbert (2017)</td>
<td>Videoconferencing (ACT&lt;sup&gt;e&lt;/sup&gt;) versus enhanced control (face-to-face ACT)</td>
<td>129</td>
<td>Multiple pain conditions/sites</td>
<td>52</td>
<td>23 (17.8)</td>
<td>28 (21.7)</td>
</tr>
<tr>
<td>Kleiboer (2014)</td>
<td>Internet versus control (WLC)</td>
<td>368</td>
<td>Migraine or headache</td>
<td>43.6</td>
<td>314 (85)</td>
<td>96 (26)</td>
</tr>
<tr>
<td>Krein (2013)</td>
<td>Internet (pedometer) versus enhanced control (pedometer)</td>
<td>229</td>
<td>Chronic low back pain</td>
<td>51.6</td>
<td>29 (12.7)</td>
<td>22 (9.6)</td>
</tr>
<tr>
<td>Kristjánsdóttir (2013)</td>
<td>Mobile app (CBT) versus internet (CBT)</td>
<td>140</td>
<td>Chronic widespread pain</td>
<td>44.2</td>
<td>140 (100)</td>
<td>40 (28.6)</td>
</tr>
<tr>
<td>Kroenke (2014)</td>
<td>Telephone (care management) versus control (TAU)</td>
<td>250</td>
<td>Chronic musculoskeletal and chronic generalised pain</td>
<td>55.2</td>
<td>43 (17.2)</td>
<td>12 (4.8)</td>
</tr>
<tr>
<td>Leveille (2009)</td>
<td>Internet (health coaching) versus enhanced control (general health information)</td>
<td>241</td>
<td>Chronic musculoskeletal pain</td>
<td>52.4</td>
<td>138 (57.3)</td>
<td>99 (41.1)</td>
</tr>
<tr>
<td>Lin (2017)</td>
<td>Internet (ACT) versus control (WLC)</td>
<td>302</td>
<td>Multiple pain conditions/sites</td>
<td>51.7</td>
<td>254 (84.1)</td>
<td>73 (24.2)</td>
</tr>
<tr>
<td>Lorig (2008)</td>
<td>Internet (pain management) versus control (TAU)</td>
<td>855</td>
<td>Arthritis or fibromyalgia</td>
<td>52.4</td>
<td>780 (91.2)</td>
<td>214 (25)</td>
</tr>
<tr>
<td>McBeth (2012)</td>
<td>Telephone (CBT) versus enhanced control (exercise) versus control (TAU)</td>
<td>442</td>
<td>Chronic widespread pain</td>
<td>56.2</td>
<td>307 (69.5)</td>
<td>81 (18.3)</td>
</tr>
<tr>
<td>Müller (2016)</td>
<td>Internet (positive psychology) versus control (text-based materials)</td>
<td>96</td>
<td>Multiple pain conditions/sites</td>
<td>59.4</td>
<td>67 (69.8)</td>
<td>19 (19.8)</td>
</tr>
<tr>
<td>Naylor (2008)</td>
<td>Interactive voice response (CBT) versus control (TAU)</td>
<td>51</td>
<td>Chronic musculoskeletal pain</td>
<td>46</td>
<td>44 (86)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Peters (2017)</td>
<td>Internet (positive psychology) versus control (WLC)</td>
<td>284</td>
<td>Multiple pain conditions/sites</td>
<td>48.9</td>
<td>234 (84.7)</td>
<td>70 (24.6)</td>
</tr>
</tbody>
</table>
A total of 5288 participants were included in the review. There were 3005 participants randomized to interventions delivered via an eHealth modality: internet (n=2509); telephone (n=305); videoconferencing (n=65); virtual reality (n=53); mobile apps (n=47); and interactive voice response (n=26).

**Risk of Bias Within Studies**

The risk of bias summary is presented in Table 3. In total, 18 studies were considered to have been effectively randomized, 11 studies did not provide adequate information, and 1 study did not describe randomization and was judged to be at a high risk of bias. Furthermore, 10 studies used appropriate methods of allocation concealment, 18 studies did not appropriately describe their allocation methods, and 2 studies were judged as high risk, given that allocation was not blinded from research assistants. A total of 23 studies were not at risk of detection bias; the majority of these administered their assessments online. Furthermore, 7 studies were considered unclear. Although 15 studies provided clear information on their levels of attrition, 14 of them were judged to be unclear, with many failing to report differences between completers and noncompleters, and 1 study was considered to be at high risk of bias because of statistical differences between the completers and noncompleters. In total, 28 studies reported all outcomes and were free from selective reporting bias. In addition, 2 studies were judged to be of high risk because data could not be extracted. No other sources of bias were found for the 30 studies.
### Table 3. Assessment of within-study bias.

<table>
<thead>
<tr>
<th>Study</th>
<th>Adequate sequence generation</th>
<th>Allocation concealment</th>
<th>Blinding</th>
<th>Incomplete outcome data addressed</th>
<th>Free of selective reporting</th>
<th>Free of other bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berman (2009)</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>de Boer (2014)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Bromberg (2012)</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Buhrman (2004)</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Buhrman (2011)</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Carpenter (2012)</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>?</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>Dear (2013)</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Dear (2015)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Dear (2017)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Devineni (2005)</td>
<td>+</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Garcia-Palacios (2015)</td>
<td>+</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Herbert (2017)</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Kleiboer (2014)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Krein (2013)</td>
<td>+</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Kristjánsdóttir (2013)</td>
<td>+</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Kroeneke (2014)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Leveille (2009)</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Lin (2017)</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Lorig (2008)</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>McBeth (2012)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Muller (2016)</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Peters (2017)</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Ruehlman (2012)</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Trompetter (2015)</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Williams (2010)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Yelvar (2017)</td>
<td>?</td>
<td>+</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

---

**Results of Individual Studies**

The included studies indicate positive effects for interventions delivered via eHealth modalities in comparison with a control/enhanced control; 80% (24/30) of studies returned a reduction in pain interference, 69% (18/26) of studies returned a reduction in pain severity, 79% (19/24) of studies showed a decrease in psychological distress, and 67% (8/12) studies indicated an improvement in HRQoL.

Exploratory analyses were carried out on the primary outcome, pain interference, secondary outcomes, pain severity, psychological distress, and HRQoL. An NMA was conducted for the primary outcome, pain interference.

**Exploratory Analysis**

Exploratory pairwise meta-analyses were conducted where possible (Table 4).
Table 4. Exploratory analyses.

<table>
<thead>
<tr>
<th>Comparison and outcome</th>
<th>Number of studies</th>
<th>Standardized mean difference</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Internet versus control</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain interference</td>
<td>18</td>
<td>0.28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pain severity</td>
<td>15</td>
<td>0.2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Psychological distress</td>
<td>16</td>
<td>0.35</td>
<td>.001</td>
</tr>
<tr>
<td>Health-related quality of life</td>
<td>6</td>
<td>0.02</td>
<td>.80</td>
</tr>
<tr>
<td><strong>Internet versus enhanced control</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain interference</td>
<td>5</td>
<td>0.17</td>
<td>.55</td>
</tr>
<tr>
<td>Pain severity</td>
<td>5</td>
<td>0.16</td>
<td>.57</td>
</tr>
<tr>
<td>Psychological distress</td>
<td>4</td>
<td>0.14</td>
<td>.33</td>
</tr>
<tr>
<td>Health-related quality of life</td>
<td>1</td>
<td>0.34</td>
<td>.26</td>
</tr>
</tbody>
</table>

**Pain Interference**
Data were extracted for pain interference, disability, functional interference, physical impairment, physical functioning, and headache disability, using a variety of measures: the Brief Pain Inventory (BPI), Visual Analogue Scale (VAS), Multidimensional Pain Inventory (MPI), Pain Disability Index, Survey of Pain Attitudes, Roland-Morris Disability Questionnaire, 36-Item Short-Form Health Survey (SF-36), Fibromyalgia Impact Questionnaire, Health Assessment Questionnaire–Disability Index, Profile of Chronic Pain-Screen, Headache Disability Index, Oswestry Disability Index, and the Migraine Disability Assessment. Pairwise meta-analyses indicate that internet-delivered interventions result in a small statistically significant reduction in pain interference when compared with a control group (P<.001).

**Pain Severity**
Of the included studies, 26 included a measure of pain severity. Data were extracted for pain severity, pain intensity, average pain, typical pain, activity pain, and pain severity using the following measures: BPI, VAS, MPI, PCP-S, Pain Assessment Questionnaire, Brief Pain Questionnaire, Numeric Rating Scale, Visual Numeric Scale, McGill Pain Questionnaire, headache or pain diaries, and study-specific measures [6,67]. Internet-delivered studies returned a small statistically significant reduction in pain severity when compared with a control group (P<.001). A second NMA was conducted on the basis of the effectiveness of eHealth modalities in reducing pain severity; a network map and results are provided in Multimedia Appendix 3.

**Psychological Distress**
Of the included studies, 24 used a measure of psychological distress. Data were extracted for depression, anxiety, mental health, and negative mood regulation using a variety of measures: the Hospital Anxiety and Depression Scale, Montgomery-Asberg Depression Rating Scale–Self Rated, Beck Depression Inventory, Negative Affect Scale, Depression Anxiety Stress Scales, Patient Health Questionnaire 9-Item, Personal Health Questionnaire Depression Scale, Short Form (SF) 8 Health Survey, SF-36, and Centre for Epidemiologic Studies Depression Scale. Internet-delivered interventions returned a statistically significant SMD of 0.35 when compared with a control (P=.001). Internet-delivered interventions did not return a statistically significant reduction in psychological distress when compared with an enhanced control (P=.33).

**Health-Related Quality of Life**
Data were available on HRQoL for 12 studies. This was measured in a variety of ways, including the Quality of Life Interview, Patient Global Impression of Change, the Quality of Life Index, General Health Questionnaire 12-Item, 12-Item Short Form Survey, and SF-36. No statistically significant differences were found in HRQoL between the internet-delivered interventions and a control (P=.80).

**Presentation of Network Structure**
The network map in Figure 2 demonstrates the available evidence for this reduction in pain interference network. For convenience, the circular nodes are eHealth modalities and the square nodes represent the control groups.

**Summary of Network Geometry**
The available evidence was used to generate the network displayed in Figure 2. The number of studies behind each direct comparison is outlined in Table 5, which also includes the percentage of contribution that each comparison made to the entire network. As expected, the internet treatment versus control comparison contributes the highest percentage (17.67%) of evidence to the network. Some of the indirect comparisons required a long pathway to be generated (eg, comparing mobile apps with telephone-delivered interventions requires the direct evidence of the internet and control nodes). The comparisons based on longer paths were communicated with less precision [41].
Figure 2. Network map of electronic health modalities for chronic pain.

Table 5. Contribution to the pain interference network.

<table>
<thead>
<tr>
<th>Direct comparison</th>
<th>Studies, n</th>
<th>Contribution, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virtual reality versus control</td>
<td>1</td>
<td>8.18</td>
</tr>
<tr>
<td>Interactive voice response versus control</td>
<td>1</td>
<td>12.10</td>
</tr>
<tr>
<td>Internet versus control</td>
<td>18</td>
<td>17.67</td>
</tr>
<tr>
<td>Telephone versus control</td>
<td>2</td>
<td>13.23</td>
</tr>
<tr>
<td>Telephone versus enhanced control</td>
<td>1</td>
<td>9.41</td>
</tr>
<tr>
<td>Virtual reality versus enhanced control</td>
<td>1</td>
<td>5.60</td>
</tr>
<tr>
<td>Internet versus enhanced control</td>
<td>5</td>
<td>3.11</td>
</tr>
<tr>
<td>Videoconferencing versus enhanced control</td>
<td>1</td>
<td>10.94</td>
</tr>
<tr>
<td>Mobile apps versus internet</td>
<td>1</td>
<td>10.74</td>
</tr>
<tr>
<td>Enhanced control versus control</td>
<td>1</td>
<td>9.01</td>
</tr>
</tbody>
</table>

Synthesis of Results

Network Meta-Analysis (Pain Interference)

A random-effects NMA based on the restricted maximum likelihood estimate was conducted to examine interventions delivered by eHealth modalities for the reduction of pain interference in chronic pain patients. The NMA suggests an SMD of 0.3, indicating a small difference between internet and the control (95% Credible Interval (CrI): 0.1 to 0.44) as expected by the exploratory analysis. In addition, an SMD of 0.28 was found between internet and the enhanced control (95% CrI: 0.002 to 0.55). The generated comparisons (Table 6) indicate that videoconferencing was significantly worse than all other modalities, bar interactive voice response.

The remaining comparisons had credible intervals containing 0, suggesting a high probability that the true comparison is not significant. Many of the credible intervals were very wide and expressed the uncertainty in the model’s estimates. It must be stressed that many of these comparisons were based on a low sample size and do not suggest that significance cannot be achieved with a greater number of studies.

Table 7 outlines the rankings of the modalities and the probability that they deliver the most effective interventions. The mobile apps and virtual reality arms were given the best ranking, at second (95% CrI 1 to 7; 95% CrI 1 to 6). Slightly less uncertainty surrounds the ranking of the internet arm, with a median value of 3 and a credible interval from 1 to 5. The videoconferencing arm had a ranking of 8.

Table 7 indicates that there is a 43% chance that mobile app–delivered interventions are the most effective at reducing pain interference. The available evidence suggests that there is a 0% chance that videoconferencing delivers the most effective interventions.
Table 6. Results of network meta-analysis (NMA): electronic health (eHealth) modalities delivering interventions for reducing pain interference. Data in italics are statistically significant.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Internet, SMD&lt;sup&gt;a&lt;/sup&gt; (CrI&lt;sup&gt;b&lt;/sup&gt;)</th>
<th>Virtual reality, SMD (CrI)</th>
<th>Telephone, SMD (CrI)</th>
<th>Mobile apps, SMD (CrI)</th>
<th>Interactive voice response, SMD (CrI)</th>
<th>Videoconferencing, SMD (CrI)</th>
<th>Enhanced control, SMD (CrI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virtual reality</td>
<td>−0.16 (−0.77 to 0.44)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>−0.01 (−0.57 to 0.55)</td>
<td>0.15 (−0.63 to 0.95)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobile apps</td>
<td>−0.21 (−0.95 to 0.54)</td>
<td>−0.04 (−1 to 0.92)</td>
<td>−0.19 (−1.12 to 0.74)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interactive voice response</td>
<td>0.39 (−0.44 to 0.12)</td>
<td>0.55 (−0.46 to 1.57)</td>
<td>0.4 (−0.59 to 1.39)</td>
<td>0.6 (−0.52 to 1.72)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Videoconferencing</td>
<td>1.59 (0.82 to 2.36)</td>
<td>1.75 (0.81 to 2.69)</td>
<td>1.6 (0.67 to 2.54)</td>
<td>1.8 (0.72 to 2.87)</td>
<td>1.2 (0.06 to 2.33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enhanced control</td>
<td>0.28 (0.002 to 0.55)</td>
<td>0.44 (−0.16 to 1.03)</td>
<td>0.29 (−0.29 to 0.87)</td>
<td>0.49 (−0.31 to 1.27)</td>
<td>−0.11 (−0.99 to 0.76)</td>
<td>−1.32 (−2.1 to −0.53)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>0.3 (0.1 to 0.44)</td>
<td>0.44 (−0.15 to 1.04)</td>
<td>0.29 (−0.26 to 0.83)</td>
<td>0.48 (−0.28 to 1.24)</td>
<td>−0.11 (−0.93 to 0.7)</td>
<td>−1.31 (−2 to −0.59)</td>
<td>−0.004 (−0.31 to 0.31)</td>
</tr>
</tbody>
</table>

<sup>a</sup>SMD: standardized mean difference.
<sup>b</sup>CrI: credible interval.
<sup>c</sup>Not applicable.

Table 7. Ranked effectiveness of modalities.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Median ranking&lt;sup&gt;a&lt;/sup&gt; (credible interval)</th>
<th>Probability&lt;sup&gt;b&lt;/sup&gt; (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet</td>
<td>3 (1 to 5)</td>
<td>.04 (0.19)</td>
</tr>
<tr>
<td>Virtual reality</td>
<td>2 (1 to 6)</td>
<td>.34 (0.47)</td>
</tr>
<tr>
<td>Telephone</td>
<td>3 (1 to 7)</td>
<td>.15 (0.36)</td>
</tr>
<tr>
<td>Mobile apps</td>
<td>2 (1 to 7)</td>
<td>.43 (0.50)</td>
</tr>
<tr>
<td>Interactive voice response</td>
<td>7 (1 to 7)</td>
<td>.05 (0.21)</td>
</tr>
<tr>
<td>Videoconferencing</td>
<td>8 (8 to 8)</td>
<td>.000008 (0.003)</td>
</tr>
<tr>
<td>Enhanced control</td>
<td>6 (3 to 7)</td>
<td>.00007 (0.03)</td>
</tr>
<tr>
<td>Control</td>
<td>6 (4 to 7)</td>
<td>.00002 (0.004)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Treatments ranked in order of comparative effectiveness.
<sup>b</sup>Probability of each treatment being the best (ie, most effective).

Results of Additional Analyses

Sensitivity analyses were carried out to assess the fit of the model. A variety of different initial values were tested; the model was run with an extended burn-in of 200,000 iterations. Both a gamma and half normal prior were used to ensure that the normal prior was uninformative, and 500,000 and 700,000 iterations were run to ensure that 600,000 were adequate. In addition, the model was run with 2 chains, and history plots showed tight iterations, indicating no evidence of nonconvergence.

Additional covariates were added to the model to explore heterogeneity. The initial NMA model returned a DIC of 12.47. When the covariates were added to the model, the DIC did not significantly reduce and they were considered not to have added enough to the model to warrant inclusion (age [DIC=13.72], gender [DIC=12.79], length of intervention [DIC=12.84]).

Exploration for Inconsistency

Given that all of the studies included in this review were randomized, the assumption of transitivity is fulfilled. A test of loop inconsistency and a Lu-Ades test of design inconsistency revealed no evidence of inconsistency (P=.85 and P=.67, respectively). Node splitting returned no evidence of inconsistency when assessing differences between direct and indirect effects.

Risk of Bias Across Studies

The funnel plot (see Multimedia Appendix 4) showed no indication of publication bias with the majority of studies falling within the bands. Most studies were clustered around the zero line and have relatively large SEs.
attrition [DIC=13.15], measure [DIC=13.20], contact [DIC=13.03], analysis [DIC=12.99], and condition [DIC=12.99]).

Discussion

Principal Findings

The random-effects NMA returned pairwise comparisons between each of the eHealth modalities. The majority of these comparisons were not statistically significant; however, the network indicates that all eHealth modalities were significantly better than videoconferencing. On the basis of the currently available evidence, the network also promotes the use of internet to deliver interventions. This study created a ranked list of eHealth modalities used for chronic pain by conducting a systematic review with an NMA. Study findings tentatively indicated that mobile apps and virtual reality were the most effective eHealth modalities for delivering interventions for reducing pain interference. More specifically, the joint highest ranked modalities overall, according to NMA analyses, were mobile apps, with a 43% chance that this modality delivered the most effective intervention for reducing pain interference. Following this, virtual reality had a 34% chance and telephone had a 15% chance of being the most effective delivery method. Internet-delivered interventions have a 4% chance of being the most effective at reducing pain; however, there was more certainty regarding their positioning and effectiveness as they contributed the most papers [27] to the network (comparisons including internet contributed a total of 20.78% to the network).

Although the analyses revealed important insights for the potential rank order of eHealth modalities for chronic pain interventions, only tentative conclusions regarding the most effective treatment types can be drawn, as there are limitations with this review.

Strengths and Limitations

One limitation with this review is the disproportionate representation of different eHealth modalities included within the network. For example, of the 30 papers included in the analysis, internet was represented in 23 papers and telephone was represented in 2 papers, whereas, mobile apps, interactive voice response, and videoconferencing were each represented in only 1 paper. As a result, although we can be confident of the ranking of internet relative to the other modalities in the network, we cannot be confident of the rankings of the other modalities relative to internet. To explain further, if for example, an additional internet paper was added to this network, the modality rankings would not be anticipated to change, but if a new study based on another modality was added, then there is a chance that the modality rankings would change. However, this review is bound by the available evidence, and the current synthesis provides the first steps toward ranking which eHealth methodologies are more efficacious in the context of chronic pain.

It must also be noted that a contributing factor to the limited number of included papers and, therefore, eHealth modality types may have been the restrictive inclusion and exclusion criteria used in this study. For example, 51 studies were excluded for not being RCTs and 13 studies were excluded for not having 20 participants per arm for each time point. Therefore, had the eligibility criteria been more relaxed, arguably, more studies would have been included, allowing a larger network to be produced. However, the inclusion and exclusion criteria employed in this review followed on from a previous review in the area and the exacting criteria ensured that the included papers were of high quality and had low risk of bias [49].

Finally, because of the heterogeneous nature of intervention content, it may be contentious whether the current approach was optimal to identify the effectiveness of eHealth modalities relative to one another. For example, if each study in this review administered cognitive behavioral therapy (CBT) across each modality type, through accounting for differences in extracted variables (eg, age and gender), it could be reasonably assumed that any notable differences detected were because of the effect of the modality and not the intervention content (ie, CBT). However, although this was not the case in this network, it may also be debated that the aforementioned scenario would actually yield which eHealth modality is best for a particular treatment type (eg, CBT) and not which eHealth modality is most efficacious in the context of chronic pain. In any case, the scientific and clinical purposes of this review were to identify which eHealth modality, on the basis of the available evidence, delivers the most efficacious intervention for people living with chronic pain and not which intervention type (eg, CBT) works best with which eHealth modality.

Although there are certain limitations with this review, the findings provide support for previous research, yield tentative conclusions regarding the ranked efficacy of eHealth modalities in the context of chronic pain, and offer insight into further areas for investigation. Similar to previous research [49], the results from the exploratory meta-analysis highlight that internet-delivered interventions can reduce pain interference for people living with chronic pain. Interestingly, with regard to the results from the NMA, the 2 modalities found, albeit tentatively, to be most efficacious (virtual reality and mobile apps) are relatively new eHealth modalities compared with others in the review. The reason is not clear, but perhaps these modalities offer more immersive and convenient intervention pathways that appeal to participants.

Empowering individuals to take an active role in their own health care has been identified as a crucial factor for improving the quality of care and reducing health care costs [73-76]. This is particularly important for people with long-term health issues that require prolonged lifestyle modifications and adjustments [77-79]. Self-management of chronic/long-term illnesses through education and supportive interventions can not only decrease utilization of health care services but may also lead to improvements in clinical outcomes and overall quality of life [73]. Increasing patient engagement in health care interventions has thus become a priority for health care organizations, researchers, and policy makers. eHealth modalities offer tremendous potential to engage patients as they are flexible and can be tailored to individual patient’s needs, preferences, and circumstances [78]. However, as these technologies require actions that must be initiated and sustained by the individual, it is vital that these interventions are designed in an easily
accessible and engaging manner. Perhaps as the research findings of this study tentatively show, interventions delivered via virtual reality and mobile apps could yield promising results in this area by virtue of their immersive and accessible design. In particular, research should focus on conducting interventions with mobile apps for chronic pain. With 93% of Irish consumers having access to a mobile phone [80], and a myriad of mobile apps targeting people with chronic pain (a recent review found 373 mobile apps for older adults with arthritic pain alone [81]), it is concerning that only 1 study included in this review delivered an intervention via a mobile app.

Conclusions
In the wider context of eHealth, there are 2 areas for future work. The first would be to replicate the synthesis of this review with different chronic conditions. The second area for future work would be to create a core outcome set for eHealth interventions, a standardized set of eHealth intervention engagement outcomes measuring, for example, fidelity, participant engagement, and user experience. Often, a treatment can have an effect in person, but this effect may not transfer to an eHealth intervention. In such instances, it is quite possible that the eHealth execution and delivery was unsatisfactory and not that the intervention content cannot be adapted to an eHealth version. A core eHealth outcome set would assist in negating such issues.

In conclusion, from both a clinical and scientific perspective, previous research has outlined a need to compare eHealth modalities in the context of chronic pain. This research is the first to use a novel statistical method, namely, NMA, to quantitatively compare eHealth modalities in this context. Similar to previous research, the results suggest that internet interventions can improve pain interference, whereas more novel modalities (ie, mobile apps and virtual reality) are most likely to be effective, but more research on chronic pain eHealth is needed. Among many areas for future research, additional research examining underutilized eHealth modalities is recommended, and a core outcome set with regard to measuring engagement within eHealth interventions in general is paramount.
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Abstract

Background: The internet’s low cost and potential for high reach makes Web-based channels prime for delivering evidence-based physical activity (PA) interventions. Despite the well-studied success of internet-based PA interventions in primarily non-Hispanic white populations, evidence on Spanish-speaking Latinas’ use of such interventions is lacking. The recent rise in technology use among Latinas in the United States, a population at heightened risk for low PA levels and related conditions, suggests that they may benefit from Web-based PA interventions tailored to their cultural and language preferences.

Objective: The goal of the research was to examine participant engagement with various features of an internet-based PA intervention for Latinas and explore how use of these features was differentially associated with adoption and maintenance of PA behavior change.

Method: Pasos Hacia la Salud tested a Spanish-language, culturally adapted, individually tailored, internet-based PA intervention versus a Spanish language, internet-based, Wellness Contact Control condition for underactive Latinas (N=205, mean age 39.2 [SD 10.5] years, 84% Mexican American). These analyses examined engagement with the website and explored how use was associated with adoption and maintenance of moderate to vigorous physical activity (MVPA) behavior.

Results: Overall, participants logged on to the website an average of 22 times (SD 28) over 12 months, with intervention participants logging on significantly more than controls (29 vs 14.7, P <.001). On average, participants spent more time on the website at months 1, 4, and 6 compared to all other months, with maximum use at month 4. Both log-ins and time spent on the website were significantly related to intervention success (achieving higher mean minutes of MVPA per week at follow-up: b=.48, SE 0.20, P=.02 for objectively measured MVPA and b=.74, SE 0.34, P=.03 for self-reported MVPA at 12 months, controlling for baseline). Furthermore, those meeting guidelines by the Centers for Disease Control and Prevention for PA at 12 months (≥150 minutes per week of MVPA) logged on significantly more than those not meeting guidelines (35 vs 20 over 12 months, P=.002). Among participants in the intervention arm, goal-setting features, personal PA reports, and PA tips were the most used portions of the website. Higher use of these features was associated with greater success in the program (significantly more minutes of self-reported MVPA at 12 months controlling for baseline). Specifically, one additional use of these features per month
over 12 months translated into an additional 34 minutes per week of MVPA (goals feature), 12 minutes per week (PA tips), and 42 minutes per week (PA reports).

**Conclusions:** These results demonstrate that greater use of a tailored, Web-based PA intervention, particularly certain features on the site, was significantly related to increased PA levels in Latinas.

**Trial Registration:** ClinicalTrials.gov NCT01834287; https://clinicaltrials.gov/ct2/show/NCT01834287
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**Introduction**

Robust evidence supports physical activity (PA) in the prevention and management of numerous chronic health conditions, including obesity, hypertension, type 2 diabetes, cardiovascular diseases, and many types of cancer [1]. Despite these well-established benefits of regular PA, most Americans are insufficiently active [2]. Interventions designed to promote PA have had mixed success, and even those that have resulted in overall increases in PA have shown a range of adherence to behavior change among individuals [3]. A better understanding of the intervention features that successfully promote PA can inform the development of more efficient and broadly effective interventions.

Treatment engagement is a consistent predictor of success in health behavior interventions [4-6]. It is analogous to taking medication as prescribed; if the proper dose is not taken, the medication will be less effective. One of the greatest challenges facing behavioral scientists, therefore, is designing interventions to optimize treatment engagement and adherence and, in effect, maximize efficacy [7]. Delivering intervention materials and information in convenient and efficient ways may help to increase their uptake.

Use of technology, such as the Web, could be a promising solution for increasing engagement. Internet-based interventions offer numerous benefits for researchers and participants such as convenience, portability, adaptability, cost effectiveness, and reach. Internet-based interventions can incorporate multiple behavioral adherence strategies such as self-monitoring, social support, and goal-setting in a more accessible manner than in-person or print-based health behavior change interventions, and the interactive features of websites could promote participant engagement [4]. Additionally, internet-based interventions allow for objective measures of participant engagement by tracking variables such as number of log-ins, page clicks, and time spent on various components of the intervention. As internet-based interventions have achieved mixed success (ie, some are successful and others are not) [8], a more thorough examination of these objective measures of engagement could be especially useful in illuminating which intervention features promote not only engagement in the intervention but also successful behavior change.

In addition to promoting and tracking participant engagement, internet-based interventions could be an especially effective delivery channel for racial and ethnic minorities. Internet use in Latinos has grown markedly in recent years [9]. In 2015, 84% of Latinos were online with the fastest growing use among immigrant Hispanics and those who are Spanish dominant [10]. The Latino population also reports lower levels of PA than non-Latino whites [11]. Latina women report less activity than non-Latino white women and Latino men, and Latinas also experience higher rates of obesity, diabetes, and other chronic conditions related to inactive lifestyle [11]. Given the rise in internet use among Latinas and the potential of internet-based interventions to incorporate features associated with successful behavior change, internet-based interventions may be particularly appropriate for promoting PA in Latinas.

The purpose of this paper was to examine participant engagement with various features of an internet-based PA intervention for Latinas and explore how use of these features was differentially associated with adoption and maintenance of PA behavior change.

**Methods**

**Overview of Trial**

The Pasos Hacia La Salud study was a randomized controlled trial of an internet-based PA intervention versus a wellness contact control in Latinas (N=205). Engagement data were collected between 2011 and 2014 and included information on website use (number of log-ins, time spent on websites, and number of times PA goals were set, personal PA reports were accessed, and PA tips features were used throughout the project period). Minutes of moderate to vigorous physical activity (MVPA) were measured subjectively and objectively at baseline, 6 months, and 12 months.

**Setting and Sample**

The study was conducted at the University of California, San Diego, and human subjects approval was obtained from the institutional review board. The study was registered as a clinical trial [NCT01834287]. Participants in the trial included underactive Latinas (defined as participating in MVPA less than 60 minutes per week) aged between 18 and 65 years with regular internet access through home, work, or their community. Individuals were excluded from participation if they had any serious medical condition that would make unsupervised PA unsafe or were unable to read or speak Spanish fluently and demonstrate adequate functional health literacy (scoring at least a 17 on the Short Test of Functional Health Literacy in Adults [12]; currently pregnant or planning to become pregnant in the next year; planning to move from the area within the next year; hospitalized due to a psychiatric disorder in the past 3 years; or...
taking medication that may impair PA tolerance or performance [13]. The setting, sample, and primary outcomes are described in further detail in previously published manuscripts [13,14].

Protocol
Participants were screened for initial eligibility by phone and then completed baseline PA assessments before being randomly assigned to one of two Spanish language internet-based conditions: Tailored Physical Activity Internet Intervention or Wellness Contact Control Internet Intervention. A detailed description of study protocols can be found elsewhere [13]. At the baseline randomization visit, research staff explained the intervention and participant expectations and helped intervention arm participants set realistic PA goals, identify potential barriers and potential solutions, and learn to use website features.

Tailored Physical Activity Internet Intervention
The Tailored Physical Activity Internet Intervention was based on the transtheoretical model [15] and social cognitive theory [16]. Participants in this arm received access to the intervention website and completed monthly online surveys that generated automated tailored PA feedback reports on relevant theoretical constructs such as current stage of motivational readiness for PA, self-efficacy, and processes of change, as well as normative and progress feedback (ie, how they compared on these variables vs others who were already meeting guidelines and to their own prior responses) and useful facts on PA health benefits, stretching, and heart rate monitoring. The reports drew from a bank of more than 300 messages addressing different levels of these psychosocial and environmental factors affecting PA. In addition, participants received an online manual that was matched to their motivational readiness for PA. The manual emphasized strategies for increasing PA such as goal-setting, self-monitoring, problem-solving barriers, methods for increasing social support, and rewarding oneself for meeting PA goals.

Additional website features included (1) self-monitoring of minutes of PA and steps, (2) goal setting with graphs to compare goals to recorded minutes, (3) a message board to foster social support between participants, (4) an “ask the expert” section where participants could anonymously ask questions to a PhD-level researcher, and (5) online resources such as free exercise videos and maps to create walking routes. The intervention group received email prompts to access the intervention website weekly during month 1, biweekly during months 2 and 3, and monthly during months 4 to 6, with new PA information tip sheets made available on this schedule. Participants received monetary incentives to complete the study requirements, including $10 each month for completing the online monthly questionnaires. They also received a pedometer to track their steps (although minutes of MVPA rather than step count was the outcome of interest).

Wellness Contact Control Internet Group
The Wellness Contact Control Internet Group received access to a Spanish language website with information on health topics other than PA. The Web-based content focused on diet and other factors associated with cardiovascular disease risk and included information from a series on heart health developed for Latinos by the National Heart Lung and Blood Institute. Control arm participants received the same number of email contacts on the same schedule as the intervention arm and also completed monthly surveys on wellness topics for the same $10 incentive offered to intervention arm participants.

Measures
Demographics were assessed at baseline with a brief questionnaire assessing age, education, income, occupation, race, ethnicity, history of residence in the United States, marital status, and acculturation.

PA was measured subjectively using the 7-Day Physical Activity Recall (7-Day PAR) and objectively using accelerometers. The 7-Day PAR is an interviewer-administered instrument that provides an estimate of weekly minutes of PA and has consistently demonstrated acceptable reliability, internal consistency, and concurrent validity with objective measures of activity [17-19]. Accelerometers measure both movement and intensity of activity and have been validated with heart rate telemetry [20] and total energy expenditure [21]. Participants were asked to wear the accelerometer on their left hip for 7 days. Valid wear time was classified as 5 days of at least 600 minutes of wear time each day or at least 3000 minutes of wear time over 4 days. To be counted in the total minutes per week of MVPA, activity had to occur in ≥10-minute bouts, per the national PA guidelines at the time of the study. Accelerometer data was processed using the ActiLife software, with the established cut point of 1952 counts per minute to meet the minimum threshold for moderate intensity activity [22].

Website use was tracked throughout the project period using built-in software. Variables of interest included number of log-ins and time spent on websites for all participants, as well as the number of times key intervention website features related to PA goal-setting, personal PA reports, PA tips, and message board for social support were used. Self-reported satisfaction with the website was measured using consumer satisfaction questions on the follow-up surveys.

Data Analysis
Overall log-ins to the study website were summarized monthly and compared between groups at each month using t-tests. In addition, changes over time in number of log-ins within group was compared using a generalized linear model. Total time spent on the website was calculated for each arm during the intervention period (baseline to 6 months), maintenance period (6 to 12 months), and total study period (baseline to 12 months). Using a series of generalized linear models, we tested the effect of total time spent on the website and total number of log-ins over 12 months on both primary measures of intervention success (minutes per week of MVPA collected subjectively via the 7-day PAR and objectively via accelerometer). Models were adjusted for baseline MVPA, group, and wear time (in the case of accelerometer).

As a secondary outcome, we examined the effects of time spent on the website and number of log-ins on the odds of meeting national American College of Sports Medicine (ACSM) guidelines [23] for MVPA (≥150 minutes per week) at 12 months, measured subjectively and objectively.
Using a series of generalized linear models, we tested the association between time using each feature and PA outcomes (self-report and objectively measured minutes per week of MVPA) using a series of univariate models. Significant features (defined as those for which increases in use were significantly associated with increased minutes of MVPA at 12 months controlling for baseline) were then considered as part of a multivariate model predicting 12-month outcomes.

Associations between log-ins and targeted psychosocial constructs during the adoption phase were explored using a series of generalized linear models in which the mean value of the construct (e.g., self-efficacy) at 6 months (primary end point) was regressed on baseline value of the construct, number of log-ins over 6 months, and treatment arm.

Finally, self-reported satisfaction with the website was summarized, and descriptive statistics are reported for the intervention arm. All analyses were carried out in SAS 9.3 (SAS Institute), with significance level set at alpha=.05 a priori.

### Results

Participants (N=205) were all Latina, mostly Mexican American (172/205, 83.9%), with an average age of 39.2 (SD 10.5) years. Full descriptions of participant demographics are presented in Table 1.

#### Physical Activity Outcomes

Main outcomes of self-reported and objectively measured minutes of MVPA in both groups across all time points are reported in Table 2. Intervention arm participants demonstrated significantly greater gains in MPVA than control arm participants. Intervention participants were more likely to report meeting ACSM guidelines (≥150 minutes per week of MVPA) than control participants at 6 (31% vs 12%) and 12 (29% vs 19%) months, although group differences were not significant with accelerometer data at 6 (13% vs 9%) or 12 (16% vs 13%) months.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention (n=104)</th>
<th>Control (n=101)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hispanic, n (%)</td>
<td>104 (100)</td>
<td>101 (100)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>38.8 (10.6)</td>
<td>39.6 (10.4)</td>
</tr>
<tr>
<td>First generation in the United States, n (%)</td>
<td>90 (86.5)</td>
<td>78 (77.2)</td>
</tr>
<tr>
<td>Body mass index (kg/m$^2$), mean (SD)</td>
<td>29.1 (5.8)</td>
<td>28.6 (4.5)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>47 (45.2)</td>
<td>59 (58.4)</td>
</tr>
<tr>
<td>Mixed</td>
<td>18 (17.3)</td>
<td>15 (14.9)</td>
</tr>
<tr>
<td>Other</td>
<td>32 (30.8)</td>
<td>19 (18.8)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mexican</td>
<td>86 (82.7)</td>
<td>87 (86.1)</td>
</tr>
<tr>
<td>Columbian</td>
<td>2 (1.9)</td>
<td>5 (5.0)</td>
</tr>
<tr>
<td>Guatemalan</td>
<td>2 (1.9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Puerto Rican</td>
<td>1 (1.0)</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td>Dominican Republic</td>
<td>1 (1.0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>15 (14.4)</td>
<td>11 (10.9)</td>
</tr>
<tr>
<td><strong>Yearly household income, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $30,000</td>
<td>72 (69.3)</td>
<td>64 (63.5)</td>
</tr>
<tr>
<td>$30,000-$50,000</td>
<td>18 (17.3)</td>
<td>25 (24.7)</td>
</tr>
<tr>
<td>$50,000 or more</td>
<td>10 (9.6)</td>
<td>7 (6.9)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>4 (3.8)</td>
<td>5 (5.0)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>51 (49.0)</td>
<td>41 (41.0)</td>
</tr>
<tr>
<td>Part-time</td>
<td>26 (25.0)</td>
<td>30 (30.0)</td>
</tr>
<tr>
<td>Full-time</td>
<td>26 (25.0)</td>
<td>29 (29.0)</td>
</tr>
<tr>
<td>Refused/no answer</td>
<td>1 (1.0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>15 (14.6)</td>
<td>14 (13.9)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>16 (15.5)</td>
<td>8 (7.9)</td>
</tr>
<tr>
<td>Vocational/technical</td>
<td>15 (14.6)</td>
<td>12 (11.9)</td>
</tr>
<tr>
<td>Some college</td>
<td>57 (55.4)</td>
<td>67 (66.3)</td>
</tr>
<tr>
<td><strong>Language spoken in home, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only Spanish</td>
<td>42 (40.4)</td>
<td>35 (34.7)</td>
</tr>
<tr>
<td>More Spanish</td>
<td>32 (30.8)</td>
<td>33 (32.7)</td>
</tr>
<tr>
<td>Both equally</td>
<td>16 (15.4)</td>
<td>24 (23.8)</td>
</tr>
<tr>
<td>More English</td>
<td>12 (11.5)</td>
<td>5 (5.0)</td>
</tr>
<tr>
<td>Only English</td>
<td>2 (1.9)</td>
<td>4 (4.0)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>52 (50.0)</td>
<td>58 (57.4)</td>
</tr>
<tr>
<td>Living with partner</td>
<td>5 (4.8)</td>
<td>6 (5.9)</td>
</tr>
<tr>
<td>Separated</td>
<td>14 (13.5)</td>
<td>3 (3.0)</td>
</tr>
<tr>
<td>Divorced</td>
<td>11 (10.6)</td>
<td>17 (16.8)</td>
</tr>
<tr>
<td>Widowed</td>
<td>2 (1.9)</td>
<td>3 (3.0)</td>
</tr>
</tbody>
</table>
Table 2. Self-reported and objective moderate to vigorous physical activity at each study time point.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention, mean (SD)</th>
<th>Control, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>6 months</td>
</tr>
<tr>
<td>Self-reported MVPA(^\text{a}) (min/wk), 7-day PAR(^\text{b}), (n=205)</td>
<td>8.0 (15.0)</td>
<td>112.8 (97.1)</td>
</tr>
<tr>
<td>Accelerometer measured MVPA in 10-min bouts (min/wk), (n=200)</td>
<td>35.8 (69.7)</td>
<td>75.8 (69.7)</td>
</tr>
</tbody>
</table>

\(^{a}\)MVPA: moderate to vigorous physical activity.

\(^{b}\)PAR: physical activity recall.

Treatment Engagement

Overall, participants logged in to the website an average of 22 (SD 28) times over 12 months, with intervention participants logging on significantly more than controls (29 vs 14.7, \(P<.001\)). On average, intervention participants spent more time on the website at months 1, 4, and 6 compared to all other months, with maximum use at month 4. Unadjusted associations between log-ins and self-reported MVPA are presented in Figure 1. Unadjusted associations between log-ins and objectively measured MVPA are presented in Figure 2.

Both log-ins and time spent on the website were significantly related to intervention success (achieving higher mean minutes of MVPA per week at 12-month follow-up, controlling for baseline: \(b=.48\), SE 0.20, \(P=.02\) for objectively measured MVPA and \(b=.74\), SE 0.34, \(P=.03\) for self-reported MVPA). Furthermore, those meeting ACSM guidelines for PA at 12 months (≥150 minutes per week of self-reported MVPA) spent significantly more time on the website than those not meeting guidelines (35 vs 20 minutes over 12 months, \(P=.002\)). Figure 3 illustrates differences in the association between log-ins and self-reported MVPA by group over time. A significant difference in self-reported MVPA was apparent at 6 months for participants who logged in at least 1 time per month in the intervention arm (\(P=.04\)) but not the control arm (\(P=.54\)). At the 12-month follow-up, no difference was apparent in the intervention arm (\(P=.94\)), but the difference approached significance in the control arm (\(P=.054\)).

Among participants in the intervention arm, goal-setting features, personal PA reports, and PA tips were the most used portions of the website. Higher use of these features was associated with greater success in the program (more minutes of self-reported MVPA at 12 months controlling for baseline). Specifically, one additional use of these features per month over 12 months translated into an additional 34 minutes per week of MVPA (goals feature), 12 minutes per week (PA tips), and 42 minutes per week (PA reports). Results of the adjusted analyses are presented in Table 3.

Exploratory analyses suggest that independent of the effect of randomization, number of log-ins was positively associated with greater self-efficacy (\(b=.004\), SE 0.002, \(P=.05\)) and social support (rewards and punishment subscale: \(b=.006\), SE 0.003, \(P=.03\)) at 6 months such that more log-ins was associated with higher 6 months scores on these variables controlling for baseline. There were no significant effects of log-ins on psychosocial constructs (behavioral and cognitive processes, enjoyment, and social support family and friends scores) at 6 months.
Figure 1. Unadjusted association between log-ins and self-reported moderate to vigorous physical activity over 12 months.

Figure 2. Unadjusted association between log-ins and objectively measured moderate to vigorous physical activity over 12 months.
Figure 3. Comparing log-in rates and moderate to vigorous physical activity over time by group.

![Graph showing log-in rates and physical activity over time by group.]

Table 3. Adjusted associations between website components and self-reported moderate to vigorous physical activity at 12 months among intervention participants.

<table>
<thead>
<tr>
<th>Component</th>
<th>$b$</th>
<th>SE</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal setting</td>
<td>2.85</td>
<td>1.38</td>
<td>.04</td>
</tr>
<tr>
<td>Physical activity tips</td>
<td>1.00</td>
<td>0.82</td>
<td>.05</td>
</tr>
<tr>
<td>Physical activity reports</td>
<td>3.49</td>
<td>1.28</td>
<td>.008</td>
</tr>
</tbody>
</table>

$^a$ unstandardized regression coefficient. Models adjusted for baseline physical activity.

Consumer Satisfaction Survey

All participants in the intervention arm reported that the intervention was at least somewhat enjoyable (66/66, 100%), and the majority (62/66, 94%) reported that the website was at least somewhat motivating. Ease of use of the website features was rated on a 5-point scale ranging from not at all easy (0) to very easy (5). The majority of participants reported that the following features were at least somewhat easy to use: recording activity (60/67, 90%), setting goals (59/67, 88%), message board (54/67, 81%), ask the expert (50/67, 75%), and places to be active (38/67, 57%). Less than half of participants (32/67, 48%) reported the MapMyWalk feature to be somewhat or very easy to use. Most participants reported using most of the features, including the self-monitoring/activity record (58/64, 91%), goal setting (58/64, 91%), message board (52/63, 83%), ask an expert (47/63, 75%), places to be active (37/63, 59%), and MapMyWalk (31/63, 49%). However, when asked to rank the most helpful feature of the website, the most commonly first ranked feature was MapMyWalk (10/63, 16%), followed by online exercise resources (6/63, 10%). The majority of participants reported gaining at least some knowledge from the website (64/66, 97%), and most (62/65, 95%) reported that the monthly email questionnaire reminders were at least somewhat helpful.
Discussion

Principal Findings

These results demonstrate that greater use of a tailored, internet-based PA intervention, particularly certain features on the website, was significantly related to increased PA levels in Latinas. These positive dose-response results support the existing treatment engagement literature [24-26] and suggest that PA and other health behavior interventions may be more successful than they appear in intent-to-treat analyses, which include all participants regardless of the actual dose they receive of the intervention. The results from this study are encouraging for health promotion researchers in that they demonstrate that an evidence-based internet-delivered intervention might have higher efficacy when used as intended. Given that lack of engagement is a major obstacle in health promotion research [27], these findings also reveal a need to identify effective strategies to promote engagement and treatment adherence.

Although participants of the Pasos Hacia La Salud intervention reported using most of the intervention features, our analyses of user data revealed that some features were more frequently used than others and that the level of engagement of participants with different intervention features had an effect on the number of minutes per week of MVPA. Engagement in internet-based health promotion interventions may be subject to unique challenges, driven mainly by limited face-to-face contact with participants [27,28]. Internet-based interventions, however, also grant unique opportunities for the implementation of strategies that have been associated with increased engagement, such as tailoring and personalization of messages [26,29,30]. In the Pasos Hacia La Salud intervention, tailoring and personalization were successfully employed in different website elements, including goal-setting and personalized reports; both of these intervention components were associated with the greatest increases in MVPA. On the other hand, increased use of other website features, including the possibility to interact with the researcher through the website and the group chat (meant to provide social support), was not associated with increased MVPA. In previous research, social support has produced mixed results for engagement, with some studies, but not all, showing increased support to be associated with increased engagement and adherence [30-32]. One study found that an online community increased intervention adherence and those who had little support at baseline used and benefited more from this feature compared with those who already had a supportive social network [31]. Perhaps a limitation of the message board feature on our website was that participants were anonymous and did not know each other, so they may not have been motivated to interact with each other or depend on each other for social support. Future research could consider including a social media component as part of the online intervention.

This study also revealed that overall engagement with the website peaked at key study time points (ie, around measurement and intervention visits) but overall decreased over time, which is also consistent with previous literature [24,25]. Moreover, the effect of increased engagement among intervention participants (specifically, logging in at least once per month) on minutes per week of MVPA seems to have dissipated during the maintenance period, as shown in Figure 3, perhaps as a result of this decreased engagement over time. A number of factors may help explain this decline in engagement. For example, participants may have become increasingly independent in their behavior and decreasingly dependent on tools available through the website or they may have become bored with the relatively static content despite regular updates such as daily PA tips and message board discussions. Another potential explanation is that these results may reflect the limited use of prompts and email reminders sent to participants during the tapered maintenance period (months 6 to 12) compared to the active intervention period (months 1 to 6), as previous research suggests that reminders are important to maintain engagement among intervention participants [32]. Curiously, the relationship between monthly log-ins and MVPA minutes in the control group grew stronger at 12 months, nearing statistical significance. Unfortunately we do not have an explanation for this unexpected differential finding. Identifying strategies for continuous engagement with behavior change tools during maintenance stages is an important area for future research. Text messages would be a possible intervention to explore.

Another important research question is to examine whether individuals and populations who are less tech-savvy are less likely to remain engaged with the different features of technology-based interventions. For example, it is notable that the feature MapMyWalk was ranked the most helpful by many intervention participants but was also seen as a less user-friendly feature by approximately half of the participants. Although this feature might have filled a specific need among those who were able to use it, increased user-friendliness might have enabled more participants to benefit from it. Thus, it is important to identify strategies to simplify this and similar intervention features to make them more accessible to participants who may be less tech-savvy in order to promote increased engagement and ensuing behavior change. Furthermore, future research should test interface design features that might better engage Latino populations so they are more likely to access and effectively use internet-based interventions for improving physical activity and other health behaviors. For example, future research could include delivery of internet- or app-based interventions that can be accessed on mobile phones rather than computers, as Latinos are heavily reliant on mobile phones for their internet access, more than other ethnicities. While Latinos have lagged other groups in accessing the internet and having broadband at home, they have been among the most likely to own a mobile phone and access the internet from a mobile device.

The results of this study are particularly encouraging for researchers focusing on Latino populations, who face a higher risk of chronic diseases and other health problems related to insufficient PA. Linguistically and culturally adapting existing evidence-based treatment materials to match the needs of this underserved population and delivering them via the internet appears to be a feasible way to reach this population. Overall, the majority of intervention participants reported some knowledge gain and found the intervention to be at least...
somewhat enjoyable and engaging. Additionally, successfully engaging participants in online tools to address behavior change techniques appears to result in significant increases in PA. Moreover, the frequency and time necessary for these significant gains was relatively minimal, suggesting that the participant burden was low and the cost was effective.

Limitations

This study has certain limitations. Mainly, adherence and engagement cannot be experimentally tested, and thus we cannot rule out confounding variables driving the observed relationships. Other factors (eg, self-efficacy, motivation to change) may be driving both engagement and changes in MVPA. Additionally, although we have objective measures of engagement, such as number of log-ins and time spent on the website, these measures may be susceptible to error. For example, time spent on the website may be imprecise if participants remained logged into the website for a period of time but did not engage with it throughout the entire period (for example, if they were browsing other websites while remaining logged in to the study website). Nevertheless, by using two different objective measures of engagement (log-ins and time spent), as opposed to solely one measure, we aimed to corroborate the results and strengthen the evidence. Another limitation is that a component of the study intervention was emailing participants to remind them to log in and complete their monthly questionnaire in order to receive a $10 incentive, which may have differentially influenced the amount of user engagement with different features of the website, specifically encouraging use of the personalized reports feature. However, it may have also served to drive participants to the website when they would not have otherwise logged in at all and increased log-ins and time spent on multiple features of the website. As such incentives may not be replicable in dissemination of Web-based interventions, future research should examine the role and importance of incentives in website engagement. Monetary and nonmonetary (eg, attention, social support) incentives to participate in this study are not scalable in real-world settings, and thus the generalizability of the results from a public health standpoint should be tempered.

Conclusions

Overall, results of this study suggested that greater use of an internet-based PA intervention, particularly certain features of the website, was significantly related to increased PA levels in Latinas. These results are encouraging from a public health perspective because this type of intervention can be delivered on a large scale at a relatively low cost once it is developed and published online. Because data suggests that Latinas are using the internet and other technology-based devices at a rapid pace, developing and disseminating these types of interventions is a potentially cost-effective way to help address the PA-related health disparities faced by this population. These findings also emphasize the importance of identifying effective ways to promote engagement and adherence to specific components to help ensure that participants receive the intended dose of the intervention.
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Abstract

Background: Accurate measurement of medication adherence using classical observational studies typically depends on patient self-reporting and is often costly and slow. In contrast, digital observational studies that collect data directly from the patient may pose minimal burden to patients while facilitating accurate, timely, and cost-efficient collection of real-world data. In Germany, ~80% of patients with multiple sclerosis (MS) treated with interferon beta 1b (Betaferon) use an electronic autoinjector (BETACONNECT), which automatically records every injection. Patients may also choose to use a medical app (myBETAapp) to document injection data and their well-being (using a “wellness tracker” feature).

Objective: The goal of this pilot study was to establish a digital study process that allows the collection of medication usage data and to assess medication usage among patients with MS treated with interferon beta-1b who use myBETAapp.

Methods: The PROmyBETAapp digital observational study was a mixed prospective and retrospective, noninterventional, cohort study conducted among users of myBETAapp in Germany (as of December 2017: registered accounts N=1334; actively used accounts N=522). Between September and December 2017, users received two invitations on their app asking them to participate. Interested patients were provided detailed information and completed an electronic consent process. Data from consenting patients’ devices were collected retrospectively starting from the first day of usage if historical data were available in the database and collected prospectively following consent attainment. In total, 6 months of data on medication usage behavior were collected along with 3 months of wellness tracker data. Descriptive statistics were used to analyze persistence, compliance, and adherence to therapy.

Results: Of the 1334 registered accounts, 96 patients (7.2%) provided informed consent to participate in the study. Of these, one patient withdrew consent later. For another patient, injection data could not be recorded during the study period. Follow-up of the remaining 94 patients ended in May 2018. The mean age of participants was 46.6 years, and 50 (53%) were female. Over the 6-month study period, persistence with myBETAapp usage was 96% (90/94), mean compliance was 94% of injections completed, and adherence (persistence and ≥80% compliance) was 89% (84/94). There was no apparent difference between male and female participants and no trend across age groups. The wellness tracker was used by 21% of participants (20/94), with a mean of 3.1 entries per user.

Conclusions: This study provides important information on medication usage among patients with MS treated with interferon beta-1b and on consenting behavior of patients in digital studies. In future studies, this approach may allow patients’ feedback to be rapidly implemented in existing digital solutions.

Trial Registration: ClinicalTrials.gov NCT03134573; https://clinicaltrials.gov/ct2/show/NCT03134573

(J Med Internet Res 2019;21(7):e14373) doi:10.2196/14373

http://www.jmir.org/2019/7/e14373/
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Introduction

Background

Inadequate medication usage is a major challenge in all diseases requiring long-term treatment [1]. Although adherence is typically high during the treatment of acute conditions, for chronic diseases, it decreases dramatically after the first 6 months of therapy [2]. Despite the importance of adherence to therapy, assessing medication usage in real-world settings is challenging. Large-scale retrospective studies are typically conducted using prescription data, but may not accurately measure adherence to treatment regimens [3]. Furthermore, accurate methods of measuring medication adherence using classical observational studies typically depend on patient self-reporting and are often costly and slow. In particular, longitudinal studies, needed to assess adherence over time, are more costly than cross-sectional studies or database analyses [4,5], and repeated clinic visits can be a burden for both clinicians and patients [6]. In contrast, digital observational studies that collect data directly from the patient may pose minimal burden to patients while facilitating accurate, timely, and cost-efficient collection of real-world data on medication usage.

One chronic disease for which adherence to medication is important is multiple sclerosis (MS), a chronic autoimmune disease of the central nervous system, which typically starts in young adulthood. The most common subtype of MS is relapsing–remitting MS, which is characterized by episodes of neurological dysfunction (relapses) separated by periods of remission and recovery [7]. There is no cure for MS, and effective disease management requires strict adherence to treatment regimen dose and administration schedules, typically involving disease-modifying drugs (DMDs) [8-11]. However, 25%-50% of patients with MS taking DMDs are not adherent [12,13]; among patients using injectable DMDs, the most common reason for nonadherence is forgetting to administer the injection [12]. Medication adherence among patients with MS has a direct effect on treatment outcomes, including relapse rates and health-related quality of life [8,9], as well as on health care resource utilization and costs [8-10].

In Germany, ~80% of patients with MS treated with interferon beta-1b (Betaferon) use an electronic autoinjector (BETACONNECT; Bayer, Leverkusen, Germany), which automatically records every injection. Patients may also choose to use a medical app (myBETAapp) [14] to document injection data, which can be automatically transferred from the electronic autoinjector or entered manually. Patients can also use the app to document their wellbeing using the “wellness tracker” feature, which allows them to manually record the following data on a Likert scale: ability to walk, coordination, energy level, bladder control, exercise level, memory, vision, bowel control, emotions, and eating habits. In addition, for patients who have first provided informed consent for their data to be stored in the myBETAapp database, whenever their smartphone is connected to the internet, the injection-related data and the wellness-related data are transferred to an external server under the surveillance of an external host. If patients agree (by signing a second electronic informed consent form together with their treating health care provider), data can be shared with their health care provider via an independently hosted online database (Figure 1). The three components of the BETACONNECT system—the autoinjector, myBETAapp, and the BETACONNECT Navigator—constitute an ecosystem aimed at supporting patients with MS.

Previous studies have shown that electronic autoinjector use is associated with a high level of adherence and patient satisfaction [15,16]. In addition, most patients (70/75) using myBETAapp find it helpful for regular injections, and approximately half (34/75) use the data sharing feature [17].
Objectives

The widespread use of the electronic autoinjector in Germany makes it an ideal setting for a digital observational study. The goals of this pilot study were to establish a digital study process that allows the collection of medication usage data and to investigate medication usage among patients treated with interferon beta-1b using myBETAapp. In addition, we aimed to investigate the proportion of patients consenting to participate in the study, and the proportion willing to use the wellness tracker.

Methods

Study Design and Patients

The PROmyBETAapp digital observational study (trial registration: NCT03134573 [18]) was a mixed prospective and retrospective, noninterventional, cohort study conducted among users of myBETAapp in Germany (as of December 2017, registered accounts: N=1334, actively used accounts: N=522; active usage of an account is defined as having actively added, deleted, or changed data in myBETAapp during the previous month). Adult patients with MS treated with interferon beta-1b were eligible to participate in the study if they were using the app and provided electronic informed consent.

Study Conduct and Ethics Approval

Between September and December 2017, users received two invitations on their app asking them to participate. Patients who expressed interest in the study (by pressing a button) were presented with more detailed information in a sequential manner: background, aim of the study, study design and data usage, data privacy including how to give and withdraw consent, and contact information at the database host and Bayer in case of questions. After each sequence, patients were required to confirm that they had understood the information and were finally asked to give their consent to participate. The patient informed consent document included text requesting patients to report any side effects or possible side effects to their physicians or nurses, or directly to the Bayer pharmacovigilance department. Only patients consenting to all steps were able to participate in the study.

The study protocol was approved by the ethics committee of the Nordrhein Medical Chamber (approval number AZ 2017170).

In this observational study, interferon beta-1b was prescribed in accordance with the terms of the marketing authorization. There was no assignment of a patient to a particular therapeutic strategy. The treatment decision fell within current practice, and the prescription of the medicines was clearly separated from the decision to include the patient in the study. No additional diagnostic or monitoring process was required for enrolment or during the study. Furthermore, patients made their decisions to use myBETAapp and participate in the study freely. In addition, patients were free to withdraw from the study at any time and without giving a reason; after withdrawal of a patient from the study, data from that patient were not used for any
further analyses. No investigator was involved in the patient recruitment or data collection processes.

**Data Collection**

Data from consenting patients’ devices were collected retrospectively, starting from the first day of usage if historical data were available in the database and collected prospectively following consent attainment. In total, 6 months of data on medication usage behavior were collected along with 3 months of wellness tracker data. With respect to the wellness tracker, the only data recorded were whether a participant used it and, if so, how often. All data collected in myBETAapp were transferred via the internet to a database hosted by TWT Digital Health GmbH (Heidelberg, Germany). Data collected directly or calculated by TWT Digital Health GmbH based on directly collected data are listed in Table 1.

**Table 1.** Data derived from the electronic autoinjector and myBETAapp (directly collected or calculated) that were transferred to the study database.

<table>
<thead>
<tr>
<th>Data</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BETACONNECT injection</strong></td>
<td></td>
</tr>
<tr>
<td>patient_id</td>
<td>Patient identifier</td>
</tr>
<tr>
<td>injection_date_time_timestamp_utc</td>
<td>Data recorded via BETACONNECT: date and time of injection within the first 6 months of usage</td>
</tr>
<tr>
<td>dose</td>
<td>Data recorded via BETACONNECT: dose of interferon beta-1b; possible values: 0.25, 0.5, 0.75, 1.00</td>
</tr>
<tr>
<td>injection_site</td>
<td>Data recorded via BETACONNECT: “unknown”; manual data entry via myBETAapp</td>
</tr>
<tr>
<td>flag_manual_autoinjector</td>
<td>Autoinjector: data recorded via BETACONNECT; Manual: data manually entered by patient into myBETAapp</td>
</tr>
<tr>
<td>needle_depth</td>
<td>Data recorded via BETACONNECT: injection depth; possible values: 8, 10, 12</td>
</tr>
<tr>
<td>injection_speed</td>
<td>Data recorded via BETACONNECT: speed of injection; possible values: low, medium, high</td>
</tr>
<tr>
<td><strong>Patient</strong></td>
<td></td>
</tr>
<tr>
<td>patient_id</td>
<td>Patient identifier</td>
</tr>
<tr>
<td>acceptance_date_utc</td>
<td>Date of patient’s consent to participate</td>
</tr>
<tr>
<td>first_injection_date_utc</td>
<td>Not used for analysis</td>
</tr>
<tr>
<td>age</td>
<td>Age of patient</td>
</tr>
<tr>
<td>gender</td>
<td>Gender of patient; possible values: M, F</td>
</tr>
<tr>
<td>complete_wellness_number</td>
<td>Number of completed wellness tracker entries within the first 3 months of usage</td>
</tr>
</tbody>
</table>

**Data Quality**

Data stored in the database were cleaned before analysis. Patients were free to choose not to download their injection data from the electronic autoinjector into the app, instead documenting injections manually or choosing not to record any injection information in the app. In addition, a number of factors could have affected the quality of the collected data, including data collection and synchronization of data from the electronic autoinjector at multiple time points, patient preferences for the myBETAapp reminder function, and settings for forwarding data from the app to the database. As a result, it was possible for the database to include multiple injection records for a given day. Therefore, prior to data analysis injection, data were automatically corrected according to the rules described in Textbox 1. Redundant data not considered by these rules were not cleaned manually. All data transferred to Bayer were anonymized.

**Textbox 1.** Data cleaning procedure.

- **Identical data entries**
  - Duplicate data entries were deleted.

- **Multiple data entries on same day**
  - If more than one autoinjector record or more than one manual data entry was available for the same day, the last entry (ordered by time) was kept.

- **Combination of manual and autoinjector data on the same day**
  - If both autoinjector and manual data entries were present for a given day, the autoinjector record was used.
  - If the autoinjector record injection site was “unknown,” the injection site from the manual record was substituted.
  - If the autoinjector record included injection site data, the autoinjector record was used, even if the manual record included different injection site data.
Statistical Analysis

Statistical Methods

Analyses of persistence, compliance, and adherence, defined as shown in Textbox 2, were conducted using descriptive statistics. The analyses included a stratified analysis according to gender and age subgroups.

Missing data can result from various reasons, including technical issues and patients choosing not to document additional information on injections via the app.

Textbox 2. Study definitions.

- Persistence: The patient was still using interferon beta-1b at the end of the 6-month study period.
- Compliance: Percentage of expected doses actually injected.
- Adherence: The patient was both persistent and ≥80% compliant.

Study Size

Injection-related data from 40 patients would allow determination of mean compliance (%) with ±10% for a two-sided approximate 95% CI with >99% confidence (assuming an SD of 15%-20%).

Sensitivity Analysis

Sensitivity analyses were conducted on data derived from the BETACONNECT autoinjector only. A patient was included in the sensitivity analysis if he/she had only injection data recorded by the BETACONNECT throughout the observation period.

Results

Participants

Of the 1334 registered myBETAapp accounts, 96 patients (7.2%) provided their informed consent to participate in the study. Of these, one patient withdrew informed consent later. For another patient injection data could not be recorded during the study period, apparently because of a technical issue. Follow-up of the remaining 94 patients ended in May 2018. The mean age of participants was 46.6 years, 50 (53%) were female, and 44 (47%) were male (Table 2).

Table 2. Study participants according to their age (N=94).

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>Total, n (%)</th>
<th>Female, n (%)</th>
<th>Male, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;30</td>
<td>10 (11)</td>
<td>9 (18)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>30-39</td>
<td>23 (24)</td>
<td>14 (28)</td>
<td>9 (20)</td>
</tr>
<tr>
<td>40-49</td>
<td>32 (34)</td>
<td>15 (30)</td>
<td>17 (39)</td>
</tr>
<tr>
<td>50-59</td>
<td>15 (16)</td>
<td>5 (10)</td>
<td>10 (23)</td>
</tr>
<tr>
<td>≥60</td>
<td>14 (15)</td>
<td>7 (14)</td>
<td>7 (16)</td>
</tr>
</tbody>
</table>

Data Collected

Injection Data

For most patients (54/94, 57%), only autoinjector data were available, while 26 of 94 patients (28%) used both autoinjector data and manual documentation (Table 3). In total, 31 of the 50 female participants (62%) and 23 of the 44 male participants (52%) did not enter any manual data. In the group aged 30-39 years, only 8 of the 23 patients (35%) used autoinjector data alone, and 11 (48%) used both autoinjector data and manual documentation. The majority of participants (60/94, 64%) recorded injection location data.
### Table 3. Injection and wellness tracker data collected (N=94).

<table>
<thead>
<tr>
<th>Data</th>
<th>Total</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Injection, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Injection patterns</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autoinjector data only</td>
<td>54 (57)</td>
<td>31 (62)</td>
<td>23 (52)</td>
</tr>
<tr>
<td>Manual data only</td>
<td>14 (15)</td>
<td>8 (16)</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Both autoinjector and manual data</td>
<td>26 (28)</td>
<td>11 (22)</td>
<td>15 (34)</td>
</tr>
<tr>
<td><strong>Injection location data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>60 (64)</td>
<td>31 (62)</td>
<td>29 (66)</td>
</tr>
<tr>
<td>No</td>
<td>34 (36)</td>
<td>19 (38)</td>
<td>15 (34)</td>
</tr>
<tr>
<td><strong>Wellness tracker</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Use of wellness tracker, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20 (21)</td>
<td>13 (26)</td>
<td>7 (16)</td>
</tr>
<tr>
<td>No</td>
<td>74 (79)</td>
<td>37 (74)</td>
<td>37 (84)</td>
</tr>
<tr>
<td><strong>Number of wellness tracker entries per user</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of users</td>
<td>20</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>3.1 (4.1)</td>
<td>3.6 (5.1)</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Minimum</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Q1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Median</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Q3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Maximum</td>
<td>17</td>
<td>17</td>
<td>3</td>
</tr>
</tbody>
</table>

<sup>a</sup>Q1: lower 25% quartile.  
<sup>b</sup>Q3: upper 75% quartile.

### Wellness Tracker Data

Over the 3-month observation period, the wellness tracker was used by 20 of 94 participants (21%), with a mean of 3.1 entries per user (Table 3). Female patients were more likely to use the wellness tracker than male participants (13/50, 26%, vs 7/44, 16%) and made more entries (mean: 3.6 vs 2.0 entries per user).

### Medication Usage

Over the 6-month study period, persistence was 96%, with only 4 of 94 patients discontinuing treatment. The majority of patients did not miss any injections (median compliance: 100%, mean: 94%, Table 4 and Figure 2). Compliance was lowest among patients aged 30-39 years (median 100%, mean 89%). Adherence was 89% over the 6-month observation period (84/94 participants were adherent; Figure 2). There was no apparent difference between female (44/40, 88%) and male (40/44, 91%) participants and no trend across age groups.
Table 4. Persistence, compliance, and adherence in the main analysis and sensitivity analysis groups.

<table>
<thead>
<tr>
<th>Data</th>
<th>Total</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main analysis group</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>94 (100)</td>
<td>50 (53)</td>
<td>44 (47)</td>
</tr>
<tr>
<td><strong>Persistence, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>90 (96)</td>
<td>47 (94)</td>
<td>43 (98)</td>
</tr>
<tr>
<td>No</td>
<td>4 (4)</td>
<td>3 (6)</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Compliance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>93.6 (14.5)</td>
<td>92.9 (15)</td>
<td>94.3 (14)</td>
</tr>
<tr>
<td>Minimum</td>
<td>23.3</td>
<td>35.6</td>
<td>23.3</td>
</tr>
<tr>
<td>Q1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>94.4</td>
<td>94.4</td>
<td>95.6</td>
</tr>
<tr>
<td>Median</td>
<td>100</td>
<td>99.4</td>
<td>100</td>
</tr>
<tr>
<td>Q3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Maximum</td>
<td>106.7</td>
<td>106.7</td>
<td>106.7</td>
</tr>
<tr>
<td><strong>Adherence, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>84 (89)</td>
<td>44 (88)</td>
<td>40 (91)</td>
</tr>
<tr>
<td>No</td>
<td>10 (11)</td>
<td>6 (12)</td>
<td>4 (9)</td>
</tr>
<tr>
<td><strong>Sensitivity analysis group</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>54 (100)</td>
<td>31 (57)</td>
<td>23 (43)</td>
</tr>
<tr>
<td><strong>Persistence, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>52 (96)</td>
<td>29 (94)</td>
<td>23 (100)</td>
</tr>
<tr>
<td>No</td>
<td>2 (4)</td>
<td>2 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Compliance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>93.6 (13.6)</td>
<td>92.8 (15.7)</td>
<td>94.7 (10.5)</td>
</tr>
<tr>
<td>Minimum</td>
<td>35.6</td>
<td>35.6</td>
<td>57.8</td>
</tr>
<tr>
<td>Q1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>95.6</td>
<td>95.6</td>
<td>94.4</td>
</tr>
<tr>
<td>Median</td>
<td>98.9</td>
<td>98.9</td>
<td>100</td>
</tr>
<tr>
<td>Q3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Maximum</td>
<td>101.1</td>
<td>101.1</td>
<td>101.1</td>
</tr>
<tr>
<td><strong>Adherence, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>49 (91)</td>
<td>28 (90)</td>
<td>21 (91)</td>
</tr>
<tr>
<td>No</td>
<td>5 (9)</td>
<td>3 (10)</td>
<td>2 (9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Q1: lower 25% quartile.
<sup>b</sup>Q3: upper 75% quartile.
Sensitivity Analysis
All analyses performed for the full analysis set (N=94) were repeated in the subgroup of patients for whom only autoinjector data were available (N=54; Table 4). The demographics of the sensitivity analysis group (mean age, 47.2 years; 31/54 or 57% female) were similar to those of the full analysis set (Table 2). Persistence (96% in both analyses [90/94 and 52/54 participants included in the full analysis and sensitivity analysis, respectively]), compliance (median: 100%, mean: 94% in full analysis; median: 99%, mean: 94% in sensitivity analysis), and adherence (84/94, 89% in full analysis vs 49/54, 91% in sensitivity analysis) were similar in the two groups.

Discussion
Principal Results
This pilot study demonstrates the feasibility of a digital observational study design, with recruitment, consent, and data collection conducted via myBETAapp, and data retrieved and processed in a time- and cost-efficient manner. The proportion of patients participating was 7.2% of the registered accounts. Injection data were successfully obtained for almost all participants, and the sensitivity analysis showed that useful data can be generated without any manual input from patients. Only a minority of patients chose to use the optional wellness tracker function. The results show that for patients with MS using the app in Germany, persistence, compliance, and adherence over the 6-month period were high.

Comparison With Prior Work
Overall, the proportion of participants who were male (44/94, 47%) was higher than that seen in a recent German observational study of patients with MS using interferons or glatiramer acetate (120/429, 28%) [19]. This proportional shift may be due to the digital study design.

Adherence based on data collected through myBETAapp was slightly higher (84/94, 89%) than that obtained in a previous nondigital study of patients using the electronic autoinjector (62/77, 80.5% [at 24 weeks]) [15]. A potential explanation for
this may be the reminder function implemented in myBETAapp; however, we did not investigate use of this feature in our study. No comparative data on persistence, compliance, or adherence between patients receiving interferon beta-1b who use the myBETAapp and those who do not use the app are available. A similar proportion of adherent patients (131/158, 82.9% [at 24 weeks]) was seen in another nondigital observational study of patients with MS using a different electronic injection system [20]. Therefore, medication usage data obtained through the app are likely to be reliable.

Consistent with previous studies on MS [8,21,22], in this analysis, compliance and adherence to medication were lowest among participants aged 30-39 years. For this group of working-age patients, the effectiveness of MS treatment may have a significant impact on long-term health-related quality of life. One strength of digital observational studies of this kind is the potential to rapidly distinguish patient cohorts for whom particular treatment regimens or support may be appropriate.

Potential of Digital Observational Studies

Compared with classical observational approaches, digital studies have considerable potential to reduce costs and improve efficiency. The costs of conducting longitudinal observational studies can approach those of randomized controlled trials [5], primarily due to the costs associated with clinical sites. In particular, recruitment of a large patient population may necessitate the involvement of many clinical sites, leading to complexity and high costs; in the United States, site management costs make up more than half the cost of phase 4 trials [23]. To avoid site costs, a UK trial of 15,480 patients with diabetes (ASCEND) was conducted by mail, with overall costs an order of magnitude lower than those of traditional clinical studies [24]. However, recruitment in the ASCEND trial was slow [24], a common problem in clinical studies [25]. By enabling eligible patients to be approached rapidly outside of routine clinic visits, digital methods may enable studies to be completed more quickly than traditional studies and at a lower cost. In addition, once the digital platform has been established, the marginal cost of adding additional patients is small, meaning that digital observational studies can potentially enroll very large populations of patients. For example, the Apple Heart Study recently enrolled more than 400,000 participants in a 9-month period [26].

Many patients are happy to take part in clinical studies, both to potentially improve their own treatment and help others by contributing to scientific research [27]. However, participation may be limited for several reasons, including the inconvenience of having to attend additional clinic visits [28]. In addition, patients whose doctors are not investigators in clinical studies may not be offered the opportunity to participate [29]. Both of these barriers to clinical study participation can potentially be overcome by digital study designs, with patients being able to take part in studies remotely and potentially without the direct involvement of their treating physician. Appropriately designed digital recruitment processes may also increase patient engagement; directly approaching patients to participate may make them feel like their contribution is valued and important in a way that being selected by their physician would not. The US Food and Drug Administration’s newly developed MyStudies app is an example of a “platform” app that may facilitate the conduct of digital studies on a large scale [30].

Limitations

This pilot study has several limitations. First, the data used in this study were obtained both prospectively (after informed consent) and retrospectively (before informed consent). Although retrospectively collected data in observational studies are prone to recall bias, we believe that this is not an issue in our study. Although some data were collected before the start of the study, they were collected in the same way as the prospective data, by automatic recording of injection data. However, we cannot exclude the possibility that participation in the PROmyBETAapp study may have changed the injection behavior of the participants. Second, the technology used to obtain data on medication intake behavior using the electronic autoinjector and myBETAapp has not been validated. However, there is no gold standard for recording medication intake in observational studies, and direct surveillance is not feasible in such a setting. Third, technical issues with the smartphone (eg, connection between the electronic autoinjector and the smartphone, or between the smartphone and the server) as well as patients’ decision not to document additional data may have led to missing data, which have not been replaced. Fourth, for the 4% of patients who were classified as nonpersistent, it is not possible to distinguish between patients discontinuing treatment and those simply ceasing to document their injections in the app. Fifth, only patients using interferon beta-1b participated in the study, limiting generalizability to patients using other DMDs. However, the aim of the study was to investigate medication intake behavior among patients using the app, and the electronic autoinjector is only available to patients using interferon beta-1b and not to those using other medications. Sixth, only 7.2% of the registered account users consented to participate in the study, which may further limit generalizability to all patients using interferon beta-1b. Seventh, it is possible that mainly technophile patients who were using myBETAapp decided to participate in the study, which may constitute a selection bias. However, MS predominantly affects young people, who tend to be familiar with using mobile devices and apps, and any bias introduced is likely to be limited. In addition, in this pilot study, the results for persistence, compliance, and adherence were similar among men and women and across age groups. Eighth, the results must be interpreted with caution due to the limited sample size, especially in the gender and age subgroups. Finally, results beyond 6 months are not yet available. However, studies using the same design over longer periods of time are planned.

Conclusions

This study provides important information on medication usage and consenting behavior of patients in digital studies. Persistence, compliance, and adherence over a 6-month period were high for patients with MS using the app. There are some open questions, mainly regarding recruitment and study conduct, which need to be addressed in the future studies. For example, we need to develop more refined approaches to ensure that participating patients are representative of the whole population.
of interest. In this context, data privacy aspects may be important. Specifically, data privacy may determine patients’ willingness to share data, in general (ie, to participate or not participate in a digital study). Willingness to share certain data may further differ by data type, with clinical and wellness data being potentially more sensitive than medication usage data. In addition, we need to use methodology that allows us to differentiate between patients terminating their medication and those simply terminating use of myBETAApp. In future studies, this approach may allow patients’ feedback to be rapidly implemented into existing digital solutions. More comprehensive studies using the digital observational design will be conducted, investigating more clinical and patient-reported outcomes.
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Abstract

Background: Obtaining collateral information from a patient is an essential component of providing effective psychiatric and psychotherapeutic care. Research indicates that patients’ social and electronic media contains information relevant to their psychotherapy and clinical care. However, it remains unclear to what degree this content is being actively utilized by clinicians as a part of diagnosis or therapy. Moreover, clinicians’ attitudes around this practice have not been well characterized.

Objective: This survey aimed to establish the current attitudes and behaviors of outpatient clinicians regarding the incorporation of patients’ social and electronic media into psychotherapy.

Methods: A Web-based survey was sent to outpatient psychotherapists associated with McLean Hospital in Belmont, Massachusetts. The survey asked clinicians to indicate to what extent and with which patients they reviewed patients’ social and electronic media content as part of their clinical practice, as well as their reasons for or against doing so.

Results: Of the total 115 respondents, 71 (61.7%) indicated that they had viewed at least one patient’s social or electronic media as part of psychotherapy, and 65 of those 71 (92%) endorsed being able to provide more effective treatment as a result of this information. The use of either short message service text messages or email was significantly greater than the use of other electronic media platforms ($\chi^2 = 24.1, n=115, P<.001$). Moreover, the analysis of survey responses found patterns of use associated with clinicians’ years of experience and patient demographics, including age and primary diagnosis.

Conclusions: The incorporation of patients’ social and electronic media into therapy is currently common practice among clinicians at a large psychiatric teaching hospital. The results of this survey have informed further questions about whether reviewing patient’s media impacts the quality and efficacy of clinical care.

(J Med Internet Res 2019;21(7):e13218) doi:10.2196/13218
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Introduction

Electronic and social media platforms have become ubiquitous and essential tools in navigating the 21st century [1]. Content stored and shared on these platforms, therefore, contains extensive information about our everyday lives and interactions [2]. Research in the mental health field has begun to explore whether electronic and social media content may contain clinically relevant markers of individuals’ behavior and mental health. During this period of rapid uptake in utilization of these platforms, it is important to understand how they may reflect, impact, or be used to augment treatment for mental health conditions. In this study, we use the term electronic and social media platforms to refer to apps that individuals access on their
mobile phones, tablets, or computers for the purpose of communicating with or sharing content with others. The most prominent examples of these platforms include Facebook, Instagram, email, short message service (SMS) text messaging, and other messaging apps.

A growing body of literature has begun to examine how we may leverage electronic media usage to identify markers of psychiatric illness or response to treatment. Studies analyzing electronic media content have identified differences in language use between healthy individuals and individuals with different psychiatric disorders, suggesting that clinically relevant signals across a wide variety of illnesses can be found in the language used on social media platforms [3,4]. Likewise, a recent study found that analysis of language in Facebook posts can predict the existence of a depression diagnosis in medical records with a similar degree of accuracy as established depression screening surveys [5]. Another study noted that patients’ word usage in emails was a predictor of therapeutic outcomes in a sample of individuals with social anxiety [6]. Another study correlated the frequency of social media posting with health outcomes—those who posted most frequently on Facebook in their sample were more likely to have a diagnosis or positively screen for depression [7].

In examining social media postings, researchers have developed computational models to better predict onsets of psychiatric illnesses. One such study analyzed the Twitter activity of users who reported a clinical depression diagnosis [8]. Researchers retroactively examined participants’ Twitter content from the year before the onset of depression to measure markers of social activity, emotions, and relational concerns. They utilized these markers to create a model predicting the likelihood of depression onset before a clinical diagnosis [8]. In a similar study, researchers created computational methods to screen for markers of depression and posttraumatic stress disorder (PTSD) in Twitter users’ posts [9]. They reviewed the Twitter data of individuals with depression and PTSD from the year before their clinical diagnosis and those of healthy subjects. They found their computational models could distinguish content from healthy and depressed subjects and demonstrated improved accuracy in correctly diagnosing depression and PTSD as compared with the general performance of practitioners [9].

Simultaneously, research has begun to explore patient attitudes toward sharing these electronic media data in the context of clinical care. A recent study surveyed new patients in a psychiatric outpatient setting regarding their use of mobile phones and their willingness to share data collected on their phones with mental health providers [10]. Overall, the survey found moderate willingness among patients in a psychiatric outpatient setting to share data collected via a mobile phone with their clinicians and, unsurprisingly, respondents were more likely to grant a mental health app access to less personal content [10]. Research has also explored mental health providers’ general attitudes toward gathering information about their patients through electronic sources but has not explicitly addressed how clinicians are utilizing patients’ own social media content to inform care [11]. For example, in one study, 20% of responding psychiatrists and psychologists reported searching online for information about their patients either sometimes or often [11]. Of these clinicians, 45% said they would perform a search to cross-check information, 35% would do so out of curiosity, and 60% would do so to gather information. The study did not specify what type of information clinicians were gathering, nor how this information impacted the care they delivered [11].

Studies such as these indicate that electronic and social media can be leveraged as effective predictors and trackers of mental illness, but it remains unclear to what degree this type of content is being actively utilized by clinicians as a part of diagnosis or therapy. Thus, gaps remain regarding how mental health clinicians are utilizing patients’ electronic and social media to identify clinically relevant information to improve care and how they are weighing potential benefits and drawbacks of doing so. To address these gaps, we surveyed mental health clinicians who provide outpatient psychotherapy. The goal of the survey was to establish to what degree clinicians are currently accessing patients’ social and electronic media content, how they are doing so, in what ways they are incorporating this content into therapy, and what concerns they have around this practice. Notably, our project did not seek to characterize electronic communication between clinicians and patients for the purpose of scheduling, follow-up, and other clinical needs.

**Methods**

**Respondents**

The survey population consisted of 115 outpatient psychotherapy clinicians associated with McLean Hospital in Belmont, Massachusetts, who completed a Web-based survey regarding their use of social and electronic media as part of their standard clinical care. The principal investigator emailed the survey to the 244 individuals included on the McLean Hospital master outpatient clinician mailing list. Emails were sent out in 2 rounds of email blasts between April 19, 2018, and June 6, 2018. The first round of emails went to 102 outpatient clinicians who work within formal hospital clinics, and the second went to 142 clinicians doing hospital-based private practice. For both rounds, reminder emails were sent 3, 5, and 8 days following the original email. Of the 244 email recipients, 13 email addresses were deemed undeliverable, resulting in 231 valid email addresses. With 115 total respondents out of 231 recipients, the overall response rate for this survey was 49.8%. The respondents spanned a range of professional disciplines and reflected the diversity of psychotherapy provided at McLean Hospital. The email link to the survey specified that the purpose of the survey was to gain an understanding of whether and how clinicians were accessing electronic media in regular care. We did not collect demographic information on clinicians.

**Survey Instrument**

We were unable to identify an existing instrument that would adequately allow us to capture the breadth of information regarding clinician attitudes and behaviors around use of electronic media. Hence, we developed our own instrument designed by consensus among senior study investigators (KR, CB, and IV) to capture naturalistic use of electronic media in therapy. We built in items to facilitate stratification by qualification and years of experience. We elected to limit...
information about clinician demographics to minimize survey
time and maximize response rate. We next built items to capture
what types of electronic media platforms were used and in which
patient populations this approach had been tried. Finally, we
developed items to capture with greater detail the process of
accessing this information, maintaining privacy, and its
usefulness.

The survey, which is available in Multimedia Appendix 1, was
created using Google Forms and consisted of 17 questions. First,
respondents were asked to indicate their professional degree
and number of years of clinical experience. Respondents were
then asked to respond yes or no to whether they had viewed a
patient’s social or electronic media as part of outpatient
psychotherapy. If they responded no, they were asked whether
or not they had considered viewing this content and the major
factors or concerns they might consider in making the decision.

If they responded yes, they were prompted to answer 12 more
questions aimed at characterizing their use of this content in
psychotherapy. Clinicians were asked which platforms they
accessed and how they accessed them—whether it was directly
with the patient in the session, outside of the session with the
patient’s permission, or indirectly via report from the patient
or their loved ones. The survey also asked with which age
demographic and clinical populations the clinicians used this
approach, with how many patients they used it, and in
approximately how many sessions per patient. Following these
questions, clinicians were asked whether they believed access
to this information helped improve the quality of care they
delivered. Additional details were collected around the process
of accessing this information—namely, which party had
suggested access to this content and whether they had discussed
issues around privacy. Finally, 2 free-response questions allowed
respondents to share their reasons for and concerns about
accessing this type of content in their clinical care.

Data Safety and Storage
The survey was distributed via a private Google Survey
invitation to clinicians’ professional secure email addresses.
Only those with the link were able to access it. Data from the
survey were downloaded and saved on private Partners
Healthcare servers. No identifying information was collected,
unless the respondents chose to volunteer such information at
the end of the survey; there was space for respondents to give
their name and email address if they were interested in learning
more about technology-related projects being conducted at the
hospital. This question was removed from the dataset before
data analysis to deidentify the responses.

Data Analysis
All data analyses were performed using the SPSS 3 (IBM SPSS
Statistics) statistical package. For quantitative items, descriptive
statistics were generated, and then respondents were stratified
by years of clinical experience and by professional degree,
followed by a comparison of differences using chi-square tests.
For questions in which respondents had the option to write
free-text responses, these responses were consolidated into
categories upon consensus by study staff and then recoded
accordingly. As the volume of qualitative data was relatively
low and we had distinct statements from each respondent, we
lected not to use customized qualitative analysis software.
Instead, we adapted a simple qualitative classification approach
[12] and sorted qualitative statements into broad themes which
this study investigators agreed to by consensus.

This project was undertaken as a quality improvement initiative
at McLean Hospital and as such was not formally supervised
by the institutional review board per their policies. The
institutional review board provides a checklist [13] to determine
whether a specific project qualifies as a quality improvement
initiative. A total of 4 of the study investigators (KH, PM, PO,
and IVV) assessed this study simultaneously and independently
using this checklist, and all determined that the project met
criteria to qualify as a QII. We also communicated this to the
institutional review board who confirmed that if the study meant
QII, formal supervision was not required. We utilized the
existing mechanism for mass email communication with
McLean clinicians to appropriately disseminate the survey, and
we specified that responding to the survey was voluntary and
part of an information gathering process.

Results

Respondent Demographics
Of the 115 clinicians who responded to the survey, 31 (27.0%)
hold MDs as their professional degree, 35 (30.4%) hold PhDs,
and 30 (26.1%) hold Licensed Clinical Social Worker (LCSW)
degrees. Other degrees represented in smaller numbers include:
Advanced Practice Registered Nursing degrees, MD/PhD,
Licensed Mental Health Counselor degrees, and MA degrees.
Moreover, 47 (40.9%) respondents have less than 10 years of
clinical experience, 29 (25.2%) have 10 to 20 years of
experience, and 39 (33.9%) have more than 20 years of
experience.

Overall Viewing Rates
Of the 115 respondents, 71 (61.7%) indicated that they had
viewed at least one patient’s social or electronic media as part
of psychotherapy. The remaining 44 (38.3%) indicated that they
had never viewed a patient’s electronic media. A total of 1
respondent who indicated having viewed a patient’s media did
not answer all the subsequent questions regarding this content.
Therefore, some of the follow-up questions for clinicians who
reported yes to viewing media had 71 total responses and some
had only 70 responses.

Of the 44 respondents who have not viewed patient’s media,
10 (23%) said that they have considered incorporating this
content into therapy sessions.

Types of Media Viewed
Table 1 summarizes the breakdown of patients’ social and
electronic media platforms that clinicians viewed. A total of 60
of 70 respondents to this question (86%) viewed SMS text
messages and 56 (80%) viewed emails, making these the most
frequently accessed platforms. The use of either SMS text
messages or email was significantly greater than the use of any
of the other electronic media platforms ($\chi^2 = 24.1, N = 115$,
$P < .001$).
Table 1. Type of media viewed by clinicians.

<table>
<thead>
<tr>
<th>Media type</th>
<th>Responses (yes), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMS (short service message)</td>
<td>60 (86)</td>
</tr>
<tr>
<td>Email</td>
<td>56 (80)</td>
</tr>
<tr>
<td>Facebook</td>
<td>27 (39)</td>
</tr>
<tr>
<td>Call history</td>
<td>13 (19)</td>
</tr>
<tr>
<td>Instagram</td>
<td>12 (17)</td>
</tr>
<tr>
<td>Blogs</td>
<td>7 (10)</td>
</tr>
<tr>
<td>Twitter</td>
<td>7 (10)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>6 (9)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>5 (7)</td>
</tr>
</tbody>
</table>

Clinical Experience and Media Use

A summary of media viewing according to respondents’ clinical experience is shown in Table 2. A total of 33 of the 47 respondents (70%) with less than 10 years of experience and 20 of the 29 respondents (69%) with 10 to 20 years of experience stated they had viewed a patient's social or electronic media; meanwhile, 18 of the 39 respondents (46%) with more than 20 years of experience reported having done so. The relationship between years of experience and viewing rates was significant ($\chi^2 = 6.1$, N=115, $P=.048$). We also performed similar analyses stratifying clinicians by their professional degree but did not note any significant differences between groups or even nonstatistically significant trends.

Methods of Viewing Media

Of the 70 respondents to this question who have viewed patients’ electronic or social media, 62 (89%) reported having viewed this content directly in the patients’ presence, and 46 (66%) indicated having gathered information about the media content through patient self-report, as demonstrated in Table 3.

Table 2. Overall clinician utilization of patient electronic media information in psychotherapy.

<table>
<thead>
<tr>
<th>Media type</th>
<th>Total yes responses, n (%)</th>
<th>&lt;10 years clinical experience, n (%)</th>
<th>10-20 years clinical experience, n (%)</th>
<th>20+ years clinical experience, n (%)</th>
<th>Chi-square (df)</th>
<th>P value (2-sided)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email (n=70)</td>
<td>56 (80)</td>
<td>23 (33)</td>
<td>17 (24)</td>
<td>16 (23)</td>
<td>2.5 (2)</td>
<td>.28</td>
</tr>
<tr>
<td>Text (n=70)</td>
<td>60 (86)</td>
<td>28 (40)</td>
<td>17 (24)</td>
<td>15 (21)</td>
<td>0.2 (2)</td>
<td>.92</td>
</tr>
<tr>
<td>Facebook (n=70)</td>
<td>27 (39)</td>
<td>14 (20)</td>
<td>8 (11)</td>
<td>5 (7)</td>
<td>1.3 (2)</td>
<td>.53</td>
</tr>
<tr>
<td>Instagram (n=70)</td>
<td>12 (17)</td>
<td>5 (7)</td>
<td>4 (6)</td>
<td>3 (4)</td>
<td>0.2 (2)</td>
<td>.92</td>
</tr>
<tr>
<td>Call history (n=70)</td>
<td>13 (19)</td>
<td>4 (6)</td>
<td>3 (4)</td>
<td>6 (9)</td>
<td>3.5 (2)</td>
<td>.17</td>
</tr>
<tr>
<td>Whatsapp (n=70)</td>
<td>5 (7)</td>
<td>1 (1)</td>
<td>3 (4)</td>
<td>1 (1)</td>
<td>2.7 (2)</td>
<td>.26</td>
</tr>
<tr>
<td>Twitter (n=70)</td>
<td>7 (10)</td>
<td>4 (6)</td>
<td>1 (1)</td>
<td>2 (3)</td>
<td>0.8 (2)</td>
<td>.67</td>
</tr>
<tr>
<td>Blogs (n=70)</td>
<td>7 (10)</td>
<td>0 (0)</td>
<td>3 (4)</td>
<td>4 (6)</td>
<td>7.1 (2)</td>
<td>.03</td>
</tr>
<tr>
<td>Snapchat (n=70)</td>
<td>6 (9)</td>
<td>2 (3)</td>
<td>1 (1)</td>
<td>3 (4)</td>
<td>2.1 (2)</td>
<td>.36</td>
</tr>
<tr>
<td>Any</td>
<td>70 (100)</td>
<td>32 (46)</td>
<td>20 (29)</td>
<td>18 (25)</td>
<td>5.4 (2)</td>
<td>.07</td>
</tr>
</tbody>
</table>

*aWe used chi-square tests to compare clinicians who responded yes with using a specific media platform by years of clinical experience.

Table 3. Clinician’s methods of accessing patients’ electronic or social media content.

<table>
<thead>
<tr>
<th>Method of access</th>
<th>Responses (yes), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viewed content directly in patient's presence</td>
<td>62 (89)</td>
</tr>
<tr>
<td>Patient self-report</td>
<td>46 (66)</td>
</tr>
<tr>
<td>Outside of session with permission</td>
<td>14 (20)</td>
</tr>
<tr>
<td>Report from friends or relatives</td>
<td>12 (17)</td>
</tr>
</tbody>
</table>
Patient Demographic
Clinicians reported viewing social or electronic media with the following patient age groups: 20 of 70 (29%) adolescents, 46 (66%) young adults, 46 (66%) adults, and 5 (7%) older adults.

Moreover, clinicians indicated accessing this content most commonly with patients diagnosed with depression or anxiety; 42 of 70 (60%) of yes respondents stated that they viewed media with patients diagnosed with either or both conditions, followed by 32 (46%) with borderline personality disorder. Each of the remaining diagnoses yielded less than 35% of yes responses, as indicated in Tables 4 and 5.

Viewing Frequency
A total of 9 of 70 (13%) clinicians who viewed their patient’s electronic or social media reported doing so only 1 time, whereas 40 (57%) clinicians reported doing so very infrequently. A total of 18 of 70 (26%) reported viewing media content in roughly every 5 to 10 sessions per patient, and 2 (3%) reported viewing it every 2 to 3 sessions. Finally, 1 (1%) reported viewing this content in every session.

Moreover, 12 of 70 (17%) clinicians who viewed their patient’s electronic or social media reported doing so with just 1 to 2 patients, 26 (37%) reported doing so with 3 to 5 patients, 14 (20%) reported doing so with 6 to 10 patients, and 18 (26%) reported doing so with more than 10 patients.

Whose Idea?
A total of 52 of 70 (74%) clinicians reported that it was the patient’s idea to incorporate social and electronic media into psychotherapy, whereas 10 (14%) clinicians reported that it was their own idea. A total of 7 (10%) indicated that it was a mutual suggestion, 1 (1%) reported that it was a family member’s idea, and 1 (1%) indicated that multiple parties suggested it.

Impact on Treatment
We incorporated a single item asking clinicians to rate the extent to which they were able to provide more effective treatment in part because of accessing their patients’ electronic or social media. A total of 17 of 70 (24%) clinicians reported noting significant improvement in the level of care, whereas 30 (42%) reported seeing moderate improvement, 18 (25%) reported slight improvement, and 6 (8%) reported no improvement in their ability to deliver effective care. There were no differences on this measure when we stratified clinicians by years of experience or highest level of training.

Privacy
We inquired whether clinicians had discussed privacy with patients and, if so, who initiated the conversation. A total of 44 of 71 (62%) clinicians who had accessed patients’ social and electronic media indicated that they discussed issues of privacy with the patients. We found that clinicians with greater experience were significantly more likely ($\chi^2 = 13.2, N=115, P=0.01$) to bring up privacy concerns with their patients; 16 of the 18 (89%) clinicians with more than 20 years of experience who viewed this content reported having a conversation around privacy, whereas 12 of 20 (60%) of those with between 10 and 20 years of experience and 16 of 33 (48%) of those with less than 10 years of experience who viewed this content reported doing so.

The majority of clinicians who discussed privacy initiated the conversations themselves; only 2 of 71 (3%) clinicians reported that their patients raised privacy concerns regarding sharing this type of content.

Reasons for Accessing This Content
Of the 71 respondents who indicated having accessed this content, 63 (89%) provided free-text explanations of their motivations for accessing patients’ media as part of clinical care. Using a qualitative analytic approach described in the Methods section, we categorized those responses by consensus into the following 5 general thematic categories, listed below in order of frequency. If comments fell into multiple categories, they were counted under each relevant category. Therefore, the percentages add to 117, rather than 100.

1. To monitor or address a specific target behavior (26/63, 41%)
2. To provide feedback on patients’ electronic communications and behaviors (26/63, 41%)
3. To obtain collateral information on patients’ life (15/63, 24%)
4. To establish working alliance/rapport (4/63, 6%)
5. Logistical reasons (3/63, 5%)

Concerns About Accessing This Content
Of the 71 respondents who indicated having accessed this content, 48 (68%) provided free-text explanations of their concerns regarding accessing this content. On the basis of our qualitative analytic approach described in the Methods section, responses fell into 7 general thematic categories, listed below in order of frequency. In this case, all responses fell into just 1 category, and thus, were counted once.

1. Privacy concerns/ethical boundary (15/48, 31%)
2. No concerns as long as done on patients’ own terms (10/48, 21%)
3. Detracts or distracts from therapy (7/48, 15%)
4. Content is subjective and easily misinterpreted (6/48, 13%)
5. None (6/48, 13%)
6. Time constraint (2/48, 4%)
7. Other (2/48, 4%)
Table 4. Media viewing by patient age demographic

<table>
<thead>
<tr>
<th>Patient age demographic</th>
<th>Responses (yes), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adults</td>
<td>46 (66)</td>
</tr>
<tr>
<td>Young adults</td>
<td>46 (66)</td>
</tr>
<tr>
<td>Adolescents</td>
<td>20 (29)</td>
</tr>
<tr>
<td>Older adults</td>
<td>5 (7)</td>
</tr>
</tbody>
</table>

Table 5. Media viewing by patient diagnosis.

<table>
<thead>
<tr>
<th>Patient diagnosis</th>
<th>Responses (yes), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
<td>42 (60)</td>
</tr>
<tr>
<td>Depression</td>
<td>42 (60)</td>
</tr>
<tr>
<td>Borderline personality disorder</td>
<td>32 (46)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>22 (31)</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>21 (30)</td>
</tr>
<tr>
<td>Psychotic disorders</td>
<td>17 (24)</td>
</tr>
<tr>
<td>Obsessive compulsive disorder</td>
<td>42 (60)</td>
</tr>
<tr>
<td>Eating disorders</td>
<td>7 (10)</td>
</tr>
</tbody>
</table>

Discussion

Conclusions

This survey addresses the naturalistic use of patients’ electronic and social media by mental health clinicians. With a 49.8% (115/231) response rate, the survey results provide useful insights into the current practices among a diverse group of therapists. We noted that the majority of outpatients surveyed (115/71, 61.7%) reported having viewed at least one patient’s electronic or social media as part of care, with email and SMS text messaging emerging as the most frequently accessed platforms by far. We also found that clinicians who had been in practice for fewer years accessed this information more frequently than more experienced clinicians, recognizing that this is confounded by age cohort of the clinicians as well. This may reflect a greater proficiency among more junior clinicians in understanding how technology may be intrinsic to daily life [14,15]. Conversely, this may also reflect a lesser-perceived need for concrete collateral information among more experienced therapists, who may practice with a better-established frame [16].

Another prominent finding was that only 3% of clinicians who reported viewing social or electronic media indicated that any of their patients had voiced concerns around privacy. This was a surprisingly low number, which may reflect patient confidence in allowing therapists to access this information, or a hesitancy to disagree with a therapist’s suggestion because of power dynamics. It may also be related to our finding that the majority of clinicians accessed these data during sessions, in the patients’ presence. Accessing such personal information face-to-face and giving patients control over the ability to share this information may have helped foster a sense of the privacy of the session extending to electronic data as well [17]. The ability to access collateral information, whether from family members [18] or through patient writings or other forms of expressive therapy [19], has long been a tradition in psychotherapy. Accessing electronic communications represents an extension of this tradition, incorporating contemporary means of communication and leveraging technology that may enable extraction of deeper behavioral signals from natural language.

Overall, our finding that a high percentage of clinicians are accessing electronic media and doing so with patients present—and in over 74% of cases, at patients’ suggestion—indicates that the process of incorporating this information into therapy is a common and organic process across various provider types (MD, PhD, LCSW). Clinicians reported accessing more private data, such as email and SMS text messaging, to a greater extent than social media, which may indicate clinicians’ perceptions that these more personal platforms contain more relevant behavioral signals. Our finding that 92% of clinicians reported that accessing electronic or social media improved their ability to provide effective treatment points to a role for increased attention to electronic media in care. Therefore, there is an imperative to explore whether this perception of benefit holds true in observational and experimental studies, which quantify potential benefit in a controlled manner and to understand the mechanisms underlying any observed benefit. Future studies are also needed to establish best practice standards that guide the appropriate access and use of this type of content across different providers.

Limitations

Our findings should be interpreted within the context of the limitations of this survey. Although our respondents spanned a range of degrees and years of experience, we only surveyed clinicians affiliated with a single psychiatric institution in the Boston region, which may impact the generalizability of the findings. Furthermore, the patient population served by McLean Hospital therapists may not be representative of the population.
at large, which in turn may impact the representativeness of the sample with regard to use of electronic media as well.

In addition, our survey was designed to be brief, anonymous, and easy to complete to maximize response rates, rather than to be comprehensive. Consequently, we did not obtain details on provider demographics. We also did not ask clinicians to share the breakdown of diagnoses or age groups that they see in their outpatient practices, so results regarding media viewing by these variables may be skewed by the makeup of the overall patient population seen by clinicians in our sample. Collection of these data would be important in follow-up work. Although we do not believe this is a common occurrence, we did not specifically inquire whether clinicians accessed patients’ data without patients’ permission.

We acknowledge that our survey did not address all of the ways in which clinicians may be utilizing electronic platforms to obtain clinical information about a patient’s well-being. Specifically, we did not ask about the use of apps to track patients’ mood and behavior over time, for example, through daily mood or activity logs on one’s mobile phone. Apps of this type are emerging within psychotherapy, and clinicians may utilize these behavioral tracking methods in addition to or in lieu of the informal methods of accessing and discussing patients’ social and electronic media content that we laid out in the survey.

Finally, limitations associated with surveys, including responder bias and recall bias, apply to this work as well. As we did not track provider demographics, and the survey was anonymized, we are not able to compare responders with nonresponders and draw insights into the effects of responder bias. We recommend that future work, including from our team, study this issue to gain a better understanding of predictors of using electronic media in therapy.

Despite these limitations, our work provides an early indication that therapists in practice are incorporating information from digital platforms into the care process. Although evidence regarding the impact of this information is limited, our findings identified 2 primary purposes for accessing the information—to monitor and address a specific target behavior and to provide feedback on patients’ electronic communications and behaviors. This finding suggests that the additional information serves as a valuable tool in the therapeutic process beyond just collecting collateral information.

**Future Directions**
Future work on this topic should focus on replicating our initial findings in larger, more diverse clinician populations. More data are also needed to determine, in a more specific manner, exactly how and when electronic media may enhance or hinder the therapy process. Issues around privacy and confidentiality of this information also merit thoughtful discussion. This, in turn, may help develop a more systematic approach toward optimally utilizing electronic and social media in the augmentation of the therapeutic process in mental health care settings.
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Abstract

Background: Traditionally, guidance and support to new parents have come from family, friends, and health care providers. However, the internet and social media are growing sources of guidance and support for parents. Little is known about how the internet and social media are used by parents of young infants and specifically about parental perceptions of the internet and social media as sources of parenting and infant health information.

Objective: The aim of this study was to explore, using qualitative methods, parental perceptions of the advantages and disadvantages of the internet and social media as sources of parenting and health information regarding their infant.

Methods: A total of 28 mothers participated in focus groups or individual interviews. Probing questions concerning parenting and health information sources were asked. Themes were developed in an iterative manner from coded data.

Results: The central themes were (1) reasons that mothers turn to the internet for parenting and health information, (2) cautionary advice about the internet, and (3) reasons that mothers turn to social media for parenting and health information. Mothers appreciated the ability to gather unlimited information and multiple opinions quickly and anonymously, but recognized the need to use reputable sources of information. Mothers also appreciated the immediacy of affirmation, support, and tailored information available through social media.

Conclusions: The internet and social media are rapidly becoming important and trusted sources of parenting and health information that mothers turn to when making infant care decisions.

(J Med Internet Res 2019;21(7):e14289) doi:10.2196/14289
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Introduction

Most adults find parenting to be an entirely new experience for which they have little background knowledge. It can easily become overwhelming, and parents need guidance and support. Traditionally, guidance and support have come from family, friends, and health care providers [1-4]. However, just as the internet is becoming a growing source of health information in general, with 59% of US adults seeking health information on the internet [5], it is also a growing source of guidance and support for parents [6,7].

In addition, the recent advent of social media (defined as forms of electronic communication through which one can share information, ideas, and personal messages with others online [8]), including online social networks (eg, Facebook), email listservs, blogs, and mobile phone apps, has introduced new channels through which one can seek information and the opinions of others. Parents, in particular, have found these interactive forums helpful. The majority of US parents who use social media state that it provides useful parenting information, and almost half have received support on social media regarding a parenting issue in the past month [9]. Mothers of young infants...
find social networking sites to be important sources of social support [10].

Our previous research has found that mothers are more consistently the primary decision maker pertaining to the infant [1]. In addition, women are more likely to seek advice and help from multiple sources, including social media [9], whereas men are more likely to depend almost solely upon their spouses [11,12]. Little is known about how the internet and social media are used by mothers of young infants as sources of parenting and health information. Thus, we conducted a qualitative study to explore maternal perceptions of the internet and social media as parenting and health information sources.

**Methods**

**Recruitment**

Mothers of healthy term infants <6 months of age were recruited to participate in a larger quantitative survey about their personal social networks if they were English speaking, African American (AA) or Caucasian, aged >18 years, a primary caregiver for the infant, and lived in the metropolitan Washington DC area. Each mother signed a written informed consent upon enrollment. From this sample, we selected a subsample [13] to participate in focus groups or individual interviews. We purposefully chose both AA and Caucasian mothers with different educational and socioeconomic levels to assure a wide range of attitudes and opinions. Socioeconomic levels were dichotomized (lower and higher) based on enrollment in public health insurance (Medicaid or the equivalent) and eligibility for the Special Supplemental Nutrition Program for Women, Infants, and Children. These proxies were used because eligibility for both programs are income based and because eligibility is easily verifiable.

**Data Collection**

We conducted all interviews between July 2016 and January 2018. We conducted both focus group interviews and individual in-depth semistructured interviews to accommodate mothers’ schedules. Mothers who could not participate in focus groups were offered individual interviews. Focus groups were stratified by race and parity (primiparous or multiparous) to maximize homogeneity of each group’s participants, as this can result in increased willingness to share thoughts and opinions [14]. Interview questions were formulated by all authors in group meetings; the same interview guide was used for both interview formats. Questions were modified iteratively based on data collected in previous interviews. Trained facilitators (RO and AM) conducted all the interviews, asking broad, open-ended questions (eg, “What sources, other than your family and friends, do you use for advice?”) followed by more specific, probing questions (eg, “Why that source, in particular?”) to clarify responses. Focus group and individual interviews averaged 2 hours and 90 min, respectively, in duration. Each participant received a US $75 gift card for their time. This study was approved by the institutional review boards of Children’s National Medical Center and the University of Virginia.

**Data Analysis**

All interviews were video- and audio-recorded and transcribed by a Health Insurance Portability and Accountability Act–compliant transcription company, after which one author (RO) simultaneously reviewed the video- and audio-recordings and transcript of each interview for accuracy. Any disagreements about the transcription were resolved by consensus after additional authors listened to the recordings. This multistep process was used to maximize accuracy and eliminate bias from the transcription process. Using standard qualitative analytic techniques and a grounded theory approach, transcripts were analyzed line-by-line by the 4 authors, all of whom have previous experience with [1,15-18] or training in qualitative analysis. Qualitative analysis software (NVivo 11 plus [19]) was used to organize, sort, and code the data (quotations). Themes were developed and revised iteratively, as patterns within data emerged [20]. Authors, in regular meetings, discussed emerging themes and patterns in the data and reached a consensus on the major themes. Individual and focus group interviews were analyzed separately, and emerging themes were compared. To increase rigor, concurrent triangulation or use of multiple sources for verification of findings [21] of the focus group interviews and the individual interviews was used to corroborate findings [22]. In addition, we confirmed the findings by peer review and feedback during presentations to child health professionals, pediatric researchers, and community members.

**Results**

**Demographics**

A total of 8 focus groups and 2 individual interviews with 28 mothers (26 participated in focus groups [median 3.5 participants, range 2-6 participants]; 2 participated in individual interviews) were conducted, and thematic saturation was reached. At the time of the interview, mothers had a mean age of 30.4 years (range 20-44 years), 71.4% of the mothers were AA (which reflects the racial distribution in the larger sample and is representative of the general population in Washington DC), and slightly over half of the mothers were primiparous; 61% of women were married, and 64.3% of infants were male (see Table 1).
Table 1. Characteristics of participants (N=28).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (range)</td>
<td>30.4 (20-44)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>5 (18)</td>
</tr>
<tr>
<td>25-29</td>
<td>10 (36)</td>
</tr>
<tr>
<td>30-34</td>
<td>5 (18)</td>
</tr>
<tr>
<td>≥35</td>
<td>8 (29)</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>20 (71)</td>
</tr>
<tr>
<td>Caucasian</td>
<td>8 (29)</td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Did not complete high school</td>
<td>1 (4)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>6 (21)</td>
</tr>
<tr>
<td>Some college</td>
<td>4 (14)</td>
</tr>
<tr>
<td>4-year college graduate</td>
<td>17 (61)</td>
</tr>
<tr>
<td>Socioeconomic status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Lower</td>
<td>10 (36)</td>
</tr>
<tr>
<td>Higher</td>
<td>18 (64)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>17 (61)</td>
</tr>
<tr>
<td>Never married</td>
<td>10 (36)</td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Number of children, n (%)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>15 (54)</td>
</tr>
<tr>
<td>2 or more</td>
<td>13 (46)</td>
</tr>
<tr>
<td>Infant gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>18 (64)</td>
</tr>
<tr>
<td>Female</td>
<td>10 (36)</td>
</tr>
<tr>
<td>Infant age (months), mean (range)</td>
<td>4.8 (1-11)</td>
</tr>
<tr>
<td>Infant age (months), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;3</td>
<td>7 (25)</td>
</tr>
<tr>
<td>3-6</td>
<td>15 (54)</td>
</tr>
<tr>
<td>&gt;6</td>
<td>5 (18)</td>
</tr>
</tbody>
</table>

Central Themes

Several main themes and subthemes with regard to maternal use of the internet and social media are listed in Table 2. The central themes were (1) reasons that mothers turn to the internet for parenting and health information, (2) cautionary advice about the internet, and (3) reasons that mothers turn to social media for parenting and health information. These themes, with illustrative quotes, are discussed below.

Reasons That Mothers Turn to the Internet for Parenting and Health Information for Their Infant

Mothers reported that they often had multiple questions about their infant every day, particularly when they were new at mothering, and they appreciated that there was unlimited information at their fingertips:

[The Internet] is also good for informational purposes...there’s nothing wrong with having an endless amount of information at your disposal. What’s wrong with educating yourself on these sorts of things? And so, I believe in higher learning so I
can have information at any way possible. And so, the one great thing about this is you get information in the blink of a finger. I don’t see anything wrong with constantly sourcing information. And then in terms of something as important as your baby, like this is my first and only kid. I want to know, you know, and I want to sort of make the best choices and decisions that I possibly can so you aim at a healthy direction.

Mothers particularly appreciated that they could use the internet as a way to quickly crowdsource or gather multiple viewpoints when trying to make a decision regarding their infant. One mother compared the unlimited amount of information on the internet with her mother, who was a single source of information:

Table 2. Themes and subthemes about maternal use of the internet and social media.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reasons that mothers turn to the internet for parenting and health information for their infant</td>
<td>Unlimited information available; Anonymity; Convenience; Immediate answers; Faster than information from a healthcare professional; Trustworthiness of the information; Up to date; Use to confirm information obtained from other sources</td>
</tr>
<tr>
<td>Cautionary advice about the internet</td>
<td>Wealth of information is overwhelming; Many nonreputable websites; Generalizability of the information</td>
</tr>
<tr>
<td>Reasons that mothers turn to social media for parenting and health information</td>
<td>Immediate affirmation and support; Honest answers; Acts as a support group; Tailored information; Trustworthiness of information</td>
</tr>
</tbody>
</table>

As mothers often did not want to bother a healthcare professional or another person with all of their questions, they found the internet to be a convenient place to obtain information, particularly information that was not urgent. They could often find that information much more quickly than they would have if they had contacted a healthcare provider:

And then some things, there might be medical things. I must have called my doctor’s office like twice a week, every week, for like nine months. They go, “Hi again.” At some point I’m like, I’m wearing out my poor nurses.

Because sometimes [going to the internet] is easy. If you’re just sitting there and it’s a question that’s not...life or death...like, what colors should babies’ poop be? Like, you’re going to get the right answer and the Internet’s going to get that right, I don’t think that somebody’s going to be wrong about it. So, for stuff like that I feel like there’s no reason to bother somebody else with that kind of question.

Mothers described the information on websites as generally trustworthy. They trusted that it was more current than the information that they received from trusted family members and friends:

I read some of them on the Internet if there are questions about behavioral changes or developmental stages, because I think a lot of older resources like my parents, maybe they’ve forgotten what that stuff is like.

I really like gathering information, and the Internet’s kind of an unlimited way as a source of information. And you can go to lots of sources at one time, versus like, my mom is one and it’s limited.

The internet was also considered a way to obtain information anonymously, either because mothers did not want to ask questions that might have an obvious answer or because the questions were too personal to ask someone:

That blog has a lot of questions and answers. You can post things kind of anonymously so you don’t kind of feel like I’m asking a stupid question. Like you can put like, “Is it normal for babies to have a green poop?”

Also, there are some things I don’t want to ask friends that might feel more personal.

Thus, they tended to use the internet to confirm the information obtained from other sources and for reassurance that their child was normal:

[I go to the internet] just for confirmation. Just to see... There may be something else. There may be something else that my mom doesn’t know.

Yeah. So, [the internet] just gives me a heads up on what things to look out for and if there’s any concerns, like if my baby isn’t smiling on a social level or hasn’t at least rolled over by now, so I know, okay, I need to consult with my social network regarding what I’m seeing.

Cautionary Advice About the Internet

When mothers described their information sources on the internet, they cautioned each other to be careful about using only reputable websites for information. Websites such as Baby Center and WebMD, and search engines such as Google, are among those cited by mothers as being reputable sources:

If we have a question about something, [then I can] Google, “why does my baby whatever?” And then I’ll sort of look at what comes up, and I’ll go to what I feel is the most reputable source on there and sort of read what they have to say about it...There’s usually somebody out there who has something to say about the question. It’s amazing what you can Google and somebody’s asked it before.

I will say, do your research and just find...for instance, Google, WebMD, Baby Center, kind of read
what people are saying, what the doctors are saying online. And then find a reliable source through the Internet if you don’t have someone physically there. If it gave me good advice before, I’ll go back to it again.

In addition, mothers also described that the wealth of information could also become overwhelming, particularly when there were multiple differing viewpoints:

Everyone has a million and one opinions and every[one] has a different expert advice.

Some mothers found the information on the internet to be so general as to be unhelpful to their specific situation. Mothers wanted the websites to be tailored to their situation and, occasionally, to their own race or ethnicity, to be assured about the websites’ reliability:

I think especially with having a little black baby...The medical field...it’s geared toward other folks and their kids...If he has cradle cap, the pictures I’m seeing are not little babies that look like my baby.

**Maternal Perceptions of Social Media**

With regard to social media, such as social network sites, email listservs, blogs, and mobile phone apps, mothers frequently used these as sources of parenting and health information and were generally extremely positive about the information that they found on these sites. They appreciated the immediacy of the affirmation and support that they found in these forums. Mothers described situations in which they asked a question and were generally extremely positive about the information that they found on these sites. They appreciated the immediacy of the affirmation and support that they found in these forums. Mothers described situations in which they asked a question and received what they perceived to be honest answers:

People are open about [difficult experiences], but you have to ask them about it. Nobody wants to talk about like, “Oh, you have a beautiful baby. Wait until this happens, because it’s terrible.” And so, I don’t think people talk about it. But once you bring it up, people are like, “Oh, yeah. We dealt with terrible diaper rash or we dealt with bad breastfeeding,” or whatever it is...once you start talking to people, they’re very willing to talk about it.

In this way, these forums often served as virtual support groups for the mothers, providing affirmation about their situation and the infant:

You like to think your baby’s unique. [But] every baby has the same issues when it comes down to it and so somebody’s had to deal with it at some point.

Many mothers used social media forums, specifically email listservs, as a way to meet other mothers and share experiences:

And over the years I’ve been using those more and more, joining more and more listservs. And then I came to find out that there were some moms’ groups, specifically in [your town]...and they have cohorts based on the week your child was born, and you meet for several weeks, and then those women become friends.

Mothers who had previous experience with child-rearing remarked on how the explosion of social media websites has changed how they ask for and receive information. These are become increasingly important as sources of information, with the information generally immediate and tailored to their situation:

People use Facebook groups a lot more than they did seven years ago. So, for example, just yesterday a woman posted on Facebook on our moms’ group, “I just had my baby four hours ago and he’s not nursing and I had a Caesarean. I know that this isn’t an emergency, but I wanted the moms to weigh in on what I should be doing...” And probably about 12 of us responded right away. And I...just gave her what had happened to me...She got an immediate moms’ [support group]; I wish I had that when I...was in the same situation...If [I] had known that there was this option of insta-moms on Facebook, that would’ve been a dream for me.

They appreciate the discussions that occur in these forums and find them relevant and trustworthy. Some mothers prefer the advice coming from social media to their health care provider’s advice:

I find that the listserv information is more reliable...we had these four-week-old babies...And a mom said that her baby was constipated and that the doctor’s advice was to give him...a laxative, but I was like, “Oh my God.” I mean, I think I felt like my heart stopped...I’m still traumatized by some poor mother following advice from a crazy pediatrician to think that you would give a baby some; it made no sense to me. So, I find if she had asked that question at the listserv, she would get better advice than following the advice of this doctor.

Mothers who used mobile phone apps in particular liked how the information on the apps was timely and tailored to their individual situation:

You can tailor [the apps and websites] to your child’s age and development, and that’s why I appreciate that. Because sometimes the other stuff, the other sources of advice, they’re just this nebulous baby advice but [not] based on what [my baby is doing].

**Discussion**

**Principal Findings**

The internet and social media have rapidly become important influences, impacting numerous decisions on a daily basis. Opinions expressed online by strangers are as, or potentially more, important than those of family and friends [23-26]. In a 2018 Pew survey, 11% of US adults stated that they changed their opinion because of what they saw on social media in the past year [27]. Although these statistics are not specific to health-related decision making, our findings suggest that maternal decisions related to infant care may also be strongly influenced by what mothers access on the internet and social media.
Social learning theories [28,29] suggest that behaviors and rationalizations for those behaviors are in part learned from and reinforced by others, so that one’s behavior becomes increasingly similar to that of the people to whom she/he has regular exposure. The theory of reasoned action similarly argues that volitional behavior results, in part, from subjective norms regarding a behavior, that is, one’s perception of the prevailing attitudes and beliefs regarding a behavior that are held by people whom one trusts [30-32]. Our findings suggest that the internet and social media have become as influential as family and friends in modeling behavior, establishing norms, and thus shaping parenting and health-related decision making.

Mothers appreciated the fact that the internet and social media allowed them to access unlimited information instantaneously on a 24/7 basis. They did not need to wait for the next well child visit or to call their health care professional, family member, or friend for advice. They also liked the anonymity of the internet [33], which allowed them to ask questions that they might be embarrassed to ask a person.

Mothers liked to crowdsource information, that is, to gather opinions from multiple sources [9,15]. We and others have found that mothers make decisions by instinct [34,35] and/or consensus [1,15]. If there was a general agreement about the decision, then that allowed them to move forward with that decision with more confidence. Results from this study suggest that the internet, with its access to vast numbers of opinions, provided this consensus and confidence [35].

Mothers believed that information on the internet is generally trustworthy, with the caveat that you have to use reliable websites and apps. Although we did not ask them to define how they determine whether a website is reliable, they commented that previous good experience with a source increased their trust in it and that they generally went back repeatedly to those websites/apps with which they had positive previous experiences. Many volunteered specific sources that they considered trustworthy, for example, WebMD and Baby Center. Although it is not technically a website, Google was a frequently cited search engine. However, parenting information found in websites that rank highly in Google search results may often be unsupported by evidence [36]. One study found that, when it came to information about infant sleep safety, government websites were the most accurate and blogs the least [36]. Therefore, the fact that no women in our sample explicitly cited concerns about information on blogs or other crowdsourcing websites, despite the fact that these sites are frequently consulted, is concerning.

Indeed, although mothers in our study cautioned that only reliable websites should be trusted, this concern was not expressed about social media. Perhaps because these Facebook groups, blogs, and listservs were geared toward parents and because entries and responses were written by those perceived by mothers to be just like me, mothers in our study considered the information and opinions expressed on social media as being trustworthy, perhaps even more trustworthy than those of health care professionals. Bernhardt, in a qualitative study of southwestern US parents, found that mothers highly trusted internet content written by other parents but only in specific questions [37]. Kallem found that, in a Facebook group of mothers, peer responses to mothers’ direct questions about their infants’ health generally did not contradict American Academy of Pediatrics (AAP) recommendations. However, mothers’ posts describing their infants’ sleep practices and screen time practices frequently were not consistent with AAP recommendations [38]. It is thus concerning that this information is so highly trusted. Although there is no published research specifically on the effectiveness of health care providers guiding parents to access vetted websites and more monitored social media sites, health care providers are trusted sources of health information for many parents [39,40]. Thus, parents may appreciate their guidance regarding appropriate internet sources of parenting and health information, and this guidance may in turn improve the safety of infant care practices.

Limitations
We acknowledge that this study has several limitations. First, our study population was limited to a single geographic region, to mothers, and to those who self-identified as AA or Caucasian. Second, although qualitative research can provide an insight into a broad array of opinions, it cannot be used to determine the prevalence of any one viewpoint. Thus, although we reached thematic saturation, our results are not necessarily generalizable to fathers, other groups, or geographic regions. However, our findings are consistent with other qualitative studies [34,35,37]. Nonetheless, further study in other geographic and racial/ethnic groups will be important to determine if these perceptions and opinions are widespread.

Conclusions
The internet and social media are becoming important sources of health information that mothers turn to when making infant care decisions, and for some mothers, these electronic resources are more trusted than family members, friends, and health care professionals. It is becoming increasingly important that parents be provided guidance about accessing trustworthy, evidence-based health information. In addition, health care providers will need to be proactive in harnessing social media to encourage healthy decisions.
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Abstract

Background: In recent years, there has been a proliferation of third-party Web-based services available to consumers to interpret raw DNA from direct-to-consumer genetic testing companies. Little is known about who uses these services and the downstream health implications. Identifying this hard-to-reach population of consumers for research raised questions about the most effective recruitment methods to undertake. Past studies have found that Web-based social media survey distribution can be cost-effective for targeting hard-to-reach populations, yet comparative efficacy information across platforms is limited.

Objective: The aim of this study was to identify the most effective Web-based strategies to identify and recruit the target population of direct-to-consumer genetic testing users who also made use of third-party interpretation services to analyze their raw genetic data. Web-based survey recruitment methods varying by social media platform and advertising method were compared in terms of cost-effectiveness and demographics of survey respondents.

Methods: A total of 5 Web-based survey distribution conditions were examined: 4 paid advertising services and 1 unpaid service. For the paid services, a 2x2 quasi-experimental design compared social media platforms (Facebook vs Twitter) and advertising tracking metrics (by click vs by conversion). The fifth unpaid comparison method consisted of study postings on the social media platform, Reddit, without any paid advertising. Links to identical Web-based versions of the study questionnaire were posted for 10 to 14 days for each of the distribution conditions, which allowed tracking the number of respondents that entered and completed the questionnaire by distribution condition.

Results: In total, 438 individuals were recruited to the study through all conditions. A nearly equivalent number of participants were recruited from paid campaigns on Facebook (n=159) and Twitter (n=167), with a smaller sample recruited on Reddit (n=112). Significantly more participants were recruited through conversion-tracking (n=222) than through click-tracking campaigns (n=104; Z=6.5, P<.001). Response rates were found to be partially driven by organic sharing of recruitment materials among social media users. Conversion tracking was more cost-effective than click tracking across paid social media platforms. Significant differences in terms of gender and age distributions were noted between the platforms and between the tracking metrics.

Conclusions: Web-based recruitment methods were effective at recruiting participants from a hard-to-reach population in a short time frame. There were significant differences in the effectiveness of various paid advertising techniques. Recruitment through Web-based communities also appeared to perform adequately, yet it may be limited by the number of users accessible.
in open community groups. Future research should evaluate the impact of organic sharing of recruitment materials because this appeared to play a substantial role in the observed effectiveness of different methods.

(J Med Internet Res 2019;21(7):e12980) doi:10.2196/12980
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Introduction

To date, there have been a number of inquiries into using social media for research recruitment and there has been little consensus in terms of results. A systematic review of 30 existing studies on social media recruitment found mixed evidence with regard to the efficacy of survey recruitment on social media but did find that such methods were consistently found to be effective when specifically targeting hard-to-reach populations—those that are difficult to find or involve in research and public health programs because of their geographical location or socioeconomic situation [1,2]. However, the review also suggested that this methodology has not been studied often enough to generate firm conclusions as to its efficacy, arguing that further research, particularly research examining the cost-efficacy of different recruitment techniques and demographic differences in the resulting samples, is necessary [1]. This study partially fills this gap in the research by directly comparing multiple analogous advertisement recruitment methods on Twitter and Facebook along with the unprompted posts on Reddit to recruit survey respondents from the same hard-to-reach population.

Social media has been defined, in a public health context, as websites that allow users to create profiles and use those profiles to connect and interact with other users [1]. Although there are dozens to hundreds of different forms of social media, at present, most of the documented social media recruitment efforts for population health research have used Facebook [3-9]. Facebook is a large social media platform with approximately 1.56 billion daily active users [10]. Studies have found success in reaching target audiences by sharing posts within Facebook communities, enlisting respondents in snowball sampling campaigns, and purchasing paid advertising on the platform targeting specific demographics. Although there have been fewer studies focusing on the platform, Twitter—a somewhat smaller platform with 126 million daily active users [11]—has also been used for recruitment purposes both through researchers tweeting and retweeting recruitment tweets [12,13] and advertisements [14].

There has been little research to compare the effectiveness of recruitment from across different social media platforms, although some studies have sought to use multiple platforms for recruitment without making direct statistical comparisons [15,16]. One study did compare 2 social media platforms (Twitter and Facebook) as well as another method (distributing quick response codes through mail) but did not use directly analogous recruitment methods across conditions or identify platform-level differences [17]. As a result, direct comparisons of relative effectiveness between the platforms themselves remain a challenge.

Survey research employing social media for participant recruitment has also yet to consider the multiple recruitment strategies available on a given platform. Popular platforms, such as Facebook, enable both cost per click advertisement sales that charge advertisers each time a user clicks on an advertisement and cost per conversion sales: Advertisers are billed on the basis of specific, predefined actions that follow from a user clicking through the advertisement, such as purchasing a product or completing a questionnaire. These tracking metrics may yield different results when it comes to reaching target audiences as well as achieving a cost-effective survey sample.

This study sought to better understand the differences in survey participant recruitment between social media platforms, as well as within-platform differences resulting from different tracking methods. Targeted survey participants were a hard-to-reach population of users of direct-to-consumer genetic testing (DTC-GT) services (eg, AncestryDNA and 23andMe) who had subsequently used third-party interpretation tools to analyze their raw genetic data. The goal of the study was to compare the cost-effectiveness as well as the demographic characteristics of the sample across different platforms and between different advertising tracking metrics.

To enable a more rigorous comparison between different social media platforms, this study conducted advertising campaigns on both Facebook and Twitter—a platform deemed to possess sufficient similarities to Facebook in terms of advertising affordances and presentation of content so that comparisons can be made. In addition, click-based and conversion-based tracking metrics were used on each platform. To allow for further comparisons across social media platforms, an additional condition contrasted unpaid posts to community message boards on Reddit with the advertising campaigns on Facebook and Twitter.

This study addressed the following questions regarding platform differences, cost-efficacy, and paid versus unpaid uses of social media in survey recruitment:

Q1: Among paid social media campaigns, which social media platform is most effective at generating survey responses from the hard-to-reach population of DTC-GT users who had also used third-party interpretation tools?

Q2: Among paid social media campaigns, which advertising tracking method is most effective at generating survey responses from the hard-to-reach population of DTC-GT users who had also used third-party interpretation tools?

Q3: Do surveys conducted via paid social media campaigns on Facebook and Twitter generate more survey responses from the hard-to-reach population?
of DTC-GT users who had also used third-party interpretation tools compared with surveys posted on open (unpaid) Web-based communities?

Q4: What demographic differences exist between survey respondents who are recruited using (1) different platforms and (2) different advertising tracking methods?

Methods

This study compared the effectiveness and cost of different social media recruitment methodologies that comprised both paid and unpaid advertising structures across different platforms (Facebook, Twitter, and Reddit). Despite its large user base (1 billion active users), Instagram was not included because of the lack of a well-defined community of interest, which was the basis for targeting advertisements toward the relevant population. The target population for the survey was defined as US residents who had undergone genetic testing via direct-to-consumer (DTC) companies and who subsequently used third-party Web-based DNA interpretation services.

Paid Recruitment Methods

A 2x2 factorial design was used to test the comparative effectiveness and cost of different platforms and advertising tracking metrics for paid recruitment. Facebook and Twitter were selected as the platforms to be compared based on their large US resident user bases. Both platforms have proprietary content distribution networks that distribute paid advertising content to their users. Advertised content appeared as promoted status cards or tweets in the news feed of the targeted users (Figures 1 and 2), intermingled with user-generated content.

There are slight differences in the way each content distribution network allows for targeting of specific user demographics. An effort was made to mirror the approach taken to targeting users across both sites. On Facebook, the potential audience of the campaign was defined as users living in the United States with an interest in 23andMe, a major DTC-GT company. Facebook targets paid advertising campaigns by identifying interests from information users have added to their Timeline, keywords associated with the Pages they like or apps they use, ads they have clicked on, and other similar sources [18]. All users aged 18 years and older were included, resulting in a potential audience for the campaign of 740,000 Facebook users at the time of launch.

On Twitter, the potential audience of the campaign was defined as US-based Twitter users who were followers of @23andMe’s Twitter account, as well as users with interests similar to followers of @23andMe. According to Twitter, “[Follower targeting] works by displaying your Twitter Ads campaigns to people who follow specific usernames or are similar to the followers of those usernames” [19]. This resulted in a potential audience size for the campaign of between 178,000 and 267,000 Twitter users at the time of launch.

A total of US $1000 was budgeted for the paid campaigns, divided evenly between Facebook and Twitter. Automatic bidding was the default on both platforms and was used in all 4 conditions. This feature dynamically adjusts the cost of advertising based on availability and demand, as well as the bidding parameters set by other advertisers. There are minor differences in the way each advertising platform handles bidding for advertisements: Twitter requires advertisers to specify a daily budget and provides an optional total budget setting for automatic bidding, after which the campaign will end. The daily budget for each condition was set at US $25 per day with a total budget of US $250 per campaign. Facebook does not require a daily budget setting; however, the total budget for this campaign was also set at US $250. Each campaign was allowed to run until the total budget was exhausted: Twitter advertisements ran for 10 days each, whereas Facebook advertisements were displayed for 14 days each. Although both Facebook and Twitter provide advertisers some control over the time of the day when advertisements are displayed, it was not specified on either platform in this study.

On both social media platforms, 2 advertising campaigns were conducted using different payment structures corresponding to different tracking methods. Both platforms allow the advertiser to either pay for each click through to the advertiser’s landing page (cost per click) or to pay for each iteration of a defined conversion action after the user has clicked through to the landing page (cost per conversion). For the purposes of the study, a conversion was defined as the user reaching the end of the questionnaire.

Both advertising platforms claim to iteratively optimize the targeting of a given advertising campaign based on the tracking metric used. Thus, a campaign for which the advertiser is billed per click is purportedly targeted in such a way as to maximize the likelihood that a given user who is shown the content will click on it. Conversely, a campaign for which the advertiser is billed per conversion is purportedly targeted in such a way as to maximize the likelihood that a given user will complete the conversion action after having clicked through.

To track which of the users that were shown the recruitment material ended up completing the questionnaire and allowing feedback to the content distribution network for optimization purposes, a tracking pixel was used for the 2 campaigns in the conversion-based condition. A tracking pixel is a hidden image file embedded in a custom landing page, which users were automatically redirected to after having completed the questionnaire. Loading the image in a Web browser triggers a JavaScript function on the page, which logs the conversion with either Twitter or Facebook, depending on which version of the questionnaire was completed. In contrast, the 2 campaigns using the click-based condition only tracked how many users clicked the link to the questionnaire rather than any user interaction with the questionnaire. Each campaign used a separate, yet identical, Web-based questionnaire, enabling survey respondents to be categorized by the advertising campaign that recruited them.
Figure 1. Example of recruitment materials on Twitter.

Figure 2. Example of recruitment materials on Facebook.
Unpaid Recruitment Method
A parallel recruitment campaign was conducted on Reddit, a social news and community discussion site, to assess the viability of recruitment through unpaid posts to relevant Web-based communities. Reddit was selected because of the presence of several relevant community groups (see the table provided in Multimedia Appendix 1) as well as the open structure of the site, which allows any user to post to any public group or subreddit, subject to community moderation. In total, 13 relevant subreddits were identified, although r/Health was not used because of community guidelines that prohibited the posting of content other than news. Identical posts were made on each of the remaining 12 subreddits seeking respondents for the survey (see the textbox provided in Multimedia Appendix 1).

Statistical Analysis
Data Preparation
The dataset was screened for duplicate responses using the internet protocol (IP) address and demographic profile of respondents, where responses from the same IP address within a 24-hour period or responses from the same IP address with a matching demographic profile were flagged as duplicates. This resulted in 17 responses being removed from the subsequent analysis. No responses were found to have been duplicated more than once, suggesting that these were likely the result of user error rather than a systematic effort.

Recruitment Effectiveness
A chi-square test was conducted to determine the extent to which the proportion of observed frequencies among the 4 paid campaigns conformed to a discrete uniform distribution, which would suggest the absence of a measurable difference in recruitment effectiveness between conditions. Posthoc pairwise Z tests were performed between all campaigns with a Bonferroni correction for multiple comparisons.

Cost-Effectiveness
The recruitment budget for each condition was fixed at US $250, such that more cost-effective methods would yield a greater total number of responses over the study period. On the basis of this fixed budget, the cost-efficacy of each paid campaign was calculated in terms of the cost per survey response and cost per 1000 impressions. Each impression marks a time when the recruitment materials were displayed to a user, regardless of whether that user had seen the materials before or interacted with them in any way.

Survey Demographics
A total of 4 demographic variables were collected in the survey: age, gender, education, and race and ethnicity. Chi-square tests of homogeneity were performed to determine the statistical significance of differences in the distributions of gender and ethnicity. Participants who reported their gender as neither male nor female were excluded from the analysis of gender distributions because of the absence of reliable information on the expected proportion of nonbinary gender identifying individuals in the population. Age distributions were compared using a one-way analysis of variance. Posthoc pairwise comparisons were conducted with a Bonferroni correction, as appropriate. Kruskal-Wallis H tests were used to compare the education level of respondents. To maximize the response rate, demographic questions were not required to complete the survey. For demographic analyses only, participants who did not report the demographic characteristic of interest were excluded.

Results
Study Participants
Participant demographics are presented in Table 1. Notably, because demographic questions were optional in the questionnaire, a substantial portion of respondents who completed the rest of the questionnaire elected not to answer them.

The mean age of those who reported this (n=266) was 46 years at the time of the survey. Among respondents who reported their gender (n=298), the majority (204/298, 68.5%) were female. The median level among those who reported their level of education (n=296) was a 4-year college degree across all conditions. Among respondents who reported their race or ethnicity (n=294), the majority (238/294, 81.0%) were white.
Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>Participants (N=438), n (%)</th>
<th>Participants (excluding missing), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>24 (5.5)</td>
<td>24 (9.0)</td>
</tr>
<tr>
<td>25-44</td>
<td>101 (23.1)</td>
<td>101 (38.0)</td>
</tr>
<tr>
<td>45-64</td>
<td>109 (24.9)</td>
<td>109 (41.0)</td>
</tr>
<tr>
<td>65 and older</td>
<td>32 (7.3)</td>
<td>32 (12.0)</td>
</tr>
<tr>
<td>Did not report</td>
<td>172 (39.3)</td>
<td>_a</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>204 (46.6)</td>
<td>204 (68.5)</td>
</tr>
<tr>
<td>Male</td>
<td>93 (21.2)</td>
<td>93 (31.2)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.2)</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Did not report</td>
<td>140 (32.0)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>3 (0.7)</td>
<td>3 (1.0)</td>
</tr>
<tr>
<td>High school/GED(^b)</td>
<td>11 (2.5)</td>
<td>11 (3.7)</td>
</tr>
<tr>
<td>Some college</td>
<td>63 (14.4)</td>
<td>63 (21.3)</td>
</tr>
<tr>
<td>2-year college degree</td>
<td>39 (8.9)</td>
<td>39 (13.2)</td>
</tr>
<tr>
<td>4-year college degree</td>
<td>91 (20.8)</td>
<td>91 (30.7)</td>
</tr>
<tr>
<td>Advanced degree (postgraduate)</td>
<td>89 (20.3)</td>
<td>89 (30.1)</td>
</tr>
<tr>
<td>Did not report</td>
<td>142 (32.4)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Race and Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White/Caucasian</td>
<td>238 (54.3)</td>
<td>238 (81.0)</td>
</tr>
<tr>
<td>African American</td>
<td>7 (1.6)</td>
<td>7 (2.4)</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>10 (2.3)</td>
<td>10 (3.4)</td>
</tr>
<tr>
<td>Asian</td>
<td>8 (1.8)</td>
<td>8 (2.7)</td>
</tr>
<tr>
<td>Multiethnic</td>
<td>23 (5.3)</td>
<td>25 (7.8)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (1.8)</td>
<td>8 (2.7)</td>
</tr>
<tr>
<td>Did not report</td>
<td>144 (32.9)</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)Valid percentage excludes respondents who did not report for a given demographic variable.

\(^b\)GED refers to those respondents who reported completing the General Education Development tests as their highest level of educational attainment.

**Recruitment Effectiveness**

A total of 540 responses were received in the survey; however, 17 duplicate responses were identified during data cleaning, and an additional 88 respondents did not report having used a DTC-GT or did not report being aware of any third-party genetic interpretation companies and were subsequently excluded from the final sample (N=438). There were significant differences in the frequency of survey responses between the different experimental conditions ($\chi^2=84.2; P<.001$). See Figure 3 for frequencies and Table 2 for pairwise comparisons. Nearly equal samples were collected from paid campaigns on Facebook (159/438, 36.3%) and Twitter (167/438, 38.1%). A significant but somewhat smaller sample of participants was recruited through the parallel unpaid campaign on Reddit (112/438, 25.6%). Of the participants recruited through paid campaigns (n=326), significantly more were recruited through the conversion-tracking campaigns (222/326, 68.1%) than through the click-tracking campaigns (104/326, 31.9%; $Z=6.5; P<.001$). The difference between conversion-based and click-based tracking metrics was much more pronounced on Twitter than on Facebook ($Z=6.7; P<.001$); correspondingly, of the 5 recruitment methodologies used, the Twitter-Conversion campaign recruited the greatest number of participants (142/438, 32.4%) and the Twitter-Click campaign recruited the fewest (25/438, 5.7%).

http://www.jmir.org/2019/7/e12980/
Cost-Effectiveness

Conversion-tracking campaigns on both Facebook and Twitter were more cost-effective at garnering survey respondents, averaging US $3.13 and US $1.76 per response, respectively. Click-based campaigns cost an average of US $3.16 and US $10.00 per response on the same platforms. There was a substantial difference in the cost of impressions between platforms in the click-based conditions, with Facebook charging US $1.91 per 1,000 impressions compared with US $9.90 on Twitter. There was, however, only a nominal difference in the cost of impressions among conversion-based conditions.

Of the 4 paid advertising conditions, the Twitter-Conversion campaign was the most cost-effective in terms of generating survey responses, followed by the Facebook-Conversion, Facebook-Click, and Twitter-Click campaigns. The Facebook-Click campaign was the most cost-effective in generating broad audience exposure, followed by the Twitter-Conversion, Facebook-Conversion, and Twitter-Click campaigns (Figure 4).

Table 2. Pairwise tests comparing the number of respondents recruited in paid conditions (Bonferroni-corrected threshold for statistical significance is alpha=.01).

<table>
<thead>
<tr>
<th>Condition 1 (n)</th>
<th>Condition 2 (n)</th>
<th>Z score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook-Click (79)</td>
<td>Twitter-Click (25)</td>
<td>5.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Facebook-Conversion (80)</td>
<td>Twitter-Conversion (142)</td>
<td>3.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Facebook-Click (79)</td>
<td>Twitter-Conversion (142)</td>
<td>4.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Facebook-Conversion (80)</td>
<td>Twitter-Click (25)</td>
<td>5.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Twitter-Click (25)</td>
<td>Twitter-Conversion (142)</td>
<td>9.1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Facebook-Click (79)</td>
<td>Facebook-Conversion (80)</td>
<td>0.1</td>
<td>.94</td>
</tr>
</tbody>
</table>

Figure 3. Respondent count by recruitment platform and tracking metric.
Figure 4. Cost-effectiveness measures by recruitment method.

Demographic Comparisons Across Platforms and Tracking Methods

Differences Between Platforms

There were notable differences in the demographic characteristics of survey respondents recruited on each of the 3 platforms (Facebook, Twitter, and Reddit), particularly by age, gender, and race and ethnicity. There was no significant difference in the level of education reported by respondents recruited across different platforms ($H_{2}=4.61, P=.10$).

Among those who reported their age ($n=266$), there were significant differences in the average age of respondents recruited on different platforms ($F_{2,263}=58.18; P<.001$). The age distributions for respondents recruited on each platform are presented in Table 3. There was not a significant difference between the age of respondents recruited on Facebook (mean 49.13) and Twitter (mean 53.11); however, respondents recruited on Reddit were, on average, significantly younger than either of the other 2 groups (mean 34.23).

There were significant differences in the ratio of female to male respondents between those who were recruited on different platforms ($\chi^2_{2}=53.0; P<.001$). The gender distributions for each recruitment platform are presented in Figure 5. Female respondents made up the majority on both Facebook (65/82, 79%) and Twitter (102/122, 83.6%), but were in the minority among those recruited on Reddit (37/94, 39%).

Table 4 contains a complete reporting of respondent race and ethnicity by recruitment platform. The difference in the proportion of white to nonwhite respondents across platforms approached significance ($\chi^2_{2}=5.7; P=.06$). The proportion of white respondents was higher on Twitter (105/121, 86.8%) than on Facebook (58/79, 73%) or Reddit (75/94, 80%).
Table 3. Respondent age by recruitment platform and tracking metric.

<table>
<thead>
<tr>
<th>Category</th>
<th>Age (years), mean (SD)</th>
<th>F test (df1,df2)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recruitment platform (n)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facebook (69)</td>
<td>49.13 (12.64)</td>
<td>58.18 (2,263)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Twitter (110)</td>
<td>53.11 (12.95)</td>
<td>58.18 (2,263)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reddit (87)</td>
<td>34.23 (11.89)</td>
<td>58.18 (2,263)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Overall (266)</td>
<td>45.90 (15.00)</td>
<td>_a</td>
<td>_a</td>
</tr>
<tr>
<td><strong>Tracking metric (n)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Click (50)</td>
<td>51.93 (12.67)</td>
<td>0.35 (1,177)</td>
<td>.56</td>
</tr>
<tr>
<td>Conversion (129)</td>
<td>51.81 (13.08)</td>
<td>0.35 (1,177)</td>
<td>.56</td>
</tr>
<tr>
<td>Overall (179)</td>
<td>51.58 (12.94)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

^aNot applicable.

Figure 5. Distribution of respondent gender by recruitment platform.
Table 4. Respondent race and ethnicity by recruitment platform and tracking metric.

<table>
<thead>
<tr>
<th>Category</th>
<th>Race and ethnicity</th>
<th>White/Caucasian</th>
<th>African American</th>
<th>Hispanic/Latino</th>
<th>Asian</th>
<th>Multiethnic</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recruitment platform</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facebook (N=79)</td>
<td></td>
<td>58 (73)</td>
<td>2 (3)</td>
<td>5 (6)</td>
<td>1 (1)</td>
<td>8 (10)</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Twitter (N=121)</td>
<td></td>
<td>105 (86.8)</td>
<td>3 (2.5)</td>
<td>4 (3.3)</td>
<td>2 (1.7)</td>
<td>5 (4.1)</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>Reddit (N=94)</td>
<td></td>
<td>75 (80)</td>
<td>2 (2)</td>
<td>1 (1)</td>
<td>5 (5)</td>
<td>10 (11)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Overall (N=294)</td>
<td></td>
<td>238 (81.0)</td>
<td>7 (2.4)</td>
<td>10 (3.4)</td>
<td>8 (2.7)</td>
<td>23 (7.8)</td>
<td>8 (2.7)</td>
</tr>
<tr>
<td>Tracking metric</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Click (N=57)</td>
<td></td>
<td>44 (77)</td>
<td>2 (4)</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>6 (11)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Conversion (N=143)</td>
<td></td>
<td>119 (83.2)</td>
<td>3 (2.1)</td>
<td>7 (4.9)</td>
<td>3 (2.1)</td>
<td>7 (4.9)</td>
<td>4 (2.8)</td>
</tr>
<tr>
<td>Overall (N=200)</td>
<td></td>
<td>163 (81.5)</td>
<td>5 (2.5)</td>
<td>9 (4.5)</td>
<td>3 (1.5)</td>
<td>13 (6.5)</td>
<td>7 (3.5)</td>
</tr>
</tbody>
</table>

*Respondents who selected more than 1 option for race and ethnicity.

Figure 6. Distribution of respondent gender by tracking metric.

Differences Between Tracking Methods

The demographic characteristics of survey respondents recruited on paid advertising platforms (ie, Facebook and Twitter) using click-tracking were compared with those recruited using conversion-tracking. Respondents recruited from Reddit were excluded from this analysis, as no tracking method was used on this platform. The demographic differences between tracking methods were generally less substantial than those observed between platforms. The only significant difference noted was in the ratio of female to male respondents between those recruited using different tracking methods ($\chi^2=4.5; P=.03$). Gender distributions for each tracking method are summarized in Figure 6. Female respondents made up the majority in both cases, but were more prevalent among those recruited using conversion-tracking (124/145, 85.5%), compared with those recruited using click-tracking (43/59, 73%).

There was no significant difference in the age distribution of respondents recruited using conversion-tracking compared with click-tracking ($F_{1,177}=0.35, P=.56$) or in their level of education ($H_1=0.02, P=.88$). Similarly, no significant differences were found between tracking methods in the proportion of white to nonwhite respondents recruited ($\chi^2=1.0, P=.32$).
Discussion

This study set out to test and evaluate the use of social media platforms as a recruitment tool for research on a hard-to-reach population. To do so, it directly compared paid and unpaid recruitment campaigns implemented on multiple social media platforms (Facebook, Twitter, and Reddit) and employed different advertising tracking metrics (click-based and conversion-based). Only a handful of studies have directly compared multiple methods of survey recruitment on social media; thus, this study represents a novel contribution to the development of Web-based survey methodology in general and recruitment approaches for hard-to-reach populations in particular.

Nearly identical sample sizes were obtained via paid Facebook (n=159) and Twitter (n=167) advertising, as well as the sample obtained via unpaid posting on Reddit (n=112). Although survey recruitment on social media for population health research has predominantly taken place on Facebook, this finding suggests that targeted advertising via other social media platforms may also be viable. Although the overall user base of Twitter is often noted to be substantially smaller than that of Facebook, and this was reflected in the reach of recruitment campaigns on that platform, this did not appear to constrain the effectiveness of Twitter as a platform for recruiting participants, with both Facebook and Twitter yielding comparable numbers of participants over both tracking metrics. Similarly, unpaid posting to community groups may also prove productive in achieving a broader sample.

The difference in the effectiveness of survey recruitment on Facebook and Twitter when considering both tracking metrics was found to be negligible; however, significant differences in the effectiveness of different tracking metrics across platforms were observed. Conversion-tracking campaigns recruited more than twice the number of respondents recruited by click-tracking campaigns, given the same budget. These results suggest that the use of different tracking metrics has important implications in determining the success of survey recruitment campaigns and warrants further investigation.

Overall, the use of conversion-tracking on Twitter was found to be the most cost-effective combination of tracking metric and platform conditions. The effectiveness of this approach may have been partially driven by organic growth (ie, individual users reposting recruitment materials from their own accounts). The number of survey responses garnered by this campaign exceeded the number of clicks detected on the advertisement, suggesting that this version of the recruitment materials was shared beyond the initial target audience for the advertising campaign. In an open-response question attached to the Reddit version of the questionnaire that asked respondents to identify the subreddit through which they had been recruited, 4 respondents indicated that recruitment materials had been forwarded to them by a friend or family member. Although these are the clearest indications for organic growth among the study conditions, it is possible that similar redistribution may have occurred in other cases as well.

This observation should serve as a reminder that all Web-based survey recruitment materials have the potential to be redistributed beyond the initial target audience, or otherwise go viral, unless steps are taken to prevent this. This potential may be useful in recruiting a larger sample or if recruiting entirely on social media platforms that do not allow targeted advertising. Here, researchers may wish to adopt from the existing literature on predictors of advertising message virality [20,21]. There is also significant cause for concern in contexts where nontarget audiences may be undesirable because of the scope or subject matter of the survey. Web-based surveys dealing with contentious topics have, in recent years, been redistributed in partisan discussion groups with the goal of sending a political message through the community’s collective response [22,23].

Surveys regarding health issues where significant public controversy exists might likewise be subject to purposive redistribution with the intent of affecting the results, even if initially targeted at a more limited audience. Future research should seek to identify the extent of organic sharing of survey recruitment materials and distinguish between the data collected from targeted and nontargeted respondents.

Demographic differences among study participants were observed between social media platforms and tracking methods. It should be noted that observed differences in the demographic makeup of samples apply only to the subset of participants in each who answered optional demographic questions. Reddit attracted a sample that was approximately 15 years younger on average than that recruited from either Facebook or Twitter. In addition, the sample recruited from Reddit included far more male respondents than that of either Facebook or Twitter. No significant difference between platforms was observed for either education levels or race and ethnicity.

In terms of tracking methods, conversion-tracking resulted in a sample that included more women than that recruited through click-tracking. No other demographic differences were observed. It is possible, given the higher number of female respondents observed among those recruited on Facebook and Twitter, that conversion-based targeting may have skewed the sample even further toward female respondents by iteratively targeting female users at a higher rate than male users.

The demographic breakdown of survey participants closely matches that of other surveys conducted with DTC testing consumers [24,25], reflecting early adopters of this technology who are primarily white and highly educated. Although this study appeared to represent more females than males, past surveys have shown gender variation across DTC companies themselves, which may reflect demographic differences in user base [25]. Similarly, although recruitment on Reddit, compared with Facebook and Twitter, resulted in a very different set of respondents, it is unlikely that any of the samples is more intrinsically representative of anything beyond the respective platform’s user base. As such, conducting recruitment on multiple platforms likely facilitated access to a more demographically diverse set of respondents, which yielded a final sample population that was more consistent with the past studies.
Limitations

A major limitation for any study of modern Web-based advertising is the issue of algorithm dynamics or the changes made by engineers to improve the commercial service and by consumers in using that service [26]. Research findings on the effectiveness of specific software tools are intrinsically limited by the potential of such tools to evolve and change in unpredictable ways. The platform features used in this study to select an audience may not be viable in the near future, and Facebook or Twitter may update their advertisement targeting algorithm to select interested groups more effectively or more narrowly than researchers intend.

Limitations also arise from differences in the affordances of advertising platforms for defining a target audience as well as parameters for the display and timing of advertisements. Although the practical implications of these distinctions may be negligible, they do undermine the ability of researchers to directly compare the performance of advertising materials on different platforms or otherwise require researchers to isolate the most salient points of comparison: for example, in this study, differences in the way Facebook and Twitter handled bidding for advertising space meant that campaigns could either be restricted to equal budgets or to equivalent timeframes, with the former ultimately being deemed more relevant to the research questions at hand.

There were also substantial differences in the affordances of each platform for displaying advertising materials: the amount and size of displayed text, as well as the availability and size of graphics, are constrained both by the technological limitations of the platform (eg, Twitter’s character limit) as well as community norms and expectations. This study adjusted the advertising materials displayed in each condition to best take advantage of the affordances of that platform: for example, more extensive copy was displayed to Reddit users before clicking on the recruitment link than users on Facebook or Twitter. Although this allowed the experiment to conform more closely to the norms of each platform, and thus supported its ecological validity, it does introduce further limitations on the direct comparability of results across platforms.

When conducting survey research, numerous considerations can influence the desired sample size. Although unpaid recruitment in Web-based community groups may perform comparably to recruitment via paid advertisements on social media, it should be noted that the number of potential respondents reached through paid advertising is more readily scalable, given a sufficient budget. By contrast, the potential audience in Web-based communities is limited by the number of active users, which may be quite small for hard-to-reach populations of interest. Such communities typically frown on repeated posting, further limiting the audience that may be reached to those who are active in the period immediately following the initial post. The inherent limits on the scope of populations that can be reached through Web-based communities may, therefore, render unpaid Web-based recruitment less effective than paid advertising for achieving larger sample sizes.

In addition, paid advertising platforms allowed for audiences to be targeted based on location. In cases of organic sharing of those advertisements, as well as recruitment in community groups, no similar controls are available. Future research should compare survey data from targeted audiences against those reached through organic growth. Likewise, an assessment of how particular tracking metrics may lead to targeting of particular demographic or interest groups is necessary to fully understand the implications of using Web-based advertising for survey recruitment. As audience targeting and tracking algorithms continue to develop, longitudinal sampling of the same small population may be useful to evaluate whether algorithm dynamics have significant effects on Web-based survey recruitment.

These limitations only stress the need for additional comparative studies of survey recruitment through different Web-based advertising platforms and tracking metrics. By understanding and evaluating the results of Web-based distribution, researchers can be aware of the effectiveness and limitations of various targeting and tracking approaches. Likewise, by comparing the characteristics of respondents from multiple recruitment campaigns, it is possible to test the effectiveness of the different methods in reaching target populations. The results of this study suggest that conversion-tracking metrics support more cost-effective survey recruitment than conventional designation of audience parameters accompanied by click-based tracking. However, algorithmic targeting of advertisements also poses problems for the reliability and reproducibility of survey research as sampling mechanisms may change in unpredictable ways.

Conclusions

The results of this study indicate that there are meaningful differences between different approaches to Web-based survey recruitment. Advertisements on social media are a pragmatic method for survey recruitment, particularly within hard-to-reach populations and are most effective when combined with conversion-based tracking metrics. Recruitment through Web-based community groups is an effective complementary approach for reaching such populations and may give access to a more diverse sample than advertising alone. These tools must be used with due intentionality and an awareness of limitations so as to avoid potential pitfalls. Future research is needed to fully understand the effect of organic sharing and algorithm dynamics on the constitution of Web-based samples.
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Abstract

Background: College students are increasingly reporting common mental health problems, such as depression and anxiety, and they frequently encounter barriers to seeking traditional mental health treatments. Digital mental health interventions, such as those delivered via the Web and apps, offer the potential to improve access to mental health treatment.

Objective: This study aimed to review the literature on digital mental health interventions focused on depression, anxiety, and enhancement of psychological well-being among samples of college students to identify the effectiveness, usability, acceptability, uptake, and adoption of such programs.

Methods: We conducted a systematic review using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines (registration number CRD42018092800), and the search strategy was conducted by a medical research librarian in the following databases: MEDLINE (Ovid), EMBASE (Elsevier), PsycINFO (EbscoHost), the Cochrane Library (Wiley), and Web of Science (Thomson Reuters) from the date of inception to April 2019. Data were synthesized using a systematic narrative synthesis framework, and formal quality assessments were conducted to address the risk of bias.

Results: A total of 89 studies met the inclusion criteria. The majority of interventions (71/89, 80%) were delivered via a website, and the most common intervention was internet-based cognitive behavioral therapy (28, 31%). Many programs (33, 37%) featured human support in the form of coaching. The majority of programs were either effective (42, 47%) or partially effective (30, 34%) in producing beneficial changes in the main psychological outcome variables. Approximately half of the studies (45, 51%) did not present any usability or acceptability outcomes, and few studies (4, 4%) examined a broad implementation of digital mental health interventions on college campuses. Quality assessments revealed a moderate-to-severe risk of bias in many of the studies.

Conclusions: Results suggest that digital mental health interventions can be effective for improving depression, anxiety, and psychological well-being among college students, but more rigorous studies are needed to ascertain the effective elements of these interventions. Continued research on improving the user experience of, and thus user engagement with, these programs appears vital for the sustainable implementation of digital mental health interventions on college campuses.

(J Med Internet Res 2019;21(7):e12869) doi:10.2196/12869
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Introduction

In the last decade, rising rates of college students experiencing symptoms of depression and anxiety have been observed [1-3]. Globally, approximately 31% of college students screened positive for a mental health disorder over the course of the last year [4]. It has also been increasingly recognized that accessing treatment for these common mental health problems is difficult. Many students have low mental health literacy and do not recognize a need for treatment but rather believe that these depression and anxiety symptoms are typical college stress and, therefore, do not warrant treatment [5]. Students who do recognize a need for mental health services often face multiple barriers to accessing care, perceive the care available to them as inconvenient, and are skeptical about the efficacy of care [6,7].

Campus counseling centers are well positioned to provide mental health care. However, many counseling centers across the country are underresourced, have difficulty reaching students in need, and operate at full capacity during much of the year [8].

Digital mental health interventions, such as those delivered via mobile- and Web-based platforms, offer the possibility of treatment to college students with common mental health problems while circumventing many existing barriers to receiving traditional mental health services, including stigma and time [9-11].

The evidence base for digital mental health interventions for general adult populations is vast [12-15], and the evidence base for college and university student populations is rapidly accumulating. In 2013, a systematic review of technology-based interventions for mental health in tertiary students found that these types of interventions offer promise for improving symptoms of certain mental health problems, but it concluded that more research was needed [16]. A 2014 systematic review and meta-analysis of computer-delivered and Web-based interventions for university students found that these types of interventions can be effective in improving depression, anxiety, and stress among students [17]. More recently, a 2018 systematic review and meta-analysis found that internet interventions can have small-to-moderate effects on a range of mental health conditions [18].

However, there have been limitations of these past reviews, as they have focused exclusively on studies that were randomized controlled trials (RCTs). Although a focus on studies with RCT designs allows researchers to evaluate the efficacy and effectiveness of digital mental health interventions, the exclusion of papers reporting on other study designs presents a significant gap in our ability to assess the uptake and adoption of digital mental health interventions for university students (which could be assessed in nonrandomized designs, including single-arm trials in which an intervention is made available to all students on campus). This is particularly important as the full public health potential of these types of interventions is tied not only to clinical efficacy but also to the successful implementation of these programs in real-world settings. Across the board, the implementation and integration of digital health tools into routine care settings has been a challenge. Many have called for testing digital health tools under more pragmatic conditions to maximize the transfer of knowledge from research trials to real-world implementation [19-21], and studies examining the real-world uptake and engagement with digital mental health tools have generally found low engagement and completion rates [22]. Furthermore, in recent years, increased focus has been on assessing the user experience (including the usability and acceptability) of such interventions to identify and rectify user experience failings that could limit one’s ability and desire to continue to use a program [23-25]. The aim of this systematic review was to evaluate the effectiveness, usability, acceptability, uptake, and adoption of digital mental health interventions for treating depression and anxiety and for enhancing psychological well-being among college students. Characteristics of the student digital mental health interventions have been described here.

Methods

Eligibility Criteria

To be included in this review, studies had to (1) examine an intervention that aimed to improve psychological well-being, psychological distress, stress, depressive, and/or anxious symptoms; (2) deliver the intervention via a digital platform (including mobile phone, website, virtual reality systems, and offline computer programs; they could be delivered as an adjunct to face-to-face interventions); (3) include students enrolled in higher education institutions, such as 2-year community colleges, professional schools (eg, medical school and nursing school), 4-year colleges (ie, bachelor’s degree–granting institutions that do not offer graduate degrees), and universities; (4) report outcomes related to psychological well-being, psychological distress, stress, depressive and anxious symptoms, and/or the use and reach of an intervention; and (5) be written in English. In this paper, we use the term college students to refer to all students in postsecondary education, including medical students. All study designs were included, with the exception of technical validation papers reporting exclusively on the development of digital mental health interventions. Conference abstracts were also excluded.

Search Strategy

A comprehensive search strategy was developed using keywords and controlled vocabulary to describe university students, depression and anxiety, and digital mental health interventions. The search strategy was adapted to the electronic databases MEDLINE (Ovid), EMBASE (Elsevier), PsycINFO (EBSCOhost), Web of Science (Thomson Reuters), and the Cochrane Library (Wiley). Each database was searched from the date of inception to April 18, 2019. As some relevant journals (ie, Jmir Mental Health and Digital Health) are not indexed in the searched sources, an additional handsearch was conducted through these publications and through the reference lists of related systematic reviews. The searches were not limited based on publication date, language, document type, or study design. Throughout the study selection, the reference lists of included studies were further reviewed to identify relevant citations. The search strategy terms are presented in Multimedia Appendix 1. The review adhered to the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [26] and was registered before data extraction on the international prospective register of systematic reviews PROSPERO website (registration number CRD42018092800).

**Study Selection**

Search results were uploaded into Rayyan, a Web-based software program that allows for reviewers to collaborate during the study selection process [27]. Two reviewers independently screened each of the titles and abstracts from the initial literature search against the inclusion criteria. Authors EGL, ECA, NW, CSS, and AKG served as reviewers. Full-text articles for the approved articles were then screened independently by 2 reviewers. Discrepancies about inclusion were resolved by discussion, and a third reviewer was brought into the discussion if necessary.

**Data Extraction**

Two reviewers extracted the data independently from each eligible study using a Web-based extraction form that was piloted and calibrated with all reviewers before formal data extraction. Discrepancies about data extraction were resolved by discussion, and a third reviewer was brought into the discussion if necessary. The data extracted included the study location, study design, type of comparator, type of prevention/treatment, type of technology, name of technology/program, type of program, primary intervention target(s), presence of support, student population, setting, sample size, length of intervention, usability and acceptability outcomes, uptake and adoption outcomes, psychological outcomes, and type of analyses performed (ie, completer or intent to treat).

**Outcomes**

This review examined the effectiveness, usability, acceptability, uptake, and adoption of digital mental health interventions for treating depression and anxiety and for enhancing psychological well-being among college students. The effectiveness outcomes included measures of depressive symptomatology (eg, Beck Depression Inventory-II [28] and Patient Health Questionnaire [29]), measures of anxious symptomatology (eg, Beck Anxiety Inventory [30] and Anxiety Sensitivity Inventory [31]), and measures of psychological distress and well-being (eg, Perceived Stress Scale [32] and Scales of Psychological Well-being [33]).

For the purpose of this review, usability was defined as the quality of a user’s experience when interacting with a program. Usability is an umbrella term that includes the ease of learning a program, the efficiency of use, the memorability of it, and the subjective satisfaction with a program. The usability outcomes include standard usability measures (eg, the System Usability Scale [34]) and qualitative usability reports. Acceptability is specifically about satisfaction with different aspects of the program and was primarily measured through qualitative self-reporting.

For the purpose of this review, the terms uptake and adoption were used in conjunction with one another [35] and were together defined as the action of trying an innovation. Thus, uptake and adoption outcomes were primarily metrics on the number of downloads and uses and were intended to be described alongside the number of users relative to the population of potential users when available (to determine the rates of service penetration [35]). However, few studies provided these details. Metrics on the completion of follow-up assessments and study attrition (or fidelity to the intervention) were examined in studies that did not provide detailed program usage metrics to allow for further implementation-related insights to be gathered.

**Quality Assessment**

As this review included both randomized trials and nonrandomized trials, the risk of bias was assessed using 2 separate tools: the Cochrane Collaboration’s tool for assessing risk of bias in randomized trials [36] and the Cochrane Collaboration’s tool for assessing risk in nonrandomized studies of interventions [37]. For randomized trials, risk of bias was evaluated for selection bias, performance bias, detection bias, attrition bias, and reporting bias using the anchors of a low, high, or unclear risk of bias. For nonrandomized trials, risk of bias was evaluated for bias because of confounding, bias in selection of participants into the study, bias in classification of interventions, bias because of deviations from intended interventions, bias because of missing data, bias in measurement of outcomes, and bias in selection of the reported result.

**Data Synthesis**

A systematic narrative framework was used to synthesize the data [38-40]. Owing to the high degree of heterogeneity in outcomes and measurement included in this study, a meta-analytic approach was not appropriate. Following the systematic narrative framework for literature reviews [39], the results of included studies were synthesized and presented without reference to the statistical significance of the findings.

**Results**

**Included Studies**

A total of 6428 article titles and abstracts were reviewed. Then, 187 full-text articles were reviewed for inclusion, with 89 studies included in the review for data extraction. See Figure 1 for the PRISMA flow diagram.
Study Characteristics

Of the 89 studies included in this review, 72 employed randomized study designs [41-112], whereas the remaining 17 were nonrandomized [113-129]. One of the included studies [83] was a secondary analysis of another included study [84]. Another one of the included studies [129] was a qualitative study of the usability and acceptability of another included study [101]. The vast majority of the included studies (n=81 [41-44,47-52,54-56,58-111,113,114,116-120,122,123,125-129]) took place at universities, with far fewer taking place at 4-year colleges (n=2 [45,46]), at health professional schools (eg, medical school and nursing school; n=5 [57,115,121,124,130]), and at community colleges (n=1 [53]). Approximately half of the studies (n=44 [42-48,50,53,55,56,58-61,63,65,66,72,73,76-78,81,87-90,93,95,98,99,101-104,106,108,110,116-118,122,125]) targeted undergraduate students exclusively. Most studies included were focused on either universal prevention programs (n=36 [43,48,53,54,63-67,70-73,75-78,90,91,94,95,97,99,100,102,106-108,110-112,114,118,119,125,126]), or on treatment intervention programs (n=22 [41,49,50,52,58,69,74,79,80,83-86,88,89,92,98,113,117,120,122,127]).

We examined if each study appeared to be designed specifically for students (eg, the purpose of the study was focused on college student mental health) or if college students appeared to be used as a convenience sample. As seen in Multimedia Appendix 2, a minority of the studies (n=12 [44,71,89,90,93,95,104,110,111,114,118,123]) appeared to use college students as a convenience sample, and for an additional 9 studies, it was unclear if the program was being tested specifically for college student mental health or if college students were a convenience sample [47,50,51,61,64,68,84,105,122].

The majority of these studies (n=46 [43-48,51-55,57-59,62,65-67,69,72,76-78,86,87,113,116,119,120,122,124-127,131]) took place in the United States. As seen in Multimedia Appendix 2, several studies also took place in the United Kingdom (n=6 [60,73,75,80,96,114]), Ireland (n=5 [83-85,117,123]), Australia (n=5 [50,61,74,109,115]), Canada (n=5 [42,49,81,102,103]), and China (n=5 [70,71,89,91,100]).

A total of 71 studies utilized a Web-based technology ([42-44,46,49,50,53-55,57,59-88,90,91,94,96-101,103-110,112,113,115-121,123-126,128]), and 8 studies utilized interventions delivered via mobile phone (app-based programs and short message service–based programs) [52,56,59,95,101,124,129]. Furthermore, 11 studies utilized offline computer-based programs [41,45,47,51,52,89,92,93,105,111,127], and 3 studies focused on virtual reality programs [58,111,122]. As seen in Multimedia Appendix 2, some studies included more than one type of technology, and thus, the numbers reported in the previous sentence add up to more than the 89 studies included in this review. Although the interventions examined were variable in content and in length, the most common type of intervention examined was internet-based cognitive behavioral therapy (n=28 [42,49,50,57,61,68,72-75,79,81,83-86,88,89,98,101,103,107,109,112,113,123,128,129]). The modal length of intervention was 8 weeks. Most studies focused on digital mental health programs developed for the specific study, whereas a minority of studies (n=15) focused on publicly available interventions (ie, Beating the Blues, n=3 [83,84,86]; MoodGYM, n=5 ([50,57,68,98,112]); Therapist-Assisted Online, n=1 [113]; Headspace and Smiling Mind, n=1 [95]; Family eJournal, n=1 [90]; Tess chatbot, n=1 [97]; DeStressify, n=1 [102]; Overcome Social Anxiety, n=1 [103]); SilverCloud Health’s Space from Depression, Space from Anxiety, and Space from Stress, n=1 [128]; and CareCollaborateConnect: Student Success and thedesk, n=1 [109]).
The majority of interventions studied offered some level of support or guidance to users—many of these interventions featured coaching from a human (n=33 [41,49,51,58,62,66,69,71,73,74,76,79,82-88,94,101,104,105,107,116,122,123,128,129]), whereas others featured automated support (n=18 [44,48,53,57,59,67,70,77,91,98-101,106,108,112,113,115]), such as prescribed emails. Several studies examined self-guided interventions (n=33 [42,43,45,46,52,54-56,60,61,68,72,75,78,80,81,89,90,92,93,102,103,109-111,114,118,119,121,124,125]) in which the participants only had contact with the study staff for research assessments; few studies focused on technology as an adjunct to therapy (n=5 [47,86,100,120,126]), 2 studies provided peer support [96,117], and 1 study had an unclear presence of support (n=1 [127]).

Effectiveness of Interventions Studied on Psychological Outcomes

As seen in Multimedia Appendix 3, the majority of studies reported that the digital mental health intervention(s) of interest were either effective (eg, improvements were observed in all main outcomes; n=42 [41,42,45,47-51,54,56,57,59,60,62,63,68,71,78,79,84-89,92,93,100,101,103,112,113,115,120,122,123,125,127,128,131]) or partially effective (eg, improvements were observed in some main outcomes; n=30 [43,44,52,53,58,61,65,67,69,70,72-77,80-82,90,91,94-97,99,102,108,111,124]) in producing beneficial changes in the main psychological outcome variables. A minority of studies reported on interventions that were not effective (n=10 [46,55,64,66,98,114,117]) or did not report on psychological outcomes and focused on program usage or usability (n=6 [116,118,119,121,126,129]). An examination of intervention effectiveness by type of technology used followed. Of the 71 studies that included a Web-based intervention, 30 were effective, 25 were partially effective, 8 were not effective at producing beneficial changes in the main psychological outcome variables, and for 8 studies, effectiveness was not applicable. Of the 8 studies that included interventions delivered via mobile phone, 3 were effective, 3 were partially effective, 1 was not effective, and for 1 study, effectiveness was not applicable. Of the 11 studies that included offline computer-based programs, 10 were effective and 1 was partially effective. Of the 3 studies that included a virtual reality–based intervention, 1 was effective and 2 were not effective.

Of the 42 studies deemed effective in producing beneficial changes in the main psychological outcome variables, 36 of those studies utilized a control condition; although the quality of control conditions varied broadly and ranged from treatment as usual or waitlists to other digital programs or face-to-face treatment [41,42,45,47,48,50,51,54,56,57,59,60,71,78,79,84,86,88,89,92,93,100,101,103,105,107,109,112,113,125]. See Multimedia Appendix 2 for more information. Some studies targeted general mental health and well-being and listed several primary outcome variables; thus, it was difficult to ascertain whether the intervention was fully effective. To provide a conservative estimate, these studies were counted as partially effective.

Usability and Acceptability of Interventions Studied

Approximately half of the studies included in this review (n=45 [41-44,48,54-57,59,60,62,63,70,73,76-78,81,84,85,87-93,96,100,102,104,106,110,111-113,116,118,121-125,127]) did not present any usability or acceptability outcomes. In those studies that presented usability and acceptability outcomes, the results were generally favorable. However, response rates were often low (which was specifically noted in the studies by Lintvedt et al [68] and Mailey et al [69]), so it is difficult to ascertain the true acceptability of these interventions as those who continued to engage with the study procedures may have found the interventions more useful and usable than those who did not.

As seen in Multimedia Appendix 3, studies that presented usability and/or acceptability outcomes typically relied on single-item Likert scales, questionnaires, or user feedback interviews rather than validated measures. A minority of studies used validated measures such as the System Usability Scale [65-67,120,132] to assess usability and the Client Satisfaction Questionnaire [61,71,86,133] to assess acceptability. The results of formal usability testing were not presented in any of the studies.

Uptake and Adoption of Interventions Studied

The vast majority of studies did not specify the size of the pool of potential participants from which the study participants were drawn (n=81 [41-54,56-61,63-71,73-91,93-101,103-105,107-111,113-115,117-127,129]) and recruited from seemingly large pools of students. Furthermore, many studies did not present the metrics on the usage of the digital mental health interventions (n=29 [44,45,48,50,53,56,69,70,73,74,76-78,81,89,90,93,98,99,103-105,107,109-111,113,114,124]. As detailed program usage metrics were not addressed by the authors of several included studies, the Uptake and Adoption column in Multimedia Appendix 3 includes additional data on completion of follow-up assessments and study attrition as a proxy for intervention uptake and adoption. For studies that did not provide clear metrics on the completion of follow-up assessments and/or study attrition, we have listed not reported in this column. For studies that examined digital mental health interventions in standardized laboratory settings, we have listed N/A due to standardized within-lab use.

Relatively few studies examined the implementation of a digital mental health intervention on a college campus and reported on the implementation outcomes [35,93,98]. Although a small handful of studies reported on the broad uptake and adoption of programs that were implemented on college campuses [86,116,119,128], the Beating the Blues implementation by Santucci et al [86] and the SilverCloud implementation by Palacios et al [128] were the only studies in which the feasibility of implementing a digital mental health program was explicitly discussed. Santucci et al set out to assess the feasibility, acceptability, and effectiveness of Beating the Blues for university students (as benchmarked to published trials) and outlined their process of conducting a needs assessment and engaging stakeholders before commencing the trial [86]. They found preliminary support for the feasibility of disseminating and implementing Beating the Blues in a university health center and effectiveness similar to what had been documented in a previous RCT. Palacios et al [128] conducted an open trial in which 3 SilverCloud programs—Space from Depression, Space from Anxiety, and Space from Stress—were made available to...
the students and were advertised through on-campus counseling centers. The majority of the participants found the programs helpful and found benefit in having a supported Web-based intervention available on campus, and the programs demonstrated feasibility, acceptability, and effectiveness.

As seen in Multimedia Appendix 3, many studies had high rates of attrition and low rates of sustained program use. Although usage was variable and cannot be directly compared across studies, a pattern emerged such that for module-based interventions, usage dropped over an individual’s time spent in the study. For example, module 1 program completion rates were generally high, and in many studies examined, a minority of participants completed all available modules.

Risk of Bias

As seen in Table 1, of the 72 randomized studies, 28 studies were judged as having a low risk of bias ([41,44,47,49,54,57,60,64,66,75,78,84,86,88,91,92,94,95,97,99,100,101,102-104,109,111,112]) and only 9 studies were judged as having a high risk of bias [45,49,58,65,72,83,96,110]. The remaining 35 studies were judged as having some concerns regarding bias [42,43,46,48,50-53,55,56,59,61,62,67-70,73,74,76,77,79-82,85,87,89,90,93,98,105-108,131]. Risk of bias most frequently emerged because of a potential bias in measurement of the outcome. Some concerns were noted in this domain for roughly one-third of the studies (n=27 [42,46,49,50,52,53,55,56,58,59,61-63,65,67-70,72-74,76,81,82,85,87,89]) because outcomes were self-reported in nature and the participants were aware of the intervention they received. Concerns were often noted regarding potential bias arising from the randomization process, and potential bias because of missing outcome data that were not analyzed in a manner to minimize risk [80-82]. Potential bias arising from the randomization process was frequently noted because of baseline imbalances that suggested problems with randomization. Concerns surrounding risk of bias because of missing outcome data were frequently related to high levels of attrition, which is a particularly common problem in studies of digital mental health interventions.

Of the 16 nonrandomized studies screened for risk of bias, the majority of studies (n=10 [113-115,117,120,122-125,128]) demonstrated a serious risk of bias using the Risk of Bias in Non-Randomized Studies of Interventions (ROBINS-I) rating scale, and 1 study demonstrated a critical risk of bias [127]. One qualitative study [129] from which we extracted usability and acceptability data was not included in the risk-of-bias assessments. This study collected data from participants of an already analyzed RCT [101]. The details are provided in Table 2. Risk of bias is more common in nonrandomized studies, and the 3 studies that were determined to have a low risk of bias [116,118,119] all reported on the uptake and adoption of digital mental health programs as their main outcomes. As these metrics were objective, minimal risk of bias was identified. For the majority of studies, a potential for bias was identified in the measurement of outcomes, as outcomes were self-reported in nature and the participants were aware of the intervention they received.
Table 1. Risk of bias for randomized studies.

<table>
<thead>
<tr>
<th>Authors and year of publication</th>
<th>Dmn#1</th>
<th>Dmn#2</th>
<th>Dmn#3</th>
<th>Dmn#4</th>
<th>Dmn#5</th>
<th>Overall risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alvarez et al, 2008 [41]</td>
<td>LR$^8$</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Asbury et al, 2018 [90]</td>
<td>SC</td>
<td>SC</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Auyeung &amp; Mo, 2018 [91]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Bedford et al, 2018 [92]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Braithwaite &amp; Fincham, 2009 [44]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Braithwaite &amp; Fincham, 2007 [93]</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
</tr>
<tr>
<td>Buglione et al, 1990 [45]</td>
<td>SC</td>
<td>SC</td>
<td>SC</td>
<td>LR</td>
<td>LR</td>
<td>HR$^1$</td>
</tr>
<tr>
<td>Day et al, 2013 [49]</td>
<td>LR</td>
<td>LR</td>
<td>HR</td>
<td>SC</td>
<td>LR</td>
<td>HR</td>
</tr>
<tr>
<td>Eustis et al, 2018 [94]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Fitzpatrick et al, 2017 [52]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
</tr>
<tr>
<td>Flett et al, 2019 [95]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Frazier et al, 2015 [53]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
</tr>
<tr>
<td>Freeman et al, 2008 [96]</td>
<td>SC</td>
<td>LR</td>
<td>HR</td>
<td>HR</td>
<td>LR</td>
<td>HR</td>
</tr>
<tr>
<td>Frith &amp; Loprinzi, 2017 [54]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Fulmer et al, 2018 [97]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Gibbel, 2010 [98]</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>SC</td>
</tr>
<tr>
<td>Greer, 2015 [99]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Guille et al, 2015 [57]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Hall et al, 2018 [100]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Harrer et al, 2018 [101]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Harris et al, 2002 [58]</td>
<td>HR</td>
<td>LR</td>
<td>HR</td>
<td>SC</td>
<td>LR</td>
<td>HR</td>
</tr>
<tr>
<td>Hoppitt et al, 2014 [60]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Howell et al, 2018 [112]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Kenardy et al, 2003 [61]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
</tr>
<tr>
<td>Koydemir &amp; Sun-Selisik, 2016 [63]</td>
<td>SC</td>
<td>SC</td>
<td>HR</td>
<td>SC</td>
<td>LR</td>
<td>HR</td>
</tr>
<tr>
<td>Kvillmo et al, 2016 [64]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Lee &amp; Jung, 2018 [102]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Levin et al, 2014 [65]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>HR</td>
<td>HR</td>
</tr>
<tr>
<td>Levin et al, 2016 [66]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Authors and year of publication</td>
<td>Dmn #1</td>
<td>Dmn #2</td>
<td>Dmn #3</td>
<td>Dmn #4</td>
<td>Dmn #5</td>
<td>Overall risk</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------------</td>
</tr>
<tr>
<td>Mak et al, 2015 [70]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
</tr>
<tr>
<td>Mak et al, 2017 [71]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>SC</td>
</tr>
<tr>
<td>McCall et al, 2018 [103]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Mogoașe, 2013 [104]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Morris et al, 2016 [73]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
</tr>
<tr>
<td>Mullin et al, 2015 [74]</td>
<td>SC</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
</tr>
<tr>
<td>Musiat et al, 2014 [75]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Nguyen-Feng et al, 2015 [76]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
</tr>
<tr>
<td>Nguyen-Feng et al, 2016 [77]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>SC</td>
</tr>
<tr>
<td>Nguyen-Feng et al, 2017 [78]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Nordmo et al, 2015 [79]</td>
<td>SC</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
</tr>
<tr>
<td>Orbach et al, 2007 [80]</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
<td>SC</td>
</tr>
<tr>
<td>Rasanen et al, 2016 [82]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
</tr>
<tr>
<td>Richards &amp; Timulak, 2013 [83]</td>
<td>LR</td>
<td>SC</td>
<td>SC</td>
<td>LR</td>
<td>HR</td>
<td>HR</td>
</tr>
<tr>
<td>Richards et al, 2013 [84]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Richards et al, 2016 [85]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
</tr>
<tr>
<td>Rose et al, 2013 [105]</td>
<td>SC</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
</tr>
<tr>
<td>Sagon et al, 2018 [106]</td>
<td>SC</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>SC</td>
</tr>
<tr>
<td>Saleh et al, 2018 [107]</td>
<td>SC</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
</tr>
<tr>
<td>Seligman et al, 2007 [87]</td>
<td>SC</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
</tr>
<tr>
<td>Taitz, 2011 [110]</td>
<td>SC</td>
<td>SC</td>
<td>SC</td>
<td>LR</td>
<td>LR</td>
<td>HR</td>
</tr>
<tr>
<td>Tillfors et al, 2008 [88]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Villani &amp; Riva, 2008 [111]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Yang et al, 2015 [89]</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SC</td>
<td>LR</td>
<td>SC</td>
</tr>
</tbody>
</table>

aDmn: domain.
bBias arising from the randomization process.
cBias due to deviations from intended interventions.
dBias due to missing outcome data.
eBias in measurement of the outcome.
fBias in selection of the reported result.
gLR: low risk.
hSC: some concerns.
iHR: high risk.
Table 2. Risk of bias for nonrandomized studies.

<table>
<thead>
<tr>
<th>Authors and year of publication</th>
<th>Dmn #1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Dmn #2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Dmn #3&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Dmn #4&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Dmn #5&lt;sup&gt;e&lt;/sup&gt;</th>
<th>Dmn #6&lt;sup&gt;f&lt;/sup&gt;</th>
<th>Dmn #7&lt;sup&gt;g&lt;/sup&gt;</th>
<th>Overall risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benton et al, 2016 [113]</td>
<td>MR&lt;sup&gt;i&lt;/sup&gt;</td>
<td>LR&lt;sup&gt;i&lt;/sup&gt;</td>
<td>SR&lt;sup&gt;k&lt;/sup&gt;</td>
<td>LR</td>
<td>SR</td>
<td>SR</td>
<td>LR</td>
<td>SR</td>
</tr>
<tr>
<td>Haas et al, 2008 [116]</td>
<td>LR</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>LR</td>
</tr>
<tr>
<td>Kaczmarek et al, 2013 [118]</td>
<td>LR</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>LR</td>
</tr>
<tr>
<td>Kim et al, 2011 [119]</td>
<td>LR</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>LR</td>
</tr>
<tr>
<td>Moir et al, 2015 [121]</td>
<td>MR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>N/A&lt;sup&gt;m&lt;/sup&gt;</td>
<td>SR</td>
<td>LR</td>
<td>NI</td>
</tr>
<tr>
<td>Trockel et al, 2011 [125]</td>
<td>CR&lt;sup&gt;n&lt;/sup&gt;</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>SR</td>
<td>SR</td>
<td>LR</td>
<td>SR</td>
</tr>
</tbody>
</table>

<sup>a</sup>Dmn: domain.
<sup>b</sup>Bias due to confounding.
<sup>c</sup>Bias in selection of participants into the study.
<sup>d</sup>Bias in classification of interventions.
<sup>e</sup>Bias due to deviations from intended interventions.
<sup>f</sup>Bias due to missing data.
<sup>g</sup>Bias in measurement of outcomes.
<sup>h</sup>Bias in selection of the reported result.
<sup>i</sup>MR: moderate risk.
<sup>j</sup>LR: low risk.
<sup>k</sup>SR: serious risk.
<sup>l</sup>N/A: not applicable. Any study deemed low risk in Domain #1 is considered low risk as a whole; thus, other domains are N/A.
<sup>m</sup>NI: no information.
<sup>n</sup>CR: critical risk.

**Discussion**

**Principal Findings**

This study aimed to synthesize the literature on the effectiveness, usability, acceptability, uptake, and adoption of digital mental health interventions for (1) treating depression and anxiety and (2) enhancing psychological well-being among college students. In doing so, the types of interventions that have been developed and tested were characterized. The vast majority of included studies reported that the digital mental health interventions of interest were either effective, or partially effective, in producing beneficial changes in the main psychological outcome variables. This is consistent with past meta-analyses on digital mental health programs for college students [17,18] and is consistent with the broader literature on digital mental health interventions [134,135]. Effectiveness did not appear to substantially vary by type of digital mental health intervention, indicating that computer-, Web-, mobile-, and virtual reality–based interventions all hold potential for improving mental health on college campuses.

The majority of programs were studied on university campuses and enrolled broad samples of undergraduate and graduate students. The focus on universities was not surprising, as many studies were conducted at the university with which the researchers were affiliated, likely because of a combination of ease and investment in one’s own community. Fewer studies took place within health professional (eg, medical school and nursing school) programs. It was notable that only 1 study comprised a community college sample, as it is widely recognized that community college students have higher rates of unmet mental health needs compared with students in traditional 4-year colleges and universities [136-138]. Furthermore, community college students are likely to face additional barriers to accessing care as they are more likely to
attend school part-time while balancing other responsibilities and commitments, and many community college campuses do not provide mental health services [138]. Thus, this appears to be a priority area for further research and intervention development.

College students are often used as a convenience sample for psychological research [139]. Therefore, to interpret the findings in light of whether the included studies aimed to specifically target students, we examined whether the designs appeared specific to college student mental health. We found that the majority of studies (n=68) were focused explicitly on college student mental health, as opposed to using students for convenience sampling. This majority finding highlights the potential for these programs to be more broadly disseminated and implemented on college campuses.

Similar to what has been observed in digital mental health intervention programs for general adult populations [22,134], there were notable rates of participant attrition and early program discontinuation in many of the studies. An individual may discontinue use of a digital mental health intervention for a variety of factors. These include positive reasons, such as early mood improvements resulting in the individual no longer having a need for the intervention tools. More often though, early discontinuation of such programs appears to be the result of an unsatisfying user experience. Although user experience is multifaceted, the core components of user experiences include the program’s usability and acceptability, which were a focus of this study. A recent review of user engagement with mental health apps found that problems emerge because apps (1) are not designed with users in mind, (2) do not address problems users care most about, (3) do not respect user privacy, (4) are not seen as trustworthy, and (5) are unhelpful in emergencies [140]. Although this review focused on mental health apps [140], these themes appear to be translatable to reasons for poor engagement with other types of digital mental health interventions. Indeed, these themes suggest usability problems, which decrease the likelihood of user engagement because of a mismatch of design with user needs [141,142]. The majority of interventions included in this review were unnamed programs developed for research purposes, and although many reported on participant satisfaction with the program, the extent to which the interventions were tested for user experience before these trials remains largely unknown. Utilization of user-centered design and usability testing is a growing practice in digital health interventions for depression [143], smoking cessation [144,145], and diverse patient groups [146]. Indeed, this practice promotes the likelihood that the intervention is appropriately engaging, intuitive to use, and pleasing to the intended user population. Therefore, assessing for usability is a critical component in establishing the feasibility, efficacy, and generalizability of a digital health intervention, particularly for specialty populations [147].

Although user-centered design can produce programs that are more engaging and enjoyable for users, design principles alone are unlikely to produce interventions that are sustainably used on college campuses. The research-to-practice gap for digital mental health interventions is increasingly being recognized, and leaders in the field have proposed strategies to routinely incorporate implementation science methods into the study of digital mental health interventions [148,149]. These models highlight the importance of the systems in which interventions are to be introduced, and although all studies included in this review focused on college students as a population of interest, very few examined college campus systems and tested the implementation of programs onto campuses [86,109,116,119]. Increasingly, calls are being made to collect implementation-relevant data while testing new digital mental health programs or testing existing programs on new populations [150-152]. For digital mental health to fully realize its potential for college students, digital health researchers need to embrace methods and models from implementation science, such as hybrid trial designs [153], and add to the body of knowledge on how to create and support a campus mental health system that actively uses digital mental health programs.

Strengths and Limitations
This study should be interpreted in light of its strengths and limitations. Consistent with best practices, the articles were reviewed by 2 independent reviewers and risk of bias was assessed. The moderate-to-severe risk of bias found in many of the included randomized and nonrandomized trials indicates that the results reported may be biased in favor of the digital mental health tools and should be evaluated in that context. Bias primarily emerged because the outcomes were self-reported in nature and the participants were aware of the intervention they received—2 issues that are exceedingly common in digital health research. Although the search strategy was developed with an experienced research librarian and an additional handsearch was used, it is possible that some relevant publications were missed in the search. Several reviewed studies used active controls or comparison interventions that produced similar effects to the intervention of interest, so we were unable to evaluate the effectiveness of intervention ingredients to inform what components (eg, features or techniques) are relevant for achieving behavior change. Without the gold standard interventions in digital health for college students that could serve as comparisons with newly developed interventions, several studies that were reviewed used active controls or comparison interventions that produced similar effects to the intervention of interest. In addition, none of the included studies utilized noninferiority analyses. Therefore, the true efficacy of most of the interventions was unclear.

Another strength is that we did not limit this review to RCTs of computer- and Web-based programs. As such, this study expands on past work by offering a much broader look at the types of digital mental health programs that have been available for students and a look at the uptake and adoption of such interventions. Uptake and adoption could not have been meaningfully examined if this review was limited to RCTs. However, the consequence of including multiple trial designs precluded us conducting a meta-analysis because of the heterogeneity of the data included.

Conclusions
Digital mental health interventions for depression, anxiety, and the enhancement of psychological well-being have the potential to improve the mental health of college students around the
world. The majority of interventions have focused on Web-based technologies, and there remains a need for further research on interventions delivered via mobile phones. To date, published studies on digital mental health programs have primarily been focused on establishing efficacy and/or effectiveness rather than on supporting program uptake and adoption across campus communities. For these programs to realize their potential, they need to be successfully and sustainably implemented on college campuses as part of the array of available mental health services. Further research on digital mental health interventions for college students should focus on designing and testing programs that are viewed as usable and acceptable to students and on methods of implementing such programs on college campuses.
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Abstract

Background: As the most commonly occurring form of mental illness worldwide, depression poses significant health and economic burdens to both the individual and community. Different types of depression pose different levels of risk. Individuals who suffer from mild forms of depression may recover without any assistance or be effectively managed by primary care or family practitioners. However, other forms of depression are far more severe and require advanced care by certified mental health providers. However, identifying cases of depression that require advanced care may be challenging to primary care providers and health care team members whose skill sets run broad rather than deep.

Objective: This study aimed to leverage a comprehensive range of patient-level diagnostic, behavioral, and demographic data, as well as past visit history data from a statewide health information exchange to build decision models capable of predicting the need of advanced care for depression across patients presenting at Eskenazi Health, the public safety net health system for Marion County, Indianapolis, Indiana.

Methods: Patient-level diagnostic, behavioral, demographic, and past visit history data extracted from structured datasets were merged with outcome variables extracted from unstructured free-text datasets and were used to train random forest decision models that predicted the need of advanced care for depression across (1) the overall patient population and (2) various subsets of patients at higher risk for depression-related adverse events; patients with a past diagnosis of depression; patients with a Charlson comorbidity index of ≥1; patients with a Charlson comorbidity index of ≥2; and all unique patients identified across the 3 above-mentioned high-risk groups.

Results: The overall patient population consisted of 84,317 adult (aged ≥18 years) patients. A total of 6992 (8.29%) of these patients were in need of advanced care for depression. Decision models for high-risk patient groups yielded area under the curve (AUC) scores between 86.31% and 94.43%. The decision model for the overall patient population yielded a comparatively lower AUC score of 78.87%. The variance of optimal sensitivity and specificity for all decision models, as identified using Youden J Index, is as follows: sensitivity=68.79% to 83.91% and specificity=76.03% to 92.18%.

Conclusions: This study demonstrates the ability to automate screening for patients in need of advanced care for depression across (1) an overall patient population or (2) various high-risk patient groups using structured datasets covering acute and chronic conditions, patient demographics, behaviors, and past visit history. Furthermore, these results show considerable potential to enable preventative care and can be easily integrated into existing clinical workflows to improve access to wraparound health care services.
Introduction

Background

Depression is the most commonly occurring mental illness worldwide [1]. It negatively affects how up to 350 million persons worldwide think, feel, and interact [2]. Depression poses significant health and economic burdens to both the individual and community [3]. Previous studies have presented a strong comorbidity between mental health and medical conditions [4]. Depression is highly prevalent among patients suffering from various chronic conditions [5,6]. Such patients may suffer up to a 10-to-25-year reduction in life expectancy [7,8]. Depression is also a leading cause of disability for Americans aged between 15 and 44 years [9]. The incremental economic burden of depression covering medical, pharmaceutical, workplace, and suicide-related costs in the United States was evaluated at US $210.5 billion in 2010, a 21.5% increase from 2005 [10].

Different types of depression pose different levels of risk. Individuals who suffer from mild forms of depression may recover without any assistance. Other less severe cases can be effectively managed by primary care or family practitioners [11-13]. However, other forms of depression are far more severe and require advanced care above and beyond that provided by primary care or family practitioners [14,15]. Identifying cases of depression that require advanced care may be challenging to primary care providers and health care team members whose skill sets run broad rather than deep. Training health care teams to successfully identify patients with severe depression would resolve the problem but is unfeasible given cost, effort, and time considerations [16,17]. Social stigma and ignorance of health issues also encourage depression sufferers to downplay their condition, further increasing difficulty in detection and assessment [18].

Many health care systems leverage screening tools such as the Beck Depression Scale [19], the Patient Health Questionnaire-9 (PHQ-9) [20], PHQ-15 [21], the Cornell Scale for Depression in Dementia [22], and the Hamilton Rating Scale for Depression [23] to evaluate depression severity. However, such tools are not optimal as they (1) tie up significant resources [24], (2) rely heavily on potentially inaccurate patient-reported outcomes for decision making [25], and (3) utilize only a small subset of clinical and behavioral data for decision making. In addition, traditional depression screening approaches may increase risk of overdiagnosis and overtreatment of depression across community and primary care settings [26-28] without contributing to better mental health [29]. Recent studies have questioned the benefits of routine screening [30,31] as well as the US Preventive Services Task Force recommendations to screen adults for depression in primary care settings where staff-assisted depression management programs are available [29].

Given such limitations, it is more appropriate to develop machine learning–based screening approaches capable of leveraging more comprehensive patient datasets representing a patient’s overall health status to identify individuals who cannot be treated at primary care alone and would suffer from worsening health conditions unless they are provided with specialized, high-intensity treatment for depression [14,15]. Machine learning enables us to learn from multiple primary and secondary care datasets that might be missed by a clinician because of cognitive burden, and therefore, are a suitable solution to this challenge.

Objectives

For purposes of this research, we have defined individuals whose quality of life and health status will degrade if they do not receive specialized treatment above and beyond primary care as patients in need of advanced care for depression. Operationally, such patients would be identified by evaluating clinical data to detect patients who had received referrals to a certified mental health provider for specialized treatment for depression, indicating that their illnesses cannot be treated at primary care alone. In this study, we leveraged data obtained from varied structured and unstructured datasets to build decision models capable of identifying patients in need of advanced care for depression.

Methods

Patient Population

We identified a population of 84,317 adult patients (≥18 years of age) with at least 1 primary care visit between the years 2011 and 2016 at Eskenazi Health, a leading health care provider in Indianapolis, Indiana.

Patient Subset Selection

We sought to predict the need for advanced care for depression across (1) the overall patient population and (2) different groups of high-risk patient populations. We selected 3 high-risk patient groups: group A: patients with a past diagnosis of depression, group B: patients with a Charlson Comorbidity Index [32] of ≥1, and group C: patients with a Charlson Comorbidity Index of ≥2. Patients with a past diagnosis of depression were flagged as a high-risk group as their illness may re-emerge or worsen based on other health conditions. Patients with Charlson indexes ≥1 and ≥2 were selected because of the high prevalence of depression among patients suffering from one or many chronic illnesses [33] and its ability to worsen health outcomes of patients. Thresholds of ≥1 and ≥2 were selected because they captured patient populations that were adequately large for machine learning processes, as well as the cost/effort of potential implementation. We also identified a fourth group (Group D) that comprised all unique patients identified in groups A to C.

We trained models for different populations to capture as many of the overall number of patients in need of advanced care for
depression and to identify which patient groups were most suitable for use in screening for need of advanced care. Furthermore, focusing on a smaller population of high-risk patients may be easier to operationalize and cost-efficient to implement across chronic care clinics. Groups A to D were identified by analyzing diagnostic data on each of the 84,317 unique patients (master patient list) for past diagnosis of depression and to calculate Charlson Comorbidity Index for each patient.

Data Preparation
In a previous effort, we developed a depression taxonomy [34] using knowledge-based terminology extraction of the Unified Medical Language System (UMLS) Metathesaurus [35]. The taxonomy was developed by performing a literature search on Ovid Medline to identify publications that discuss depression and its treatment and then using Metamap [36], a Natural Language Processing–based tool to map these abstracts against the UMLS Metathesaurus, a large, multipurpose, multilingual thesaurus that contains millions of biomedical and health-related concepts, synonymous names, and their relationships across 199 medical dictionaries [37]. The most frequently occurring UMLS concepts were compiled into a terminology using the Web Ontology Language, a semantic Web language that is widely used to represent ontologies. These features presented a wide variety of diagnostic, demographic, and behavioral features that impacted the onset and severity of depression [34].

We obtained longitudinal health records on each patient from the Indiana Network for Patient Care (INPC), a statewide health information exchange [38,39]. Thus, our dataset included records on each patient, including data that may have been captured at any hospital system that participated in the INPC. The dataset included a wide array of patient data, including patient demographic, diagnostic, behavioral, and visit data reported in both structured and unstructured form. All diagnostic data were obtained in the form of structured International Classification of Diseases, ninth revision (ICD-9) and ICD-10 codes. We assessed extracted data against the depression terminology and used relationships presented within the UMLS Metathesaurus to identify ICD codes for inclusion as features. We tabulated vectors of features for each patient group under study. We predict current risk levels based on past patient data. We did not assess the impact of temporality because of our dataset representing a (1) relatively short time period and (2) an older population with high chronic conditions that do not change significantly over time. In the event that the patient under study had received a referral for depression treatment, the data vector only comprised medical data recorded up to 24 hours before the aforesaid referral order. If no past referrals for depression treatment were present, then the vector comprised all available data on the patient. A master data vector encompassing all 84,317 patients was also created using the same approach.

Preparation of Gold Standard
We applied regular expressions to physician referrals to certified mental health providers to identify referrals where the physician was recommending specialized treatment for depression. We determined that our use of regex patterns was 100% accurate via manual review.

Decision Model Building
We split each of the 5 data vectors (4 patient subgroups and 1 master data vector) into random groups of 90% training data and 10% test data. Each training dataset was used to train a decision model using the random forest classification algorithm [40]. The random forest algorithm was selected because of its track record of successful use in decision modeling for health care challenges [41,42] and its ability to develop interpretable machine learning predictions [43]. We used Python programming language (version 2.7.6) for all data preprocessing tasks and the Python scikit-learn package for decision model development and testing [44].

Analysis
Each decision model was evaluated using the 10% holdout test set. Results produced by each decision model were evaluated using area under the curve (AUC) values, which measure classifier accuracy. Youden J Index [45] was used to identify optimal sensitivity and specificity for each decision model. A flowchart representing our workflow from patient group selection to decision model evaluation can be seen in Figure 1.
**Results**

**Evaluation of Patient Groups**

We identified a total of 12,432 patients with a diagnosis of depression (group A), 32,249 patients with a Charlson Index of 1 or greater (group B), and 7415 patients with a Charlson Index of 2 or more (group C). Overall, these 3 groups identified a total of 37,560 unique patients (group D).

The master patient list as well as each of the 4 high-risk patient groups represented an adult, urban population: predominantly female and with high disease burdens (Table 1). The populations identified by their Charlson Indexes were older (mean age >50 years) than the population identified with depression (46.31 mean age). In addition, populations identified based on Charlson Indexes were predominantly African American. In contrast, the population with a past diagnosis of depression was predominantly composed of non-Hispanic whites. As anticipated, the prevalence of depression across a patient population with a Charlson Index of 1 or greater (30.18%) and a patient population with a Charlson Index of 2 or greater (37.25%) was greater than across the master patient list (19%).

**Figure 2** presents a Venn diagram presenting overlap across the high-risk patient groups identified for the study.

A total of 6992 (8.29%) of the 84,317 patients in the master patient list were in need of advanced care for depression. Group A captured 3683 (52.68%) of these patients, group B captured 4016 (57.43%), and group C captured 1026 (14.67%). Overall, all 3 patient groups were able to identify 5612 (80.26%) of all patients in need of advanced care for depression.
Table 1. Characteristics of the master patient list/groups of high-risk patients used for decision model building.

<table>
<thead>
<tr>
<th>Characteristic of interest</th>
<th>Master patient set: all patients (N=84,317)</th>
<th>Group A: patients with a past diagnosis of depression</th>
<th>Group B: patients with a Charlson Index of ≥1</th>
<th>Group C: patients with a Charlson Index of ≥2</th>
<th>Group D: all unique patients in groups A-C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient group size, n (%)</td>
<td><em>a</em></td>
<td>12,432 (14.74)</td>
<td>32,249 (38.25)</td>
<td>7415 (8.8)</td>
<td>37,560 (44.5)</td>
</tr>
<tr>
<td>Need of advanced care for depression, n (%)</td>
<td>6992 (8.29)</td>
<td>3683 (30.04)</td>
<td>4016 (12.94)</td>
<td>1026 (21.6)</td>
<td>5612 (80.26)</td>
</tr>
</tbody>
</table>

Demographics

| Age (years), mean (SD) | 43.88 (15.60) | 46.31 (14.74) | 51.94 (14.55) | 59.50 (12.33) | 50.31 (14.93) |
| Male gender (%) | 35.09 | 30.22 | 39.8 | 43.98 | 42.03 |

Race/ethnicity (%)

| White (non-Hispanic) | 25.21 | 44.62 | 33.38 | 37.02 | 35.31 |
| African American (non-Hispanic) | 37.23 | 32.01 | 42.78 | 47.26 | 40.12 |
| Hispanic or Latino | 19.47 | 11.12 | 10.60 | 4.94 | 7.38 |

Diagnoses

| Depression (%) | 19.07 | 100 | 30.18 | 37.25 | 37.51 |
| Charlson Index score, mean (SD) | 0.77 (1.21) | 0.22 (0.75) | 1.89 (1.27) | 3.85 (1.14) | 1.62 (1.35) |

Hospitalizations, mean (SD)

| ED visits during current month | 0.21 (1.03) | 0.33 (1.48) | 0.26 (1.15) | 0.31 (1.14) | 0.27 (1.17) |
| ED visits before previous months | 3.73 (14.40) | 4.69 (18.73) | 8.63 (24.2) | 10.71 (31.36) | 8.03 (23.67) |

*aNot applicable.

bED: emergency department.

Figure 2. Overlap between the patient groups identified for the study.
Feature Selection Using the Depression Terminology

Comparison of patient data against the depression terminology resulted in the identification of 1150 unique concepts for inclusion in each decision model. A description of features included in each of the decision models is presented in Multimedia Appendix 1.

Decision Model Performance

The decision model predicting need of advanced care across the master population reported a moderate AUC score of 78.87% (optimal sensitivity=68.79%, optimal specificity=76.30%). However, decision models to predict need of advanced care across patients’ groups A to D performed significantly better. Group A (patients with a past diagnosis of depression) reported an AUC score of 87.29% (optimal sensitivity=77.84%, optimal specificity=82.66%). Group B (patients with a Charlson Index of ≥1) reported an AUC score of 91.78% (optimal sensitivity=81.05%, optimal specificity=89.21%). Group C (patients with a Charlson Index of ≥2) reported an AUC score of 94.43% (optimal sensitivity=83.91%, optimal specificity=92.18%), whereas Group D (list of unique patients from groups A-C) reported an AUC score of 86.31% (Figure 3; optimal sensitivity=75.31%, optimal specificity=76.03%). Precision-recall curves for each decision model are presented in Multimedia Appendix 2.

The top 20 features for each decision model can be seen in Multimedia Appendix 3. Multimedia Appendix 4 presents the co-occurrence of these top 20 features across each decision model under study. In assessing the top ranked features selected for each decision model, we found significant overlap among the top features for each of the high-risk patient populations. Furthermore, essential (primary) hypertension, depression, gender, and number of outpatient visits appears in the top 20 feature lists for every patient population under test.

To demonstrate that the models did not suffer from overtraining, we added an additional evaluation step where we compared model performance across smaller feature subset sizes. We ranked all features for each decision model using information gain aka. Kullback-Leibler divergence [46]. For each patient subgroup, we used the ranked feature lists to build multiple decision models starting with a decision model trained using only the 5 top ranking features, iteratively adding on the next most important feature, retraining the model and evaluating performance using F1 score. We continued this process until we had trained n-5 models using all n features in the feature set. As an example, for patient group A, we began by building a decision model consisting of 5 patient-centric features and assessing its performance using F1 score. Afterwards, we added in the 6th most important feature and retrained a decision model consisting of these 6 features. We continued building models and evaluating F1 scores until we had included all features from each dataset. The results of this exercise (Multimedia Appendix 5) demonstrated that model performance plateaued after the top 10 to 20 features and that inclusion of further features did not improve model performance. This demonstrates that the models were not overfit and that they reached optimal performance after a relatively small number of features.
**Discussion**

**Principal Findings**

The decision model to predict need of advanced care for depression across the overall patient population achieved an AUC score of 78.87%. In comparison, decision models that predicted need of advanced care across 4 high-risk patient groups performed better, with AUC scores ranging from 86.31 to 94.43%. In addition, optimal sensitivity and specificity for each decision model was significantly high and demonstrated the models’ potential for practical implementation.

We attribute the comparatively lower performance of the decision model developed using the overall population to the unbalanced nature of the gold standard [47] caused by the relatively low prevalence (8.29%) of patients in need of advanced care and the sparsity of data available for some of the patients in the overall patient population. The high performance of the decision models built using high-risk patient groups could be attributed to the higher prevalence of patients in need of advanced care. Although various publications have presented approaches to address data imbalance [48,49], we did not pursue such as approach as we wished to focus on demonstrating methods that could be replicated across other datasets that may or may not be imbalanced.

In assessing prediction performance, group C (patients with a Charlson Index $\geq 2$) yielded the highest AUC score (97.43%). Groups A (patients with a diagnosis of depression) and B (patients with a Charlson Index $\geq 1$) reported lesser AUC scores. Group C captured the least number of patients in need of advanced care in comparison with groups A and B. However, it is noteworthy that none of the decision models developed using high-risk populations could capture all patients in need of advanced care. Overall, all 3 models could capture only 80.26% of all patients in need of advanced care. The remainder (19.74%) of the patients in need of advanced care did not qualify for any of the three high-risk patient populations. We hypothesize that a share of the missing 19.74% patients would have fallen into 1 of the 3 high-risk patient groups had more comprehensive data been available, and thus, been eligible for detection.

We present a novel application of machine learning to address a question of significant clinical relevance. We demonstrated the ability to predict the need of advanced care for depression across various patient populations with considerable predictive performance. These efforts can easily be integrated into existing hospital workflows [42]. As wraparound services are not delivered by primary care providers [50], the ability to identify and refer patients in need of such services is extremely important [51]. Our efforts yield a highly accurate, automated approach for identifying patients in need of wraparound services for...
mental health, which is of growing importance to health care organizations and incentivized by changing reimbursement policies. By predicting the need for advanced care across various high-risk populations, we offer potential implementers the option of selecting the best screening approach that meets their needs. Our approach is also well suited to leverage increasing health information technology adoption and interoperability of health care datasets for community-wide health transformations [52,53]. In the field of population health informatics, it enables organizations to leverage widespread acceptance and use of machine learning for cross organizational collaboration and management of various datasets [53] while giving implementers the freedom to select methods best suited for each hospital system. Furthermore, such applications of predictive modeling could support organization-level population health initiatives as risk stratification is fundamental to identifying those patients who are most in need of services to improve health and well-being. In addition, implementing such solutions at primary care ensure that facilitating the entry of all patients into the health care system is more efficient than stand-alone implementations at each chronic care clinic. Thus, our approach presents the ability to effectively identify need of advanced care for depression without risk of overdiagnosis and overtreatment and without the use of manual screening mechanisms.

There is limited knowledge on the best approach to integrate machine learning approaches into existing clinical workflows. As highlighted above, primary care facilities are the point of entry by which a majority of patients suffering from depression seek care [54,55]. However, application of machine learning solutions to screen every primary care visit may be cost-intensive and inefficient for certain clinical practices. Thus, alternate models to evaluate a subset of high-risk patients in need of advanced care for depression would be useful. The 2 potential high-risk patient populations are (1) patients already diagnosed with depression and (2) patients with chronic conditions, who are thus, at higher risk of suffering from depression [56]. Models built using these subsets may be more practical and result in better machine learning performance than models built using all primary care patients because of variability of underlying data and higher prevalence of outcome of interest, which enables better model training.

We identified several limitations in our study approach. We adopted a binary (present/absent) flag for each feature used to train decision models. We hypothesize that switching to tabulated counts for each feature will increase the granularity of the feature vector, thereby increasing model performance. The patient group used in our study was obtained from the Eskenazi Health system, a safety-net population with significant health burdens. Thus, our models may not generalize to other commercially insured or broader populations. Our diagnostic data were limited to ICD codes. Integrating medications, laboratory, and clinical procedure data may further improve decision model performance. Furthermore, studies present that social determinants of health such as low-educational attainment, poverty, unemployment, and social isolation may have a significant impact on depression and the need for treatment [57,58]. We propose to expand our models using social determinants of health to assess their impact on decision model performance.

We acknowledge that incompleteness of EMR data [59] may impact model performance. Use of claims data may have enabled us to identify a greater number of patients in need of specified treatment into each of our patient subgroups [60]. Furthermore, our outcome of interest are patients in need of advanced care, as identified by primary care providers. Thus, we were unable to account for patients who received advanced care for depression without a past referral. Such patients could have been identified from claims data and used to augment our gold standard.

We selected the random forest classification algorithm for decision-model building based on the need to develop high performance models that were easily interpretable to our clinical audience [42,43]. Other, more advanced decision-modeling approaches such as neural networks [61] have shown potential to improve machine learning performance across various health care challenges. However, neural networks are more complex, cost-intensive, and difficult to interpret [62], making it harder to gain provider acceptance of such models. In addition, it is unclear if they can contribute to our study given the significant performance measures already achieved using random forest models. We recommend that neural networks be considered in a scenario where the sequence or temporality of clinical events is being evaluated, or where the performance of random forest models is unsatisfactory.

In conclusion, these results present considerable potential to enable preventative care and can be potentially integrated into existing clinical workflows to improve access to wraparound health care services.

Conclusions

Our efforts demonstrate the ability to identify patients in need of advanced care for depression across (1) an overall patient population and (2) various groups of high-risk patients using a wide range of acute and chronic conditions, patient demographics, behaviors, and past visit history. Although all models yielded significant performance accuracy, models focused on high-risk patient populations yielded comparatively better results. Furthermore, our methods present a replicable approach for implementers to adopt based on their own needs and priorities. However, decision model performance may differ based on the availability of patient data at each health care system. These results show considerable potential to enable preventative care and can be easily integrated into existing clinical workflows to improve access to wraparound health care services.
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Abstract

Background: Hookah tobacco smoking (HTS) is a particularly important issue for public health professionals to address owing to its prevalence and deleterious health effects. Social media sites can be a valuable tool for public health officials to conduct informational health campaigns. Current social media platforms provide researchers with opportunities to better identify and target specific audiences and even individuals. However, we are not aware of systematic research attempting to identify audiences with mixed or ambivalent views toward HTS.

Objective: The objective of this study was to (1) confirm previous research showing positively skewed HTS sentiment on Twitter using a larger dataset by leveraging machine learning techniques and (2) systematically identify individuals who exhibit mixed opinions about HTS via the Twitter platform and therefore represent key audiences for intervention.

Methods: We prospectively collected tweets related to HTS from January to June 2016. We double-coded sentiment for a subset of approximately 5000 randomly sampled tweets for sentiment toward HTS and used these data to train a machine learning classifier to assess the remaining approximately 556,000 HTS-related Twitter posts. Natural language processing software was used to extract linguistic features (ie, language-based covariates). The data were processed by machine learning tools and algorithms using R. Finally, we used the results to identify individuals who, because they had consistently posted both positive and negative content, might be ambivalent toward HTS and represent an ideal audience for intervention.

Results: There were 561,960 HTS-related tweets: 373,911 were classified as positive and 183,139 were classified as negative. A set of 12,861 users met a priori criteria indicating that they posted both positive and negative tweets about HTS.

Conclusions: Sentiment analysis can allow researchers to identify audience segments on social media that demonstrate ambiguity toward key public health issues, such as HTS, and therefore represent ideal populations for intervention. Using large social media datasets can help public health officials to preemptively identify specific audience segments that would be most receptive to targeted campaigns.

(J Med Internet Res 2019;21(7):e12443) doi:10.2196/12443
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Introduction

Hookah tobacco smoking (HTS)—also called waterpipe, shisha, or narghile—has increased substantially in popularity [1]. HTS is common among college students, with ever-use rates ranging from 30% to 46% [2,3]. It has been associated with multiple health conditions including cancer, cardiovascular disease, decreased pulmonary function, and nicotine dependence [4-6]. Owing to its high prevalence and deleterious health effects, HTS is a particularly important issue for public health professionals to address.

Social media sites can be a valuable tool for public health officials to conduct informational health campaigns. This process can be informed by machine learning approaches that are able to conduct topic classification [7] or sentiment analysis [8] in very large datasets. For example, researchers have also found a large amount of posted content on Twitter that describes HTS as positive [9] and normalizes the activity [10]. This is concerning because social media exposure to tobacco products is known to influence attitudes and future smoking behavior [11,12]. In response, public health departments have leveraged social media sites to conduct informational campaigns around HTS, including the Center for Disease Control and Prevention’s Tips from Former Smokers [13,14] and ShishAware [15].

Although programs such as these tend to use broad approaches, it may be more advantageous to tailor HTS-related educational messages to targeted groups or individuals [16]. Current social media platforms provide researchers with opportunities to better identify and target specific audiences and even individuals. However, we are not aware of systematic research attempting to identify audiences with mixed or ambivalent views toward HTS.

Therefore, this study is designed to accomplish 2 aims: (1) confirm previous research in HTS sentiment on Twitter [9,10] using a larger dataset by leveraging machine learning techniques and (2) systematically identify individuals who exhibit mixed opinions toward HTS via the Twitter platform. The latter procedure can provide actionable data for public health officials in developing educational campaigns for wide and efficient dissemination.

Methods

Data

Twitter is a microblog platform on which users post tweets that are shared either publicly or to their private network of followers. We collected 561,960 HTS-related tweets over 6 months, from January 1 to June 30, 2016. The search terms used were hookah, hookahs, hooka, shisha, sheesha, and narghile. We do not suggest that these 6 terms represent all possible HTS posted content; however, they follow previous research protocols [17] and allowed for collection of a large dataset of HTS tweets for our purpose. Data were collected by establishing connections to Twitter’s application programming interface, which permits external software to request data. All data collected were publicly available, that is, anyone with an internet connection was able to view the tweet at the time it was collected. Data included full text of the tweet content (maximum of 140 characters) as well as the identifier (ID) of the originating Twitter user to track individual users’ tweets over time. Tweet content was obtained in plain text format and reformatted by replacing emoji (images and symbols embedded within text) with human-readable counterparts (eg, a heart symbol becomes [heart emoji]) [17]. We also replaced specific hyperlinks and usernames with generic placeholders (eg, [URL]; @[USERNAME]). User IDs were then recoded to de-identified numeric IDs (eg, User 1). This study has been reviewed and approved by the Institutional Review Board at the authors’ university.

Procedures

We applied machine learning algorithms to conduct sentiment analysis on HTS content posted to Twitter. Supervised machine learning allows for a relatively small amount of human-coded data to train computerized algorithms that can automatically categorize additional data on a scale that would not be feasible otherwise. We conducted the sentiment analysis in 2 phases. First, a set of approximately 5000 tweets were randomly sampled and categorized as being positive, negative, or both, and if it was commercial by 2 trained coders with experience in categorizing tobacco-related data on Twitter [17]. Inter-rater reliability measures for the human coders were all substantial or better [18], with Cohen kappa=.78 for positive/not positive and kappa=.75 for negative/not negative, and kappa=.82 for commercial. The coded tweets were subsequently used as training data for a classifier that automatically coded the sentiment in the remaining approximately 556,000 HTS-related Twitter posts. Natural language processing software RWeka and tm were used to extract linguistic features (ie, language-based covariates). The data were processed by machine learning tools in RTextTools.

In the second phase, human coders— informed by the previous classifications—identified Twitter accounts that had posted both positive and negative sentiment tweets about HTS, signaling a potential group of users with mixed or ambivalent views.

Measures

Each tweet in the training dataset was given 3 categorical codes by 2 coders: (1) positive or not positive, (2) negative or not negative, and (3) commercial or not commercial. Commercial content was defined as anything promoting the sale of a particular hookah product, establishment, or related service (eg, a hookah bar promoting happy hour specials). These tweets were identified based on textual content rather than by the type of Twitter user posting the content (eg, a hookah bar could also post noncommercial content in other contexts: an individual user could promote a hookah bar). This allowed for us to maintain tweet content as the primary unit of sentiment analysis, rather than including user-level metadata (eg, establishment name or profile image) that our text-based machine learning classifier would be unable to judge. Sentiment (ie, positive and negative) was defined as positive/negative toward HTS rather than an overall positive or negative expression. This provided an advantage for supervised machine learning, as it allowed the classifier to be content specific, rather than depend on general sentiment terms. As previous research found that HTS-related
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content skewed positive [9,10], positive tweets were undersampled in the final training data to match the number of coded negative tweets.

Analysis
To reduce the complexity of machine learning classifications, commercial tweets were included as positive or pro-HTS. After the machine learning completed classification of the approximately 556,000 tweets, 1000 tweets were randomly sampled to calculate 3 performance metrics: (1) precision, calculated as true positives divided by total instances labeled as positive; (2) recall, identical to sensitivity, calculated as true positives divided by total positive instances; and (3) F-score, a weighted average of precision and recall.

Finally, a qualitative analysis of Twitter users who had posted both positive and negative content was conducted. For this content search, tweets were grouped by user; based on an exploratory view by 2 authors of tweets in other topics (ie, beyond hookah-related posts), we decided that those with more than 5 times as many positive as negative posts, and vice versa, would not likely have truly mixed or ambivalent opinions and were removed from consideration. Coders were then tasked to identify potential users who had posted both positive and negative sentiment tweets.

Results
Table 1 provides the results of the full classifications, including summaries of precision and recall. Figure 1 shows the sentiment of HTS tweets over a 6-month period. Daily sentiment scores were calculated by subtracting the number of negative tweets from the number of positive tweets. These ranged from −1116 to 6239, with a mean of 1042 (SD 749).

There were 6 spikes during the 6-month period, defined as days where sentiment increased or decreased by more than 2 standard deviations. These are labeled A-F in Figure 1. The 4 positive spikes were as follows: (1) on January 4, a popular song about HTS (A); (2) on January 18, discussion of an HTS lounge (B); (3) on January 20, description of a concealable HTS device (C); and (4) on January 25, same as point 3 (D). The 2 negative instances were as follows: (1) on January 13, a report on the high levels of tar when using HTS (E) and (2) on April 1, an athlete was caught smoking from a hookah (F).

Table 1. Results of machine learning classifier with precision/recall metrics (January-June 2016).

<table>
<thead>
<tr>
<th>Sentiment</th>
<th>Classified (N=561,960), n (%)</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>373,911 (66.53)</td>
<td>0.92</td>
<td>0.81</td>
<td>0.86</td>
</tr>
<tr>
<td>Negative</td>
<td>183,139 (32.59)</td>
<td>0.59</td>
<td>0.79</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Figure 1. Sentiment of hookah tobacco smoking tweets over a 6-month period.
A total of 291,602 users posted HTS content over the period of the study, ranging from 1 to 6501 tweets each, with a median of 1. To identify users considered having ambivalent or mixed opinions about HTS, the criterion was defined as someone who had posted at least one positive and one negative tweet over the observed period. When we removed users that posted content with either positive or negative sentiment at a ratio greater than 5:1, 4.41% of users (12,861/291,602) remained. Of these users, we randomly sampled 1.00% of users (129/12,861) and selected all of their tweets to be qualitatively examined by 2 coders. There were 37 (29%) users classified as having clear ambivalent or mixed opinions about HTS. Examples of these users and their tweets are displayed in Table 2.

Table 2. A sample of 10 users (out of 37) who posted both positive and negative tweets about hookah tobacco smoking on Twitter between January and June 2016.

<table>
<thead>
<tr>
<th>User</th>
<th>Tweet</th>
</tr>
</thead>
</table>
| 1    | • Wednesday about to be lit lmao I need a hookah man<sup>a</sup>  
• I don’t want hookah no more dawg lmao |
| 2    | • Life feels so good when you are smoking hookah... [blushing emoji]<sup>a</sup>  
• SO I TRIED VAPING TODAY. ON 108Hz. HAHAHA fucking hard but such thick clouds, vaping is the best! gotta quit shisha and start vaping now! |
| 3    | • [@USERNAME] stop smokin hookah then  
• The hookah spot was rockin wit bitches feenin for cancer smh<sup>a</sup> |
| 4    | • I’m smoking hookah in front of my building right now [URL]<sup>a</sup>  
• My goal is to not DJ any spots with Hookah this summer |
| 5    | • Almost all my male friends love hookah smh<sup>a</sup>  
• Trying to put plans together for Chandra’s birthday and I have to make sure hookah is involved [weary emoji] |
| 6    | • Man y’all be paying 20 dollars at hookah spots to stare at each other [sobbing emoji]<sup>a</sup>  
• I only smoke shisha once in a while tbh lmao and wth we got jobs and school [URL] |
| 7    | • She was sent from the heavens... She don’t smoke hookah or know about lemonade. #Skinny  
• I gotta find a way to make crab flavored hookah tobacco. #Skinny<sup>a</sup> |
| 8    | • FAM be proud of me I havent smoked hookah ALL year -[@USERNAME]  
• My ramadan nights bouta consist of me sitting on the porch till 5am skyping and smoking hookah.<sup>a</sup> |
| 9    | • I wish hookah never existed [URL]  
• There’s no hookah so why go [URL]<sup>a</sup> |
| 10   | • I’ve done hookah less than 5 times<sup>a</sup>  
• whenever I smoke hookah I wanna throw up |

<sup>a</sup>Positive tweets.

Discussion

Principal Findings

This study combined several lines of research to integrate machine learning and online social media to inform public health research. We completed a 6-month sentiment analysis of HTS posts on Twitter and found that a majority (67%) of content posted about HTS were positive. This confirmed previous studies of HTS sentiment on Twitter with smaller datasets [9,10]. The 6 spikes in Figure 1 offered insight into how surveillance of HTS sentiment over time might be informative to public health departments. First, the identification of a positive spike following a newly released song referencing hookahs and the negative spike after a report of an athlete using a hookah demonstrated a capable process of having instantaneous access to public opinions of real-world events related to HTS. Immediate responses could be developed to address or leverage these situations, depending on the sentiment of the message. Second, reports of new HTS devices or technologies can also be quickly identified and allow for fast countermeasures to be taken as needed. Third, although the discussion of an HTS lounge also caused a positive spike, it was most likely to spread through use of automated bots or nonhuman accounts. Previous literature has found a significant number of Twitter accounts that discuss electronic cigarettes (e-cigarettes)—especially for advertisements—stemming from automated accounts [19]; it is possible a similarly high percentage are used for HTS as well. Additional research is needed to determine the prevalence of automated accounts that discuss HTS, as well as what effect this might have on the messages that are being spread.
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Extending beyond a descriptive analysis of Twitter sentiment for surveillance, the second phase successfully identified users posting mixed or ambivalent sentiment tweets about HTS. The realization of our strategy was substantiated by 2 coders’ ability to detect several clear examples of posted tweets about HTS that differed in sentiment. We limited our discussion to 10 users for the sake of brevity, although more were discovered. These examples (Table 2) included people who had only tried HTS a limited number of times (users 6 and 10), people against HTS but who go to HTS lounges (user 3), people with lots of friends who use hookah (user 5), people trying to avoid or quit HTS (users 1, 2, 4, and 8), and people who recognize the potential negative side effects of HTS but still support or use it (users 7 and 9). These Twitter users could be an ideal audience for any public health campaign that is focused on HTS prevention or cessation. As the examples demonstrated, there was no clear pattern of vocabulary, topic, or other semantic features that were obvious in the data; instead, it was only by applying our method of aggregating tweets by users and then searching for mixed-sentiment content—from a dataset of approximately 561,000 posts—that we were able to identify these Twitter users. The ability to capture all of these users established the strength of the technique, as finding these users could not be easily accomplished manually.

Concerns exist when using machine learning to analyze topics with skewed data distributions; imbalanced data can reduce a machine learning algorithm’s capacity to properly classify data that are disproportionately small, also called a minority class. This is due to conventional algorithms being biased toward the majority class in an effort to optimize error rates [20]. For example, if a dataset of 100 tweets contained 90 positives and 10 negatives, a classifier that correctly labeled 83 positive tweets and 6 negative tweets would have an 89% accuracy; however, another classifier that labeled every tweet as positive would seem to score a better 90%, even though it was unable to detect any negative content. As previous research has shown that HTS-related content on social media tended to strongly be skewed positive, we chose a strategy to undersample positive tweets [21], trading decreased sensitivity for increased specificity with regard to the minority class. Similar results to previous studies combined with a reasonably high negative recall (Table 1) suggest that our approach was successful.

Limitations

Limitations of our study include only using publicly available data from Twitter; inclusion of private Twitter content might lead to different results. Twitter user demographics can also limit the generalizability of these data. There is a possibility that a small percentage of HTS-related tweets are actually discussing using a hookah to smoke marijuana, although none were found in the sample that was human-coded. As we focused on linguistic features of the text, other media sources such as images or videos were not analyzed; expanding beyond linguistic features might also help improve the lower negative post precision. In addition, our strategy in choosing supervised machine learning restricts the results to HTS; a classifier would need to be retrained with content-specific data for other uses.

Comparison With Previous Work

In recent years, public health officials have developed Twitter campaigns addressing tobacco products such as e-cigarettes. However, these campaigns can be hijacked by opposing organizations and result in countercampaigns. For example, the Chicago Department of Public Health released a series of messages about e-cigarettes a week before a scheduled vote on local regulation by the city council. Unfortunately, hundreds of tweets responded with opposing claims such as the health department was lying or disseminating propaganda [22]. In a similar fashion, the California Department of Public Health launched an anti-e-cigarette media campaign on Twitter called Still Blowing Smoke. As with the case in Chicago, a countercampaign quickly launched, called Not Blowing Smoke, that gained more attention [23]. In both cases, the original topics were meant to be general and far reaching; regrettably, those properties allowed for opposing organizations to have a single challenging message that could be disseminated quickly to the same population. Our study provides a unique method that generates data to identify precise subpopulations and specific topics that organically emerged from natural discourse. Having identified users with mixed opinions about HTS can be used as actionable data for a public health campaign. Rather than depend solely on expert knowledge to develop a single campaign that runs the risk of being misused by an opposing organization, this method provides the empirical evidence to build informational campaigns grounded on information that is actually needed by HTS users or groups.

Conclusions

Tobacco control researchers focused on HTS should endeavor to develop campaigns that target this audience segment. Twitter has been proposed as a monitoring setting for public health [24,25], but the mixed success of other efforts to use mass user-generated data for large-scale public health detection [26] reveals the nonrepresentative nature of online and social media data in demographics and user patterns [27]. However, using social media as a setting to identify and reach potentially receptive audiences helps to avoid these threats to external validity. This mixed-sentiment strategy is not tobacco-specific and could be implemented in any public health setting. The approach could significantly improve the efficiency of any health campaign, allowing public health departments to be mindful with available resources and be confident of higher success rates.

Public health campaigns have frequently used mass media to disseminate educational or informational messages. State-level public health departments have also utilized Twitter to conduct informational tobacco campaigns with mixed results [22,23]. Although steps have been taken to leverage social media for these endeavors, officials have used strategies that do not always incorporate new types of information that technology can provide. We have demonstrated that user sentiment around HTS can and does change over time. Thus, it may be worthwhile to target public health interventions to individuals expressing positive or neutral sentiment toward HTS. Applying techniques in machine learning on large social media datasets can help public health officials to preemptively identify specific audience.
segments that would be most receptive to targeted campaigns. This allows a more purposeful and efficient method of producing changes in opinions, beliefs, or behaviors.
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Abstract

Background: Autism affects 1 in every 59 children in the United States, according to estimates from the Centers for Disease Control and Prevention’s Autism and Developmental Disabilities Monitoring Network in 2018. Although similar rates of autism are reported in rural and urban areas, rural families report greater difficulty in accessing resources. An overwhelming number of families experience long waitlists for diagnostic and therapeutic services.

Objective: The objective of this study was to accurately identify gaps in access to autism care using GapMap, a mobile platform that connects families with local resources while continuously collecting up-to-date autism resource epidemiological information.

Methods: After being extracted from various databases, resources were deduplicated, validated, and allocated into 7 categories based on the keywords identified on the resource website. The average distance between the individuals from a simulated autism population and the nearest autism resource in our database was calculated for each US county. Resource load, an approximation of demand over supply for diagnostic resources, was calculated for each US county.

Results: There are approximately 28,000 US resources validated on the GapMap database, each allocated into 1 or more of the 7 categories. States with the greatest distances to autism resources included Alaska, Nevada, Wyoming, Montana, and Arizona. Of the 7 resource categories, diagnostic resources were the most underrepresented, comprising only 8.83% (2472/28,003) of all resources. Alarmingly, 83.86% (2635/3142) of all US counties lacked any diagnostic resources. States with the highest diagnostic resource load included West Virginia, Kentucky, Maine, Mississippi, and New Mexico.

Conclusions: Results from this study demonstrate the sparsity and uneven distribution of diagnostic resources in the United States, which may contribute to the lengthy waitlists and travel distances—barriers to be overcome to be able to receive diagnosis in specific regions. More data are needed on autism diagnosis demand to better quantify resource needs across the United States.

(J Med Internet Res 2019;21(7):e13094) doi:10.2196/13094

KEYWORDS
autism; autism spectrum disorder; crowdsourcing; prevalence; resources; infodemiology; epidemiology

Introduction

Background

Autism spectrum disorder (ASD), a heterogeneous neurodevelopmental disorder characterized by repetitive and restricted behaviors and interests and social communication impairments, is the fastest growing developmental disorder in the United States [1]. The prevalence of ASD has increased by approximately 700% since 1990 and now affects 1 in 59 children [1-3].
Early access to diagnostic and therapeutic resources is essential for improving outcomes among children with ASD; however, families of individuals with autism often struggle to secure a diagnosis and find adequate therapeutic services [4-6]. The average age of diagnosis in the United States is estimated to be over 4 years [7], and about 27.1% of children remain undiagnosed at 8 years [8], with these figures being even higher among ethnic minorities [9]. Initial concerns are often already noted by families before children reach 2 years, making reliable diagnosis possible given adequate access to diagnostic resources [1,6,10-12]. Unfortunately, clinicians are often overburdened by the increasing population in need of care, creating waitlists exceeding 12 months for diagnosis. Waitlists are even longer for families in rural and underserved areas with a lower socioeconomic status, and an estimated 42% report having to travel to another city for a diagnosis [4,6,13,14]. A staggering 63% of families obtained a diagnosis for their child only after their third visit with a professional [6]. These delays in diagnosis and therapy leave many children untreated until after sensitive periods of development have passed [15-17]. Further complicating matters, treatment for ASD can cost a family up to US $100,000 annually, adding up to US $3.2 million in medical expenses over a lifetime [18,19]. More than half of all families report a lack of information and advice and little opportunity for parents to get involved in developing and reviewing treatment plans for their children [6,20].

Objective

Although there are indicators of significant resource shortages for families affected by autism in the United States [4-6], few studies have specifically explored autism resource epidemiology in the United States. Quantifying the expanding imbalance between clinicians and families in need of care and identifying the extent of gaps in access to autism resources are both essential steps toward providing support to individuals with autism. To address this need, we developed GapMap [21-23], a centralized crowd-powered Web platform that provides individuals affected by autism with colocated autism resources in their community (Figure 1).

Our preliminary analysis of data derived from GapMap has shown that in the United States, children who live closer to diagnostic centers are more likely to be diagnosed, highlighting a gap in access to care for families in rural communities [21]. This study expands upon these findings with additional data and analyses. In this study, we generated a comprehensive representation of autism resources in the United States, categorized each listed resource by service type, and examined more granular gaps in access in terms of distance and availability. For each of the 3142 counties in the United States, we estimated the average distance between individuals with autism and the nearest autism resource and approximated an annual demand over supply ratio of diagnostic resources.

Figure 1. An example of the preliminary mapping interface for GapMap. (1) The landing page shows resources near Stanford University; (2) participants can electronically consent and participate from any desktop or mobile device; (3) after email and zip code submission, resources are shown near the zip code area.
Methods

GapMap

GapMap is connected to a MySQL database that stores autism resource metadata including, but not limited to, program names, addresses, service types, and geo-coordinates. GapMap’s front-end is written in React.js, and the back-end server runs on Amazon Web Services (AWS) application programming interface (API) Gateway, which connects to AWS Lambda and executes JavaScript packages to communicate with our MySQL database hosted on Amazon Relational Database Service. GapMap allows users to search for resources near a given area and populates a map with markers representing each resource that expands into an information box containing its respective program name, address, and website. Due to its large set of resource geo-coordinates, the GapMap database provides the data needed to perform numerical analyses to further our understanding and characterization of resource epidemiology.

Resource Database Validation and Categorization

The initial resource database for GapMap [21] was created in 2015 by mining 3 extensive and publicly available autism resource databases (eg, Autism Speaks [24], Autism Source [25], and Parents Helping Parents [26]). Each resource contained the following attributes: Program Name, Program Description, Full Address, Phone, Email, URL, Latitude, Longitude, and Category. Not all resources in GapMap’s original database were mappable, relevant, or up to date. To address this issue, a resource was discarded if it contained a post office box or an invalid physical address, was associated with a website that excluded keywords related to autism or was associated with a broken or missing website and lacked additional contact information. A resource with a broken or missing URL was unable to be validated; however, if an email address was provided, the resource was kept in the database for future validation and confirmation.

In an effort to increase comprehensiveness of the GapMap resource and to ensure it remains up to date, we used ParseHub [27], a third-party Web scraper, to extract an updated list of all resources listed on Autism Speaks. In addition, we extracted resources from the Google Places database using Google Places API [28] under the following search parameters: the keyword autism, city, state, and search radius. To ensure a comprehensive resource extraction, resources were searched within a 13-km radius of each city center. This radius includes the largest US city (Sitka, Alaska, which has a total area of 12,461 km²). The extracted resources from both databases were merged with the GapMap database, deduplicated based on geo-coordinates and program names, and processed through our validation pipeline.

We assigned resources in the GapMap database to 7 primary resource categories: Diagnosis, Therapy, Health, Education, Recreation, Support, and Other. These categories were determined by our clinical coordinators through comparisons between resource categories found on Autism Speaks, Autism Source, and Parents Helping Parents. Resources may include multiple resource categories under the category attribute. Table 1 maps the service type attributes already associated with a resource from its native database to 1 of our 7 primary resource categories. Websites associated with resources without a service type were scraped for keywords listed in Table 1 and allocated accordingly. Resources that were not captured by any of the keywords listed in Table 1, for entities such as “...Special Education Attorneys,” were allocated to the category Other.

Table 1. Keywords used to allocate resources to the Diagnosis, Therapy, Health, Education, Recreation, and Support categories on GapMap.

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Allocated category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis, Where to get an Autism Diagnosis, Diagnostic, Assessments and Diagnosis</td>
<td>Diagnosis</td>
</tr>
<tr>
<td>Therapy; Early Intervention; Ages Birth-3; Interventions; Related Services; Early Intervention Services; Augmentative and Alternative Communication; Equine Therapy; Music Therapy; Occupational Therapy; Physical Therapy; Sensory Integration; Social Skills; Speech and Language Therapy; Applied Behavior Analysis (ABA); Floortime or DIR; Other Interventions; Picture Exchange Communication (PEC); Relationship Development Intervention (RDI); SCERTS Model; TEACCH; Verbal Behavior; Early Intervention; Related Services (Therapists); Speech/Language Therapy; Therapists; Art Therapy; instruction/intervention; Executive Function; ABA (Applied Behavior Analysis); Therapeutic; Speech</td>
<td>Therapy</td>
</tr>
<tr>
<td>Health, Biomedical Interventions; Health Services; Health and Dental Services; Diet or Nutrition; Other Biomedical Interventions; First Responder Resources; Dentists; Family Practitioners; Gastroenterologists; Inpatient Treatment Care Centers; Neurologists; Other Professionals; Pediatricians; Developmental Pediatricians; General, Psychiatrists, Psychologists, State Mental Health Centers, Blood Draw or Phlebotomists; Community Mental Health Centers; Crisis Intervention Services; Substance Abuse Treatment; Crisis/Crime Victim Services; Dentist; Mental Health Professional; Other Medical Services; Physician; Doctors</td>
<td>Health</td>
</tr>
<tr>
<td>Education; Preschool Age: Ages 3-5; School Age: Ages 5-22; Post Secondary Education; Schools: Nonpublic (Private); Schools: Residential; Schools: Preschool; Transition to Adult Services; Academic Supports; Private/Non-Public School; Public School System; Job/Vocational; Transition; Living Skills; Schools; Tutoring; Academy; Preschool; Tutor; School; Learn; Teach; Pre-K</td>
<td>Education</td>
</tr>
<tr>
<td>Recreation; Recreational and Leisure Activities; Day Programs; Recreation and Community Activities; Camps; After-School Programs; Camps and Recreation; Social Activities; After School Care; Children; Recreation; Play</td>
<td>Recreation</td>
</tr>
<tr>
<td>Support; Support Groups; Community and Support Network; Advocates; Grandparents; Autism Speaks Communities; Local Autism Events; Local Autism Organizations; Military Family Resources; Online Support Groups; Religious Resources; Support Groups; Autism Society Affiliate (Chapter); Parent Training; Conferences; Other Local Organizations; Faith Community Services; Information and Support; Training; Support/Self Help Groups; Parent Support; Advocate-School District; Advocacy; Volunteer</td>
<td>Support</td>
</tr>
</tbody>
</table>

[26] Parents Helping Parents
[27] ParseHub
[28] Google Places API
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Distance Between Resources and Individuals

As GapMap does not yet collect diagnostic information from users, we represented the population distribution of individuals with autism through a simulation. For each of the 3142 counties in the United States, geo-coordinates were generated in a random distribution inside a county bounding box derived from the 2010 US Census Bureau’s set of county Tiger/Line shapefiles [29]. The number of geo-coordinates representing the simulated population density was calculated by dividing the US Census Bureau’s 2016 County Population Estimate by 59 to normalize for the most recent autism prevalence rate [30]. This amounted to 5,476,742 coordinate points across the United States, where each of these points represents a simulated individual with autism.

All resources in the GapMap database were tagged with their respective geo-coordinates. The Euclidean distance was calculated between each geo-coordinate representing a simulated individual with autism and the geo-coordinate representing the autism resource from the GapMap database closest to the corresponding individual. These distances were used to calculate the average resource distance for each county. The values were then used to rank counties with gaps between autism resources and individuals with autism in descending order. This analysis was repeated for each of the 7 resource categories.

Resource Load for Diagnostic Resources

Resource distance is correlated with the number of resources and the proportional distribution of resources in the region, but it is not an effective measure of how well resource demands are being met because of the variations in the number of individuals who can be served between resources. As a result, resource load was calculated. The diagnostic resources in the GapMap database comprise resources that provide medical diagnoses of ASD made by pediatricians, neurologists, and psychiatrists as well as diagnoses that occur through psychological assessments and mental health units. Resource load represents how well diagnostic centers can meet the demands of the individuals in a given county annually. Ideally, this value would be a demand over supply ratio of diagnostic services in a given county annually; however, because of the lack of available data on individuals diagnosed and waitlisted for diagnosis for each state, an approximation of this measure was represented by a resource load formula. In addition, as calculating resource load for each diagnostic center rather than region would lead to underestimated values from the potential recounting of individuals within the proximity of multiple diagnostic resources, the previous resource load formula was adjusted to calculate a comparative value that approximates the demand over supply ratio of autism resources. The new resource load below does not exhibit any meaning as a stand-alone value but can be compared with other state resource load values to estimate how well diagnostic resources can meet individual demand.

The resource load \( RL_c \), as computed for diagnostic resources for each of the 3142 US counties, is represented by this formula:

\[
RL_c = \frac{N_c}{R_c f} \],
\]

where \( N_c \), the county population, is derived from the US Census Bureau’s 2016 County Population Estimate [30]. \( R_c \) is the number of diagnostic resources in a given county from the GapMap database. For a more intuitive comparison of resource load values, \( f \) is the ratio selected to normalize by the lowest state resource load, resulting in a value of 1 for the lowest state resource load. A higher resource load value may suggest that resources in a given region are less likely to meet demand.

Results

Resource Database Validation and Categorization

We originally identified 29,935 autism resources in the United States and removed 8402 resources from the GapMap database through our validation and deduplication process. Additional resources were then extracted from Autism Speaks and Google Places, verified through our validation pipeline, merged with our database, and deduplicated, resulting in the addition of 6470 resources and amounting to a total of 28,003 unique and validated resources in the GapMap database. Table 2 shows the allocation of all resources into each of the 7 resource categories. Resources may be allocated to multiple categories.

Distance Between Resources and Individuals

The estimated average distance between an individual with autism and the nearest autism resource belonging to any of the 7 resource categories across the United States is 17.12 km. Table 2 outlines the average distance of the nearest resource specific to each category. Due to the large number of US counties, Table 3 only shows the 10 states with the largest and smallest average distances to the nearest resource, respectively. On average across the United States, individuals are over 21 km away from resources that belong to the Therapy category and are farthest away from resources that belong to the Diagnosis category, at over 35 km. Figure 2 represents a heat map of the overall density of resources across the United States. As shown in the map, resources are sparsely distributed across the western half of the country and are densely crowded surrounding regions of higher population density.
Table 2. The number, percent breakdown, and average distance of autism resources for each of the 7 resource categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Resources, n (%)</th>
<th>Average distance (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All resources</td>
<td>28,003 (100.00)</td>
<td>17.12</td>
</tr>
<tr>
<td>Therapy</td>
<td>11,602 (41.43)</td>
<td>21.84</td>
</tr>
<tr>
<td>Support</td>
<td>8153 (29.11)</td>
<td>21.65</td>
</tr>
<tr>
<td>Health</td>
<td>7236 (25.84)</td>
<td>24.02</td>
</tr>
<tr>
<td>Education</td>
<td>5595 (19.98)</td>
<td>24.17</td>
</tr>
<tr>
<td>Recreation</td>
<td>2791 (9.97)</td>
<td>30.44</td>
</tr>
<tr>
<td>Diagnosis</td>
<td>2472 (8.83)</td>
<td>35.49</td>
</tr>
<tr>
<td>Other</td>
<td>5190 (18.53)</td>
<td>26.80</td>
</tr>
</tbody>
</table>

Table 3. Top 10 states in the United States with the largest and smallest average distances between an individual with autism and the nearest autism resource, respectively.

<table>
<thead>
<tr>
<th>Top 10 states with largest distance</th>
<th>Top 10 states with smallest distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>State</td>
<td>Distance (km)</td>
</tr>
<tr>
<td>Alaska</td>
<td>100.66</td>
</tr>
<tr>
<td>Nevada</td>
<td>54.16</td>
</tr>
<tr>
<td>Wyoming</td>
<td>54.14</td>
</tr>
<tr>
<td>Montana</td>
<td>49.12</td>
</tr>
<tr>
<td>Arizona</td>
<td>43.69</td>
</tr>
<tr>
<td>North Dakota</td>
<td>41.52</td>
</tr>
<tr>
<td>New Mexico</td>
<td>36.75</td>
</tr>
<tr>
<td>South Dakota</td>
<td>33.24</td>
</tr>
<tr>
<td>Oregon</td>
<td>27.96</td>
</tr>
<tr>
<td>Idaho</td>
<td>27.35</td>
</tr>
</tbody>
</table>

Figure 2. A heat map depicting the density and distribution of autism resources across the United States (Alaska and Hawaii not to scale), where red indicates a high density of resources.

Resource Load for Diagnostic Resources

Of the 3142 US counties surveyed, our analysis found that 2635 counties (83.86%) did not have a single diagnostic resource. Table 4 shows the average resource load for the 10 states in the United States with the highest and lowest resource loads, respectively.
Table 4. Top 10 states in the United States with the highest and lowest resource load, respectively.

<table>
<thead>
<tr>
<th>Top 10 states with the highest load</th>
<th>Resource load</th>
<th>Top 10 states with the lowest load</th>
<th>Resource load</th>
</tr>
</thead>
<tbody>
<tr>
<td>West Virginia</td>
<td>5.71</td>
<td>Montana</td>
<td>1</td>
</tr>
<tr>
<td>Kentucky</td>
<td>4.26</td>
<td>Connecticut</td>
<td>1.09</td>
</tr>
<tr>
<td>Maine</td>
<td>4.15</td>
<td>Colorado</td>
<td>1.10</td>
</tr>
<tr>
<td>Mississippi</td>
<td>3.73</td>
<td>Rhode Island</td>
<td>1.10</td>
</tr>
<tr>
<td>New Mexico</td>
<td>3.71</td>
<td>New Jersey</td>
<td>1.14</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>3.49</td>
<td>Pennsylvania</td>
<td>1.18</td>
</tr>
<tr>
<td>South Carolina</td>
<td>3.26</td>
<td>Massachusetts</td>
<td>1.25</td>
</tr>
<tr>
<td>Nevada</td>
<td>2.82</td>
<td>Wisconsin</td>
<td>1.26</td>
</tr>
<tr>
<td>Tennessee</td>
<td>2.68</td>
<td>Maryland</td>
<td>1.32</td>
</tr>
<tr>
<td>Nebraska</td>
<td>2.64</td>
<td>New York</td>
<td>1.32</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, we utilized GapMap to measure autism resource accessibility and availability across the United States. GapMap’s database contains 28,003 unique, validated, and categorized autism resources. As shown in Table 2, average distance is negatively correlated with the number of resources, with the exception of Therapy and Support resources. This suggests that Support resources are more evenly distributed around the population than Therapy resources. These data show an uneven distribution between resources, which calls for the need to replace simulated population data of families affected by autism with actual population data. This will help service providers strategically allocate resources in locations, which would allow a distribution of services commensurate with the population need.

The average distance between the nearest resource belonging to any resource category and a family affected by autism is 17.12 km. As resources that belong to an individual resource category are a subset of the total number of resources, the average distances corresponding to each individual category will be greater than 17.12 km, as the average distance is negatively correlated with the number of resources. The Therapy resource category contained the most resources (41.43% [11,602/28,003] of all resources on GapMap) and was tied with the Support resource category for the lowest average distance to families, at 21 km. The Diagnosis resource category contained the fewest resources (8.83% [2472/28,003] of all resources in GapMap) and had the greatest average distance (35.49 km) to individuals with autism, providing some support for the diagnostic bottleneck often reported by parents [12,14,31]. This bottleneck may be largely attributed to the lack of qualified specialists who can perform an autism diagnosis. It is estimated that there are only 8300 child psychiatrists, 1500 child neurologists, and 1000 developmental-behavioral pediatricians in the United States [32]. Specialists working with autism are even scarcer, in part, because of the lack of monetary incentives compared with other specialties; developmental-behavioral pediatricians undergo extra years of training through fellowship programs but earn equal or less than primary care physicians [14].

Of the 3142 US counties, only 507 have 1 or more diagnostic resources, suggesting that centers are not only being overloaded by its county population but also by individuals outside of the county with no access to diagnostic resources locally. This observation aligns with the historical lack of mental and behavioral health resources in rural communities [33,34]. In contrast, a state such as California no longer requires an autism diagnosis to access behavioral health treatment: families and individuals with autism may seek therapy services while waiting for a diagnosis. Further research via GapMap presents an opportunity to enhance knowledge surrounding resource use, autism prevalence, and resource availability specifically in rural areas.

In a study of several countries including the United States, Williams et al found urban locations reported higher prevalence estimates than those reported in rural and mixed locations [35], and research in Denmark showed a higher likelihood of early diagnosis and treatment in urban settings [36]. These data suggest that autism is underdiagnosed and therefore possibly treated later in rural settings. Unlike traditional epidemiological studies, GapMap is also able to accurately measure autism prevalence and resource availability across the United States in rural and urban locations, as families and service providers can directly access this database from their homes and provide the information needed. Furthermore, GapMap provides a robust, user-friendly autism resource database that depicts the real-time availability of resources for individuals with autism across the country.

Limitations

Although we made significant programmatic and manual effort to ensure the accuracy and completeness of the autism resources contained in GapMap, the true number of autism resources in the United States may be above or below the estimated value we derived through our analysis. As we do not have a method to ensure homogeneous reporting of resources by the primary databases from which we extracted our resources, the GapMap database is prone to population biases as a result of increased
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probability of reporting in densely crowded areas. Due to the lack of complete locational data on the population affected by autism in the United States, we assumed a randomly distributed simulation of the autism population. The geographic boundaries used to simulate the population are rectangular bounding boxes, which do not perfectly capture the actual geographic boundaries that exist in the US counties; however, we found that this primarily affects the relatively small number of counties near bodies of water. Furthermore, the resource distances are calculated with Euclidean distance, which may underestimate the true resource distance. Finally, because of a lack of annual data on the number of individuals who received an autism diagnosis and who were waitlisted for diagnosis for each state, we used a comparative resource load value, allowing only for comparison within this analysis.

Conclusions and Future Directions

These results show an uneven distribution of autism resources throughout the United States and that diagnostic resources are the most underrepresented out of all autism resource categories analyzed. Demand for diagnostic resources varies throughout the United States, contributing to the diagnostic bottleneck, long waitlists spanning several months, and large travel distances for families in rural or underserved locations. The discrepancy in access to services across the United States could be attributed to many factors. We will attempt to parse such sources further as more granular population data are collected from families affected by autism.

Consequently, GapMap will now endeavor to collect geocoded location data and self-reported diagnoses from recruited families. Over time, this will enable a more detailed and accurate representation of gaps in access to care by enabling us to replace simulated family locations with self-reported locations. Euclidean distances between individuals and resources will be replaced with more accurate road distances that factor in street network using Google Maps API. In addition, we plan to incorporate several new features to the GapMap platform (Figure 3), which will allow families to interact with each other by rating resources, leaving reviews, adding additional resources, and submitting wait times for services. This will serve as a system that evaluates resources in terms of quality, thus providing greater incentive for families to join, while collecting real population data needed to improve autism resource epidemiological research.

Figure 3. Depiction of the proposed rating- and review-based features. (1) Landing page; (2) allows families to rate and review resources; (3) allows families to join local autism communities created by other families.
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Abstract

Background: The burden of pruritus is high, especially among patients with dermatologic diseases. Identifying trends in pruritus burden and people’s medical needs is challenging, since not all affected people consult a physician.

Objective: The purpose of this study was to investigate pruritus search behavior trends in Germany and identify associations with weather factors.

Methods: Google AdWords Keyword Planner was used to quantify pruritus-related search queries in 16 German cities from August 2014 to July 2018. All identified keywords were qualitatively categorized and pruritus-related terms were descriptively analyzed. The number of search queries per 100,000 inhabitants of each city was compared to environmental factors such as temperature, humidity, particulate matter 10 micrometers or less in diameter (PM10), and sunshine duration to investigate potential correlations.

Results: We included 1150 pruritus-related keywords, which resulted in 2,851,290 queries. “Pruritus” (n=115,680) and “anal pruritus” (n=102,390) were the most-searched-for keywords. Nearly half of all queries were related to the category localization, with Berlin and Munich having a comparatively high proportion of people that searched for pruritus in the genital and anal areas. People searched more frequently for information on chronic compared to acute pruritus. The most populated cities had the lowest number of queries per 100,000 inhabitants (Berlin, n=13,641; Hamburg, n=18,303; and Munich, n=21,363), while smaller cities (Kiel, n=35,027; and Freiburg, n=39,501) had the highest. Temperature had a greater effect on search query number (beta -7.94, 95% CI -10.74 to -5.15) than did PM10 (beta -5.13, 95% CI -7.04 to -3.22), humidity (beta 4.73, 95% CI 2.70 to 6.75), or sunshine duration (beta 0.66, 95% CI 0.36 to 0.97). The highest relative number of search queries occurred during the winter (ie, December to February).

Conclusions: By taking into account the study results, Google data analysis helps to examine people’s search frequency, behavior, and interest across cities and regions. The results indicated a general increase in search queries during the winter as well as differences across cities located in the same region; for example, there was a decline in search volume in Saarbrucken, while there were increases in Cologne, Frankfurt, and Dortmund. In addition, the detected correlation between search volume and weather data seems to be valuable in predicting an increase in pruritus burden, since a significant association with rising humidity and sunshine duration, as well as declining temperature and PM10, was found. Accordingly, this is an unconventional and inexpensive method to identify search behavior trends and respective inhabitants’ needs.

(J Med Internet Res 2019;21(7):e13739) doi:10.2196/13739
KEYWORDS
pruritus; Internet; informatics; environment; weather; retrospective studies

Introduction

Pruritus is one of the most common presenting symptoms in dermatological patients, appearing in more than 50% of patients [1,2]. In general, acute and chronic pruritus occurrences are most prevalent among people affected by scabies (up to 100%) [3], atopic dermatitis (83.3%-91.0%) [2,4,5], and psoriasis (48.6%-84.0%) [5,6]. Epidemiological studies have reported point prevalence rates in the general population ranging from 3.6% to 8.4% for acute pruritus [1,5] and 13.5% to 31.2% for chronic pruritus (ie, lasting >6 weeks) [2,7,8]. Prevalence has been observed to increase with age [9].

Pruritus can have a great impact on quality of life [10-12]. There is a higher prevalence of suicidal ideation and depression among people with severe pruritus [11,13,14]. Treatment, especially for chronic pruritus, can be very challenging owing to the diversity of underlying diseases [15,16], subjective sensations, and varying individual patient needs [17,18]. There are various scales for measuring symptom intensity and severity [19]. Pruritus is also measured using patient-oriented measurements (eg, the patient benefit index) according to the individual needs and desires of patients with respect to therapeutic outcomes [20]. A study that used the patient benefit index showed that 83.9% of patients with psoriasis considered the reduction of pruritus to be a treatment goal [21]. However, people with less severe pruritus, localized manifestations, or only occasional itching might not seek professional health care; thus, it is challenging to examine people’s interest in medical needs.

An unconventional method to assess people’s interest in different aspects of pruritus outside the medical setting is to analyze the volume of Internet searches for “pruritus” and accompanying expressions, since the Internet is a commonly used source of health information [22,23]. In Germany, 90% of residents use the Internet and 72% use it daily [24]. Approximately 57% of the German population have used the Internet to search for health-related information at least once [25] and the vast majority of this group (95%) use Google as their primary search engine [26]. As previously demonstrated, Google data analysis is valuable for detecting seasonal trends and making forecasts regarding various diseases, such as cancer, epilepsy, Ebola virus disease, or influenza [27-29]. For example, as previously demonstrated in the United States, search behavior was associated with incidence rates of various tumors (eg, skin cancer) [29] or coronary heart disease. In addition, analyzing Internet data is useful for examining Internet behavior, interest, and people’s reactions to various incidents [27]. Studies investigating Google search volume data for the term “pruritus” in Germany have demonstrated that this method provides good insight into people’s interests and needs [30,31]. However, dermatological care differs even within Germany. For example, according to the German Association of Panel Doctors (Kassenärztliche Bundesvereinigung), the supply of dermatologists (ie, the proportion of target to actual number of dermatologists as a function of regional inhabitants) was comprehensively higher in Freiburg (218.2%) and Kiel (188.1%) than in Berlin (124.1%) and Hamburg (113.3%) [32]. Besides variations in the supply of dermatologists, there are regional differences in environmental triggers, such as temperature [33-37]. Accordingly, further analysis of Google data with regard to regional differences in pruritus would be valuable. Therefore, in an effort to identify possible unmet needs, this study examined the Google search volume data of 16 German cities to investigate whether there were local differences in people’s interest in pruritus and whether external factors might have had an influence on search behavior.

Methods

Study Design

A retrospective longitudinal study using Google AdWords Keyword Planner was conducted to identify the Google search volume of keywords related to pruritus in 16 cities across Germany. Four cities each from Northern Germany (Hamburg, Hannover, Kiel, and Rostock), Eastern Germany (Berlin, Leipzig, Dresden, and Magdeburg), Southern Germany (Munich, Stuttgart, Nuremberg, and Freiburg), and Western Germany (Cologne, Frankfurt, Dortmund, and Saarbrücken) were chosen for a representative evaluation to determine whether there are national and geographical differences in pruritus searches within these regions. Most of the cities were chosen because they are Germany’s largest cities by population; the following 11 cities are listed in order of largest population to smallest, with their population ranking in Germany within parentheses: Berlin (1), Hamburg (2), Munich (3), Cologne (4), Frankfurt (5), Stuttgart (6), Dortmund (8), Leipzig (9), Dresden (12), Hannover (13), and Nuremberg (14). Furthermore, Kiel and Rostock were chosen to examine whether the proximity to the coast has an influence on Google search volume. The remaining cities—Freiburg, Saarbrücken, and Magdeburg—were chosen because we wanted to have a nationwide overview about various regions and they are three of the largest cities within these regions. Even though the main function of Google’s Keyword Planner is to optimize advertising, it can also be used to answer scientific questions [23,30,31]. To assess search volume within a specific field, words or phrases related to the topic are initially entered into the tool. The Keyword Planner then finds the most relevant search terms. For each identified keyword, the tool provides the monthly search volume data as estimated by Google, which are available for the last 48 months. The search volume represents the total number of searches related to selected keywords [38]. In this study, the tool was used to investigate the number of search queries associated with the German lay word for pruritus or itch (“Juckreiz”) from August 2014 to July 2018 (see Figure 1). The region and language settings were set so that the search volume data using Google products were limited solely to users in the abovementioned cities whose language preference was German.

Since the study was based on Google search terms, institutional review board approval was not needed and informed consent was not applicable.
Classifications

Keywords identified by Google AdWords Keyword Planner were qualitatively analyzed. Terms that were associated with pruritus but did not explicitly include words or phrases related to pruritus (e.g., “psoriasis” and “atopic dermatitis”) were initially excluded from descriptive analyses. Only when investigating a correlation between the supply of general practitioners (GPs) and search volume were these terms considered, as people consulting a GP might receive other less-specific diagnoses [36]. After qualitatively assessing all pruritus-related keywords, eight categories were formed in accordance with previous studies [30,31] to determine differences in people’s interests: causes (eg, “pruritus causes”), conditions (eg, “pruritus at night-time”), influential factors (eg, “allergic pruritus”), localization (eg, “itchy legs”), pruritus descriptors (eg, “strong pruritus”), questions on pruritus (eg, “what causes pruritus?”), and treatment (eg, “drugs against pruritus”); searches that did not fit any of these categories were placed in a general category (eg, “pruritus”). Terms matching several criteria were assigned to multiple categories. To assess differences in search behaviors across Germany, the search volume for each city was calculated in relation to its inhabitants [39] and then expressed as the number of search queries per 100,000 inhabitants (see Table 1).
Table 1. Number of searches per 100,000 inhabitants according to categories of pruritus-related keywords in 16 German cities from August 2014 to July 2018.

<table>
<thead>
<tr>
<th>City (overall search volume)a [39]</th>
<th>Number of inhabitants in 2016</th>
<th>Categories and number of searches/100,000 inhabitants, n (%)b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Causes (k=94)</td>
<td>Conditions (k=148)</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>--------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Berlin (N=13,641)</td>
<td>3,574,830</td>
<td>779 (5.71)</td>
</tr>
<tr>
<td>Hamburg (N=18,303)</td>
<td>1,810,438</td>
<td>1058 (5.78)</td>
</tr>
<tr>
<td>Munich (N=21,363)</td>
<td>1,464,301</td>
<td>1209 (5.66)</td>
</tr>
<tr>
<td>Cologne (N=24,340)</td>
<td>1,075,935</td>
<td>1397 (5.74)</td>
</tr>
<tr>
<td>Frankfurt (N=27,931)</td>
<td>736,414</td>
<td>1589 (5.69)</td>
</tr>
<tr>
<td>Stuttgart (N=28,799)</td>
<td>628,032</td>
<td>1705 (5.92)</td>
</tr>
<tr>
<td>Dortmund (N=26,804)</td>
<td>585,813</td>
<td>1593 (5.94)</td>
</tr>
<tr>
<td>Leipzig (N=23,256)</td>
<td>571,088</td>
<td>1392 (5.99)</td>
</tr>
<tr>
<td>Dresden (N=23,384)</td>
<td>547,172</td>
<td>1482 (6.34)</td>
</tr>
<tr>
<td>Hannover (N=29,405)</td>
<td>532,864</td>
<td>1717 (5.84)</td>
</tr>
<tr>
<td>Nuremberg (N=27,934)</td>
<td>511,628</td>
<td>1667 (5.97)</td>
</tr>
<tr>
<td>Kiel (N=35,027)</td>
<td>247,441</td>
<td>2219 (6.33)</td>
</tr>
<tr>
<td>Magdeburg (N=25,725)</td>
<td>238,136</td>
<td>1655 (6.43)</td>
</tr>
<tr>
<td>Freiburg (N=39,501)</td>
<td>227,590</td>
<td>2474 (6.26)</td>
</tr>
<tr>
<td>Rostock (N=27,656)</td>
<td>207,513</td>
<td>1711 (6.19)</td>
</tr>
<tr>
<td>Saarbrucken (N=32,503)</td>
<td>179,709</td>
<td>1898 (5.84)</td>
</tr>
<tr>
<td>Total (N=21,701)</td>
<td>13,138,904</td>
<td>1272 (5.86)</td>
</tr>
</tbody>
</table>

aOverall search volume/100,000 inhabitants

bThe cumulative percentage might be over 100% since keywords could have been attributed to multiple categories.

cNumber of keywords.

**External Factors**

Data from the Climate Data Center [34] (ie, mean monthly temperature in °C, mean humidity in %, and mean monthly sunshine duration in hours) as well as atmospheric particulate matter 10 micrometers or less in diameter (PM10) data from federal states and federal government networks (Messnetze der Bundesländer sowie des Bundes) [37] were used to determine...
whether there were correlations with the number of search queries within each city. In addition, the correlation between searches and the supply of dermatologists and GPs [32], as well as the respective inhabitants’ demographics (ie, mean age, proportion of female inhabitants, or proportion of nonnative German inhabitants) [39-41], was examined.

Statistical Analysis

Descriptive data were generated for all categorized keywords. To determine differences in search volume per 100,000 inhabitants within cities and regions, one-way analysis of variance (ANOVA) was used. Pearson’s correlation coefficient was used to assess the relationship between the number of search queries and the abovementioned external factors. Additionally, a linear regression model was generated to further assess the relationship between search queries and environmental factors. Forward selection was used to generate the best-fit model. Standardized regression coefficients (beta) and 95% CIs were estimated. Stratified analyses by region were also performed. IBM SPSS Statistics for Windows, version 25.0 (IBM Corp) was used for the statistical and spatial analyses. Geodata from the German Federal Agency for Cartography and Geodesy [42] were used to determine administrative boundaries using a geographic information system, QGIS, version 2.14.22 (QGIS Development Team).

Results

Overview

In total, 1177 keywords related to the German lay word for pruritus were identified in all 16 German cities. Of these, 1150 were considered for further analyses, resulting in a search volume of 2,851,290 queries. Most of the keywords were assigned to the localization category (499/1150, 43.39%), whereas the smallest number of keywords were categorized as causes (94/1150, 8.17%) (see Figure 2). The most-searched-for keywords were “pruritus” (n=115,680), “anal pruritus” (n=102,390), “pruritus on the whole body” (n=56,660), and “itchy skin” (n=53,480) (see Multimedia Appendix 1).

Comparison of 16 Cities Across Germany

As expected, the greatest number of absolute searches for pruritus-related keywords occurred in the most populated German cities: Berlin (n=487,650), Hamburg (n=331,360), and Munich (n=312,820). However, when adjusting the search volume by the number of inhabitants, Freiburg and Kiel had the highest number per 100,000 inhabitants, with 39,501 and 35,027 search queries, respectively (see Figure 1). The analyses showed that Berlin had a significantly lower number of search queries per 100,000 inhabitants (n=13,641) than all other cities except for Hamburg (n=18,303, P=.99) and Munich (n=21,363, P=.05). Overall, in Eastern Germany, the number of search queries (86,006 searches/100,000 inhabitants) was lower compared to Northern Germany (110,391 searches/100,000 inhabitants, P<.001), Southern Germany (117,597 searches/100,000 inhabitants, P<.001), and Western Germany (111,578 searches/100,000 inhabitants, P<.001).

About 43.4%-47.5% of all queries were related to the body parts affected by pruritus, meaning that localization was the category with the highest relative number of searches: 9759 searches per...
100,000 inhabitants. Especially in Berlin and Munich, a high proportion of people (844/4103 [20.57%] searches/100,000 inhabitants and 1311/6519 [20.11%] searches/100,000 inhabitants, respectively) searched for pruritus in the genital or anal areas, while, overall, approximately 11.55% of localization-related keywords focused on these areas. A total of 2566 searches per 100,000 inhabitants included more specific pruritus descriptors, such as “constant” (457/2566 [17.81%] searches/100,000 inhabitants). In Berlin, the number of searches per 100,000 inhabitants for keywords including information on pruritus descriptors only was 1537, while more than 4000 searches were registered in Kiel and Freiburg. In general, people searched more frequently for information on chronic pruritus (80/2566 [3.12%] searches/100,000 inhabitants) compared to acute pruritus (17/2566 [0.66%] searches/100,000 inhabitants). The most-searched influential factor was “liver” (515/3409 [15.12%] searches/100,000 inhabitants), followed by “stress” (365/3409 [10.72%] searches/100,000 inhabitants) and “allergy” (354/3409 [10.39%] searches per 100,000 inhabitants). Of all categories, questions on pruritus was the category with the fewest number of searches: 1186 searches per 100,000 inhabitants. The proportion ranged from 5.0% to 6.4% among the cities, with the lowest proportion recorded in Dresden and the highest in Dortmund (see Table 1 and 2).

The vast majority of categories were negatively correlated with each other. The categories conditions, influential factors, and general showed a negative correlation with all other categories. Compared to that, a positive correlation was detected between the categories questions on pruritus and causes (r=.12, P<.001) as well as treatment (r=.34, P<.001).

**Time Course of Search Behavior**

The average monthly number of searches was 452 per 100,000 inhabitants, with the greatest number occurring in Freiburg (n=823) and the smallest in Berlin (n=284). While the monthly number of searches per capita remained relatively stable in Berlin (range 239-370: 131) and Hamburg (range 316-482: 166), high seasonal ranges were observed in Kiel (range 566-946: 390) and Freiburg (range 620-1019: 399). Interestingly, a major decrease in search queries was observed in Saarbrucken from October 2015 to April 2016, whereas it was increased in all other cities in Western Germany. Except for Frankfurt, Dortmund, Freiburg, and Saarbrucken, the vast majority of cities had the highest relative number of search queries during the winter (ie, December to February). Across the four aberrant cities, the greatest numbers of searches were observed in March 2016 in Frankfurt (n=754), March 2016 in Dortmund (n=743), July 2015 in Freiburg (n=1019), and October 2015 in Saarbrucken (n=913). Overall, the highest number of relative searches occurred in January 2016 (n=562) and the lowest occurred in August 2014 (n=378) (see Figure 3).
<table>
<thead>
<tr>
<th>Category and search terms</th>
<th>n² (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Conditions (N=1896)</strong></td>
<td></td>
</tr>
<tr>
<td>Most common: During night-time</td>
<td>666 (35.12)</td>
</tr>
<tr>
<td>Second-most common: During the evening</td>
<td>499 (26.30)</td>
</tr>
<tr>
<td>Third-most common: During pregnancy</td>
<td>217 (11.46)</td>
</tr>
<tr>
<td>Fourth-most common: Heat-induced</td>
<td>94 (4.97)</td>
</tr>
<tr>
<td>Fifth-most common: During winter</td>
<td>87 (4.60)</td>
</tr>
<tr>
<td><strong>Influencing factors (N=3409)</strong></td>
<td></td>
</tr>
<tr>
<td>Most common: Liver</td>
<td>515 (15.12)</td>
</tr>
<tr>
<td>Second-most common: Stress</td>
<td>365 (10.72)</td>
</tr>
<tr>
<td>Third-most common: Allergies</td>
<td>354 (10.39)</td>
</tr>
<tr>
<td>Fourth-most common: Diabetes</td>
<td>331 (9.70)</td>
</tr>
<tr>
<td>Fifth-most common: Dry skin</td>
<td>319 (9.34)</td>
</tr>
<tr>
<td><strong>Localization (N=9759)</strong></td>
<td></td>
</tr>
<tr>
<td>Most common: Whole body</td>
<td>3375 (34.59)</td>
</tr>
<tr>
<td>Second-most common: Legs</td>
<td>1516 (15.53)</td>
</tr>
<tr>
<td>Third-most common: Anal or genital area</td>
<td>1127 (11.55)</td>
</tr>
<tr>
<td>Fourth-most common: Hands</td>
<td>877 (8.98)</td>
</tr>
<tr>
<td>Fifth-most common: Head</td>
<td>791 (8.11)</td>
</tr>
<tr>
<td><strong>Pruritus descriptors (N=2566)</strong></td>
<td></td>
</tr>
<tr>
<td>Most common: Strong</td>
<td>812 (31.65)</td>
</tr>
<tr>
<td>Second-most common: Constant</td>
<td>457 (17.81)</td>
</tr>
<tr>
<td>Third-most common: Sudden</td>
<td>392 (15.26)</td>
</tr>
<tr>
<td>Fourth-most common: Extreme</td>
<td>286 (11.16)</td>
</tr>
<tr>
<td>Fifth-most common: Burning</td>
<td>142 (5.54)</td>
</tr>
<tr>
<td><strong>Questions on pruritus (N=1186)</strong></td>
<td></td>
</tr>
<tr>
<td>Most common: What helps against pruritus?</td>
<td>120 (10.12)</td>
</tr>
<tr>
<td>Second-most common: What helps against pruritus on the whole body?</td>
<td>45 (3.79)</td>
</tr>
<tr>
<td>Third-most common: Why does the skin develop pruritus?</td>
<td>45 (3.79)</td>
</tr>
<tr>
<td>Fourth-most common: What helps against itchy skin?</td>
<td>41 (3.45)</td>
</tr>
<tr>
<td>Fifth-most common: How does pruritus occur?</td>
<td>38 (3.20)</td>
</tr>
<tr>
<td><strong>Treatment (N=2392)</strong></td>
<td></td>
</tr>
<tr>
<td>Most common: General</td>
<td>1205 (50.36)</td>
</tr>
<tr>
<td>Second-most common: Ointment</td>
<td>290 (12.14)</td>
</tr>
<tr>
<td>Third-most common: Cream</td>
<td>271 (11.31)</td>
</tr>
<tr>
<td>Fourth-most common: Drugs</td>
<td>204 (8.54)</td>
</tr>
<tr>
<td>Fifth-most common: Home remedies</td>
<td>179 (7.48)</td>
</tr>
</tbody>
</table>

²Number of searches/100,000 inhabitants.
Supply of Dermatologists and General Practitioners

A high correlation between the number of search queries per 100,000 inhabitants and the supply of dermatologists (r=.56, P=.02) was identified (see Figure 1). This correlation was stronger than the correlation with the supply of GPs (r=.34, P=.19). When search terms that did not explicitly include pruritus (eg, “psoriasis” or “atopic eczema”) were also included in the analyses, the correlation was .51 (P=.05) for the supply of dermatologists and .50 (P=.05) for that of GPs.

Inhabitants’ Demographics

The number of search queries per 100,000 inhabitants was negatively correlated with the respective inhabitants’ mean age (r=-.12, P=.67) and the proportion of nonnative Germans (r=-.05, P=.85). In contrast, the proportion of female searchers showed a positive association (r=.33, P=.21). However, none of these correlations were significant.

Environmental Factors

Overall, a negative correlation was observed between searches and temperature (r=-.14, P<.001). This correlation was especially high in Berlin and Leipzig (r=-.59, P<.001 and r=-.52, P<.001, respectively). In contrast to temperature, monthly relative humidity was positively correlated with the searches, indicating that the number of search queries increased with higher humidity (r=.15, P<.001). The most significant correlations with humidity were detected in Berlin (r=.32, P=.03), Cologne (r=.33, P=.02), and Kiel (r=.35, P=.02) (see Table 3).

Overall, the monthly mean daily temperature had the greatest effect on the number of search queries per 100,000 inhabitants, with lower temperatures resulting in a higher number of search queries (beta -7.94, 95% CI -10.74 to -5.15). This effect was particularly high in Eastern Germany (beta -11.74, 95% CI -15.94 to -7.54) and Western Germany (beta -9.23, 95% CI -12.5 to 5.92). The level of PM10 was also associated with a highly negative effect (beta -5.13, 95% CI -7.04 to -3.22), whereas relative humidity (beta 4.72, 95% CI 2.70 to 6.75) and the duration of sunshine (beta 0.66, 95% CI 0.36 to 0.97) showed a positive effect. However, when analyzing these influences with respect to different regions, PM10 was found to exert a highly positive effect in Northern Germany (beta 6.42, 95% CI 2.41 to 10.43). In contrast, a negative effect was observed in all the other regions: Eastern Germany (beta -7.33, 95% CI -10.42 to -4.25), Southern Germany (beta -3.50, 95% CI -6.65 to -0.35), and Western Germany (beta -8.14, 95% CI -10.75 to -5.53) (see Table 4).
Table 3. Correlation between the number of search queries and selected environmental factors across 16 German cities from August 2014 to July 2018.

<table>
<thead>
<tr>
<th>Cities</th>
<th>Monthly temperature (°C)</th>
<th>Monthly humidity (%)</th>
<th>Monthly sunshine duration (hours)</th>
<th>Monthly PM10 (µg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>P</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td>r b</td>
<td></td>
<td>Mean (SD)</td>
<td>r</td>
</tr>
<tr>
<td>Berlin</td>
<td>11.0 (7.0)</td>
<td>.59 &lt; .001</td>
<td>73.0 (9.9)</td>
<td>.32 .03</td>
</tr>
<tr>
<td>Hamburg</td>
<td>10.1 (9.2)</td>
<td>.44 .002</td>
<td>80.4 (7.1)</td>
<td>.18 .22</td>
</tr>
<tr>
<td>Munich</td>
<td>10.7 (7.1)</td>
<td>.33 .02</td>
<td>72.8 (7.5)</td>
<td>.07 .63</td>
</tr>
<tr>
<td>Cologne</td>
<td>12.0 (6.1)</td>
<td>.47 .001</td>
<td>74.9 (8.3)</td>
<td>.33 .02</td>
</tr>
<tr>
<td>Frankfurt</td>
<td>11.4 (6.8)</td>
<td>.36 .01</td>
<td>74.2 (10.1)</td>
<td>.04 .80</td>
</tr>
<tr>
<td>Stuttgart</td>
<td>11.3 (6.8)</td>
<td>.41 .003</td>
<td>72.6 (8.3)</td>
<td>.01 .97</td>
</tr>
<tr>
<td>Dortmund</td>
<td>11.0 (6.8)</td>
<td>.47 .001</td>
<td>77.1 (6.4)</td>
<td>.10 .50</td>
</tr>
<tr>
<td>Leipzig</td>
<td>10.6 (6.8)</td>
<td>.52 &lt; .001</td>
<td>75.9 (8.0)</td>
<td>.09 .56</td>
</tr>
<tr>
<td>Dresden</td>
<td>11.1 (6.9)</td>
<td>.48 .001</td>
<td>73.2 (7.8)</td>
<td>.23 .12</td>
</tr>
<tr>
<td>Hannover</td>
<td>10.5 (6.2)</td>
<td>.38 .008</td>
<td>78.4 (7.5)</td>
<td>.21 .15</td>
</tr>
<tr>
<td>Nuremberg</td>
<td>10.4 (7.0)</td>
<td>.31 .03</td>
<td>75.9 (9.6)</td>
<td>.12 .42</td>
</tr>
<tr>
<td>Kiel</td>
<td>10.0 (5.9)</td>
<td>.38 .009</td>
<td>82.5 (5.7)</td>
<td>.35 .02</td>
</tr>
<tr>
<td>Magdeburg</td>
<td>10.8 (6.8)</td>
<td>.33 .02</td>
<td>75.9 (8.7)</td>
<td>.11 .45</td>
</tr>
<tr>
<td>Freiburg</td>
<td>11.4 (6.7)</td>
<td>.19 .20</td>
<td>75.9 (7.3)</td>
<td>.06 .67</td>
</tr>
<tr>
<td>Rostock</td>
<td>10.2 (6.1)</td>
<td>.22 .13</td>
<td>79.0 (5.2)</td>
<td>.22 .13</td>
</tr>
<tr>
<td>Saarbrucken</td>
<td>11.2 (6.5)</td>
<td>.08 .57</td>
<td>78.2 (9.3)</td>
<td>.22 .14</td>
</tr>
<tr>
<td>All cities</td>
<td>10.9 (6.5)</td>
<td>.14 &lt; .001</td>
<td>76.2 (8.4)</td>
<td>.15 &lt; .001</td>
</tr>
</tbody>
</table>

aPM10: particulate matter 10 micrometers or less in diameter.
bPearson’s correlation coefficient (r) was used to assess the correlation between the number of search queries and selected environmental factors within the city.

discussion

Principal Findings

From August 2014 to July 2018, 2,851,290 Google searches were performed for pruritus in the 16 examined German cities. Overall, the most common search terms were “pruritus,” “anal pruritus,” “pruritus on the whole body,” and “itchy skin.” The analyses showed that Berlin, Hamburg, and Munich, Germany’s three most-populated cities, had a comprehensively lower number of search queries per 100,000 inhabitants compared with smaller cities like Saarbrucken, Kiel, and Freiburg. In almost all cities, the highest number of searches were observed in the winter, with most occurring in January 2016 and the least number of searches occurring in August 2014.

There is some evidence that Google search analyses are an effective and inexpensive tool for assessing disease trends, such...
as seasonal variation in multiple medical fields [27,29,43]. Previous studies using Google Trends data demonstrated correlations with various sources of data, such as coronary heart disease epidemiology [44], cancer incidence and mortality rates [29], and cases of Ebola virus disease [45]. Each of the studies showed a positive correlation, which suggested that this is an alternative solution for disease surveillance [43]. This study investigated a possible correlation between search volume and the supply of physicians. The results indicated that the number of search queries showed a higher correlation with the supply of dermatologists (r=.56) than with the supply of GPs (r=.34). This was also the case when considering search terms, such as “psoriasis” or “atopic eczema.” One explanation for this discrepancy could be that, comparable to the diagnosis of xerosis [36], people consulting a dermatologist might receive a specific diagnosis for their pruritus and, therefore, may have performed explicit searches for pruritus. However, people seeing GPs might receive other less-specific diagnoses. Otherwise, this could indicate that, in spite of a high supply of physicians, there is still a definite need for medical care.

This study also revealed that the number of searches was correlated with climate. Interestingly, the effect of weather data differed within the regions. For example, in Northern Germany, only PM10 was found to have a significant effect on search behavior, while in Eastern Germany, all environmental factors examined were significant. Additionally, PM10 had a positive effect on the number of search queries in Northern Germany, which was contrary to all other regions. Although this study points to a negative effect from PM10, a positive effect, as it was observed in Northern Germany, is feasible since previous studies reported an association with pruritus or eczema [46]. Humidity and duration of sunshine were found to have a consistent positive effect across all regions. Temperature, in particular, was found to have a great effect on the number of search queries. It was found that a 1°C decrease in average monthly temperature correlated with around 8 more search queries per 100,000 inhabitants, with a greater effect observed in Eastern and Western Germany. Previous studies already reported that temperature influences the occurrence of pruritus [33,35]; for example, pruritus caused by xerosis is more common in colder months [36,47]. Similar to other German studies [30,31], we found an overall negative correlation between temperature and search volume across all cities during the entire study period (r=−.14). A study in the United States and the United Kingdom, however, reported contrary results (r=+.42 and r=+.27, respectively) [48]. Since no evidence was found that the United States or the United Kingdom generally have a warmer climate, search behavior has to be influenced by several other factors, for example, populations’ demographics, health campaigns, or medial visibility of diseases [23,49,50]. Despite an overall negative correlation with temperature, there were a few cities with a strikingly high number of searches in warmer months: Kiel, Freiburg, and Saarbrucken in July 2015. However, no considerable search-related differences according to temperature, humidity, PM10, or cumulative sunshine duration were found in comparison with other years. Thus, it confirms that there must be additional variables (eg, prevalence of allergies and pollen season) that influence search behaviors.

This seems to be supported by the fact that a strong decline in search volume was observed in Saarbrucken from October 2015 to April 2016, while there were increases in Cologne, Dortmund, and Frankfurt, even though no significant differences in environmental factors were identified.

Besides examining disease trends, Google data can also be used for gaining insights into people’s health information-seeking behaviors [23,30,31]. Previous studies examining Google search volumes of pruritus-related keywords across Germany showed that the vast majority of searches (72.0%-72.6%) focused on influential factors [30,31], whereas most of the searches we found were related to localization (43.4%-47.5%) and only a small proportion were focused on influential factors (13.2%-16.6%). These differences might have occurred because this study only considered urban populations and search terms that explicitly included words or phrases related to pruritus, while other studies considered a larger population and additional keywords such as “psoriasis” and “atopic eczema.” Apart from this discrepancy, our results are mainly consistent with others in the literature. A differentiated consideration of the cities further enables the identification of general differences in medical needs or for a specific condition. When setting the search volume in relation to the respective inhabitants, we found that smaller cities were more likely to have a higher number of search queries. The highest relative search volume was observed in Freiburg, which might be somewhat influenced by the highest proportion of female inhabitants and lowest mean age in comparison to all other cities [39,41]. The results also indicated that people living in Berlin searched less frequently for information, and those who used Google were more likely to use unspecific keywords, which is expressed by the highest proportion of general keywords. At the same time, people living in Berlin or Munich seemed to have an especially high interest in anal pruritus, as 20.57% and 20.11%, respectively, of all localization-related searches focused on anal pruritus (overall 11.5%). If prevention campaigns could be adapted to regional differences, they might help to better address people’s therapeutic needs.

Limitations
There are some limitations to this study that should be discussed. Google analyses are restricted to people who have access to the Internet and use Google as a search engine. In general, younger people use the Internet more frequently [24]. Since the Google AdWords Keyword Planner does not provide information on users’ general demographics, no statement about the examined population can be made. Although no clear correlation between the inhabitants’ mean age, percentage of female inhabitants, or percentage of nonnative Germans was found in this study, the study results might be somewhat influenced by them. On the one hand, this might have led to an underestimation of the pruritus burden, which is actually more prevalent among older people [9]. On the other hand, differences in the number of searches could result from the age distribution of Google users across the cities. Moreover, the search volume could have been influenced by different proportions of nonnative German speakers within the cities, as the study setting was limited to people whose language of preference was German, with respect to Google use and German search terms. A further limitation
was that Google provides automatic completion of search terms, which might bias people’s search behavior.

Conclusions
By taking into account the study objective and results, analyses of Google data are extremely useful for medical care since the public’s search behavior, including interest and frequency, could be investigated. Moreover, the study found that, for example, the number of search queries was negatively correlated with temperature and PM10, whereas it was positively correlated with humidity and sunshine duration. Considering this information, the analyses seemed to be valuable in forecasting higher public interest and need when weather is changing. In addition to this study, future studies could focus on age- or sex-specific aspects of dermatologic conditions to better target population-specific health care needs by implementing specifically adapted public health campaigns.
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Abstract

Background: Little cigars are growing in popularity in the United States, and Swisher is the market leader. The contexts and experiences associated with the use of Swisher-related products is understudied, but such information is available via publicly available posts on Twitter.

Objective: This study aimed to analyze Twitter posts to characterize Twitter users’ recent experiences with Swisher-related products.

Methods: Twitter posts containing the term “swisher” were analyzed from January 1, 2018, to December 31, 2018. Text classifiers were used to identify topics in posts (n=81,333).

Results: The most prevalent topic was Person Tagging (mentioning a Twitter account in a post; 32.77%), followed by Flavors (eg, Grape and Strawberry; 20.96%) and Swisher use (eg, smoke swisher; 17.44%). Additional topics included Cannabis use (eg, blunt, roll, and gut swisher; 6.26%), Appeal (eg, like Swisher; 5.92%), Dislike (eg, posts that showed dissatisfaction with Swisher products; 3.53%), Purchases (eg, buy swisher; 1.90%), and Cigar comparison (eg, mentions of other cigar products including White-owl and Backwoods; 1.64%).

Conclusions: This paper describes common contexts and experiences associated with the use of Swisher little cigars from the population posting on Twitter in 2018. These online messages may have offline consequences for tobacco-related behaviors, indicating the need for countering from public health officials. Findings should inform us about targets for surveillance, policy, and interventions addressing Swisher little cigars as well as communication planning and tobacco product counter messaging on Twitter.

(J Med Internet Res 2019;21(7):e14398)
doi:10.2196/14398
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Introduction

Little cigars are growing in popularity in the United States, and Swisher is the market leader [1]. Little cigars deliver substantial nicotine doses and relatively more carbon monoxide than cigarettes [2]. Several factors contributing to the growth in little cigar use have been identified, including their availability in flavors, misperceptions about the harms of use, promotional tactics by the tobacco industry, and lower costs [3,4]. For example, adult smokers have suggested that the lower cost of little cigars (compared to cigarettes) was a reason for initiation and continuation of their use [2]. Internal tobacco industry documents have revealed that tobacco companies engaged in a calculated effort to blur the line between little cigars and cigarettes to increase the appeal to cigarette smokers, and the use of flavors facilitated these efforts [5].

The little cigar consumer marketplace, cultural trends, and tobacco product health policies are constantly evolving [6]. The contexts and experiences associated with little cigar use keep changing, making it important to provide timely information
on such issues to inform targets for surveillance, policy, and interventions addressing use of little cigars. Public posts on Twitter can be monitored to quickly capture and describe the context of little cigar use in the words of the people who organically discuss this product. In this way, posts to Twitter can serve as a focus group, offering new insights that may be of importance to tobacco control. Among adults in the United States, Twitter is used by 24% of men, 21% of women, 21% of white individuals, 24% of African Americans, and 25% of Hispanics [7]. In this study, we collected data from Twitter to describe Swisher-related conversations in 2018. Our goal was to describe the public’s recent experiences with Swisher, including gaining an understanding of the context in which little cigars are used.

**Methods**

**Data Collection**

Twitter (twitter.com) posts containing the term “swisher” were obtained from Twitter’s streaming application program interface (filtered stream using the Twitter4J library for collecting tweets without gaps in the collection time) from January 1, 2018, to December 31, 2018. The term “swisher” is in line with prior research on little cigars utilizing data from social media [8]. We recorded a total of 111,263 posts during this period.

**Data Processing**

To prepare the data for analyses, we excluded non-English tweets, retweets, instances where Swisher was identified as a surname, and tweets from accounts identified as social bots [9], which resulted in a final analytic sample of 81,333 tweets from 57,838 unique users.

In line with prior research [10,11], all tweets in the analytic sample were subjected to basic normalization (eg, lower case all tweets, removal of extra spaces, punctuation between words, and special characters such as brackets), stop word removal (eg, words such as “a” and “the”), lemmatization (eg, breaking down words into their basic form by removing inflections and variants), normalizing mentions of Twitter accounts (eg, @account_name is replaced by @person, which is a common token for all accounts), removal of nonprintable characters (eg, emoticons or symbols in other languages), and removal of hashtags and URLs. All analyses relied on public anonymized data; adhered to the terms and conditions, terms of use, and privacy policies of Twitter; and obtained institutional review board approval from the authors’ university. To protect privacy, no tweets were reported verbatim in this report.

**Topic Identification**

In line with prior research [10,11], tweets were examined using word counts (frequencies), which included a single word and double-word combinations. From this initial assessment, eight dominant topics were identified by the authors, including *Flavors* (eg, Grape and Strawberry), *Swisher use* (eg, smoke swisher), *Purchases* (eg, buy swisher), *Appeal* (eg, like Swisher), *Cannabis use* (eg, blunt, roll, and gut swisher), *Cigar comparison* (eg, mentions of other cigar products including White-owl and Backwoods), *Dislike* (eg, posts that showed dissatisfaction with Swisher products), and *Person Tagging* (mentioning a Twitter account in a post - @person).

Ultimately, each tweet was classified by checking for the presence of any one of the single words or double-word combinations (n-grams). If a tweet consisted of any of the words associated with a topic, the tweet was classified as part of that topic. In sum, we used a rule-based classification script written in Python where each tweet was checked for the existence of a specified set of n-grams representing a topic [10,11]. For each analysis, we present findings in a confusion matrix where the diagonal line indicates the prevalence of a topic and the off-diagonal lines indicate topic overlap. For example, a hypothetical post such as, “Hey! @person Try Swisher’s new grape flavor” could be classified under *Person Tagging* and *Flavors*. The number of posts containing two or more topics would be found at the intersection of the matrix for these topics.

**Results**

The eight topics constituted 62.95% of all tweets in the corpus of tweets. The remaining 37.05% of tweets were too varied to be classified into a single topic with meaningful coverage (eg, coverage of each subsequent topic was <1% of total tweets). The most prevalent topic was *Person Tagging* (32.77%; see Multimedia Appendix 1 for common phrases found in this topic), followed by *Flavors* (20.96%) and *Swisher use* (17.45%). *Cannabis use* was the next prevalent topic (6.26%), followed by *Appeal* (5.92%), *Dislike* (3.53%), *Purchases* (1.90%), and *Cigar comparison* (1.64%). *Swisher use* and *Flavors* had the most overlap (12.87%), followed by *Flavors* and *Person Tagging* at (5.57%; Textbox 1 and Table 1).
Textbox 1. Topics and common words found in posts along with “Swisher.” These words are meant to provide further context for each topic, are not exhaustive, and are listed in alphabetical order.

<table>
<thead>
<tr>
<th>Person tagging:</th>
<th>@person</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flavors:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Cherry</td>
</tr>
<tr>
<td></td>
<td>- Flavor</td>
</tr>
<tr>
<td></td>
<td>- Grape</td>
</tr>
<tr>
<td></td>
<td>- Mango</td>
</tr>
<tr>
<td></td>
<td>- Peach</td>
</tr>
<tr>
<td></td>
<td>- Pineapple</td>
</tr>
<tr>
<td></td>
<td>- Pumpkin</td>
</tr>
<tr>
<td></td>
<td>- Strawberry</td>
</tr>
<tr>
<td>Swisher use:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Hit</td>
</tr>
<tr>
<td></td>
<td>- Pass</td>
</tr>
<tr>
<td></td>
<td>- Puff</td>
</tr>
<tr>
<td></td>
<td>- Smoke</td>
</tr>
<tr>
<td></td>
<td>- Try</td>
</tr>
<tr>
<td>Appeal:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Crave</td>
</tr>
<tr>
<td></td>
<td>- Enjoy</td>
</tr>
<tr>
<td></td>
<td>- Like</td>
</tr>
<tr>
<td></td>
<td>- Love</td>
</tr>
<tr>
<td></td>
<td>- Need</td>
</tr>
<tr>
<td></td>
<td>- Want</td>
</tr>
<tr>
<td>Dislike:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Damn</td>
</tr>
<tr>
<td></td>
<td>- Don’t</td>
</tr>
<tr>
<td></td>
<td>- Fuck</td>
</tr>
<tr>
<td></td>
<td>- No</td>
</tr>
<tr>
<td></td>
<td>- Shit</td>
</tr>
<tr>
<td>Cannabis use:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Blunt</td>
</tr>
<tr>
<td></td>
<td>- Gut</td>
</tr>
<tr>
<td></td>
<td>- Marijuana</td>
</tr>
<tr>
<td></td>
<td>- Roll</td>
</tr>
<tr>
<td></td>
<td>- Weed</td>
</tr>
<tr>
<td>Purchases:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Buy</td>
</tr>
<tr>
<td></td>
<td>- Bought</td>
</tr>
<tr>
<td></td>
<td>- Grab</td>
</tr>
</tbody>
</table>
Table 1. Prevalence of topics. The diagonal line indicates the prevalence of the eight topics identified. The off-diagonal lines indicate topic overlap. All values are given as n (%).

<table>
<thead>
<tr>
<th>Topic</th>
<th>Person tagging</th>
<th>Flavors</th>
<th>Swisher use</th>
<th>Cannabis use</th>
<th>Appeal</th>
<th>Dislike</th>
<th>Purchases</th>
<th>Cigar comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person tagging</td>
<td>26,656 (32.77)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Flavors</td>
<td>4533 (5.57)</td>
<td>17,049 (20.96)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Swisher use</td>
<td>3185 (3.92)</td>
<td>10,464 (12.87)</td>
<td>14,182 (17.44)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cannabis use</td>
<td>1107 (1.36)</td>
<td>767 (0.94)</td>
<td>1344 (1.65)</td>
<td>5088 (6.26)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Appeal</td>
<td>815 (1.00)</td>
<td>855 (1.05)</td>
<td>386 (0.47)</td>
<td>171 (0.21)</td>
<td>4817 (5.92)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Dislike</td>
<td>661 (0.81)</td>
<td>295 (0.36)</td>
<td>287 (0.35)</td>
<td>72 (0.09)</td>
<td>25 (0.03)</td>
<td>2869 (3.53)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Purchases</td>
<td>310 (0.38)</td>
<td>393 (0.48)</td>
<td>333 (0.41)</td>
<td>134 (0.16)</td>
<td>20 (0.02)</td>
<td>40 (0.05)</td>
<td>1542 (1.90)</td>
<td>—</td>
</tr>
<tr>
<td>Cigar comparison</td>
<td>301 (0.37)</td>
<td>296 (0.36)</td>
<td>344 (0.42)</td>
<td>82 (0.10)</td>
<td>34 (0.04)</td>
<td>159 (0.20)</td>
<td>20 (0.02)</td>
<td>1332 (1.64)</td>
</tr>
</tbody>
</table>

*Not applicable.

**Discussion**

**Principal Findings**

The topics identified in this study of Swisher-related posts on Twitter in 2018 provide several insights about the public’s recent experience with little cigars. Flavors was a common topic in this study, similar to earlier Twitter-based studies focused on tobacco products like JUUL [10] and hookah [11]. Content analysis of little cigar–related videos posted to YouTube demonstrated that common themes included their candy flavors [12]. Flavors were cited as important reasons for use of little cigars and cigarillos among a national probability sample of US adults in 2014 [3]. Research also suggests that the perception of risk of flavors in little cigars is related to use of these products, specifically, the perception of less risk [13]. Additionally, more than two-thirds of US middle and high school smokers report using flavored little cigars or flavored cigarettes [14]. Taken together, flavors in little cigars may be considered a priority area for federal regulation to reduce appeal of these little cigars to consumers across age groups and to provide uniform restrictions that make it difficult for distributors and consumers to work around local flavor restrictions.

In a previous assessment of public tweets related to little cigars, Stepp and colleagues found that posts often expressed affiliation for specific brands (Swisher Sweets and Black & Mild) as well as reporting smoking activity [15]. In this study, Purchases, Swisher use, Appeal, Cigar comparison, and Person tagging were common topics in the data. These results together suggest that Twitter users are talking about their smoking activities; comparing and contrasting their preferences for brands; and directly communicating with their followers about such purchases, preferences, and activities. These online messages may have offline consequences on tobacco-related behaviors [16], suggesting that such messages need countering from public health officials.

Cannabis use was a common topic in this study. Prior analysis of Instagram posts revealed that Swisher little cigars were often gutted and filled with cannabis [8]. Little cigars may be at the intersection of nicotine and cannabis use, raising major public health concerns, including increased risk of transition between cannabis and tobacco [17], high frequency of use [18], and addiction to tobacco [18]. For example, ever use of marijuana has been shown to be a predictor of initiation of regular little cigar and cigarillo use among US young adults (ages of 18-34 years) [19].

Prior studies rarely reported that Twitter users voiced dissatisfaction with tobacco [10,11]. However, Dislike was a topic identified in this study. Although this topic did not strongly overlap with any of the other topics to indicate further context, it suggests that there are general forms of complaints that could be amplified by public health practitioners to discourage tobacco use, in general, or the uptake of little cigar use, in particular.

**Limitations**

This study focused on posts on Twitter, and its findings may not generalize to other social media platforms. Data collection relied on Twitter’s streaming application program interface, which prevented collection of tweets from private accounts. Therefore, our findings may not represent the attitudes and behaviors from individuals with private accounts. The posts analyzed in this study were collected from a 12-month period and may not be generalizable to other time periods. Although only one little cigar brand was the focus of this study, Swisher is the little cigar market leader and has been the focus of prior research [8].
Conclusions
This paper described the common contexts and experiences associated with Twitter discussions about Swisher little cigars in 2018. The predominant conversation topic contained some form of interpersonal communication (person tagging) that would capture the social nature of the posts, flag another person, or refer to them as a notable source. Flavors, the second most common category, are the main characteristic that could be regulated in the future to reduce appeal. Findings should inform targets for surveillance, policy, and interventions addressing little cigars as well as communication planning and tobacco product counter messaging on Twitter.
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Abstract

Background: Heart failure (HF) affects not only the person diagnosed with the syndrome but also family members, who often have the role of informal carers. The needs of these carers are not always met, and information and communications technology (ICT) could have the potential to support them in their everyday life. However, knowledge is lacking about how family members perceive ICT and see opportunities for this technology to support them.

Objective: The aim of this study was to explore the perceptions of ICT solutions as supportive aids among family members of persons with HF.

Methods: A qualitative design was applied. A total of 8 focus groups, comprising 23 family members of persons affected by HF, were conducted between March 2015 and January 2017. Participants were recruited from 1 hospital in Sweden. A purposeful sampling strategy was used to find family members of persons with symptomatic HF from diverse backgrounds. Data were analyzed using qualitative content analysis.

Results: The analysis revealed 4 categories and 9 subcategories. The first category, about how ICT could provide relevant support, included descriptions of how ICT could be used for communication with health care personnel, for information and communication retrieval, plus opportunities to interact with persons in similar life situations and to share support with peers and extended family. The second category, about how ICT could provide access, entailed how ICT could offer solutions not bound by time or place and how it could be both timely and adaptable to different life situations. ICT could also provide an arena for family members to which they might not otherwise have had access. The third category concerned how ICT could be too impersonal and how it could entail limited personal interaction and individualization, which could lead to concerns about usability. It was emphasized that ICT could not replace physical meetings. The fourth category considered how ICT could be out of scope, reflecting the fact that some family members were generally uninterested in ICT and had difficulties envisioning how it could be used for support. It was also discussed as more of a solution for the future.

Conclusions: Family members described multiple uses for ICT and agreed that ICT could provide access to relevant sources of information from which family members could potentially exchange support. ICT was also considered to have its limitations and was out of scope for some but with expected use in the future. Even though some family members seemed hesitant about ICT solutions in general, this might not mean they are unreceptive to suggestions about their usage in, for example, health care. Thus, a variety of factors should be considered to facilitate future implementations of ICT tools in clinical practice.
Introduction

Heart Failure

Heart failure (HF) is a syndrome affecting approximately 1% to 2% of the adult population in most countries of the world. The prevalence increases with age, rising to over 10% in those older than 75 years [1]. Worldwide, HF not only causes considerable suffering for the persons with the condition but also takes up considerable societal economic resources [2]. Having HF affects health through physical symptoms such as breathlessness, fatigue, and swollen extremities [1] and is also associated with psychosocial distress [3,4], for example, depression and anxiety.

Informal Carers to Persons With Heart Failure

HF deteriorates over time and is unpredictable in its course [1]. HF also impinges on family, friends, and significant others [5,6], especially when the ill person experiences more severe symptoms [7]. Family members often shoulder the role of informal carers, supporting persons with HF both practically and emotionally [5,6,8] and are instrumental in supporting self-care [9] as well as in helping the ill person navigate the health care system [6,9,10].

Informal caregiving can be both rewarding [11,12] and straining [12-14]. Positive experiences of caregiving might include the following: an increase in self-esteem, a feeling of pride [11], and an intensification of the relationship with the loved one suffering from HF [11,14]. Possible negative effects of caregiving are multifaceted [5], ranging from physical, emotional, and social burdens [11] to isolation [5,15]. Informal carers have described feelings of always having to be on stand-by [6,10,14] as well as struggling to balance taking care of the ill person, themselves, and maintaining their family and working life [6,10]. It has been established that the needs of carers are not always accommodated [6,16]. In terms of what caregivers do, they describe a need for information and support from health care that is lacking [5,6]. Being a family member or an informal carer of a person with HF could be challenging because of the illness trajectory, where shifts in day-to-day health [6], together with symptoms that will undoubtedly worsen over time, create an unpredictable life situation. This may apply both for those suffering from the syndrome and for family, friends, and significant others. Family members who care for persons with HF are also vulnerable in that they are often older and have health issues of their own [16].

Information and Communications Technology to Support Informal Carers

Information and communications technology (ICT) could facilitate caregiving, support carers in managing their life situation [17], reduce carers’ burden [18,19], and possibly strengthen self-efficacy [19]. According to a recent scoping review aimed at evaluating Web interventions for informal carers of older persons, carers found ICT feasible and usable. One conclusion was that it is important to adapt interventions to caregivers’ different and changeable needs. However, none of the interventions focused on HF [19]. Providing relevant support for those close to the ill person has the potential to bring positive effects for the family member acting as informal carer as well as the person with HF; however, the use of ICT is relatively unexplored within HF [6].

Objectives

Knowledge already exists about what needs caregivers might have in relation to the carer role/situation, but there is an apprehended knowledge gap with regard to how family members of persons with HF value and perceive ICT in their everyday life in relation to these needs. The insight into how ICT is perceived by family members could contribute important knowledge that could be used in developing interventions to support informal carers as well as supporting the implementation of ICT clinically. Therefore, the aim of this study was to explore the perceptions of ICT solutions as supportive aids among family members of persons with HF.

Methods

Study Design

This study had a qualitative design. Focus group discussions with family members of persons afflicted with HF were performed, and data were analyzed using qualitative content analysis as described by Elo and Kyngäs [20]. The study complies with the Declaration of Helsinki and was approved by the regional ethical review board in Linköping (ref #2015/55-32).

Participants and Sampling

A purposeful sampling strategy [21] was used with the intention of finding family members from diverse backgrounds, for example, diversity in gender, cultural background, age, and relationship to the person with HF. Initially, patients from an outpatient nurse-led HF clinic at 1 university hospital in Sweden were approached when visiting the clinic, or otherwise contacted by a research nurse. If the patient agreed, he or she was asked to select a family member involved in their care and self-care. Only family members who were able to participate in a focus group interview could be invited, for example, family members who spoke Swedish and had no severe cognitive or hearing impairment. An information letter was sent out or handed to the family member, followed by telephone contact. If the family member agreed to join, a written consent form was signed.

Data Collection

Before initiating the focus group discussion, participants answered a self-reported questionnaire, developed for this study, about their demographic and clinical characteristics and use of the internet. Participants were informed about the aim and goals...
of the focus groups. The setup of the focus group discussions was guided by Krueger and Casey [22], and the interview guide had opening, introductory, transition, key, and ending questions to build a logical flow, while also focusing the discussions on support and technology (see Multimedia Appendix 1). Opening and introductory questions were about creating a safe environment. In transition and key questions, participants were asked to reflect on support and to discuss their own experiences of supporting practically, emotionally, informationally, and through confirmation. They were also asked to describe how they cared for themselves in their everyday life. The final key question was a direct question concerning ICT: What do you imagine internet technology could support you with in your daily life as a family member of someone with HF? Probing questions, for example, could you provide concrete examples, could you expand on that, what could help you to provide this care, were asked to deepen discussions. A pilot focus group was performed to test the procedure, and as no significant changes were made, the pilot group was later included in the analysis.

A total of 2 researchers attended each group and tape-recorded every session, which took place in a secluded meeting room at the university. All the researchers involved in the focus groups (HA, ML, SÅ, and AS) are registered nurses, and 3 out of 4 (ML, SÅ, and AS) have joint positions combining research and clinical work. A moderator (HA or ML) introduced the subjects and questions to be discussed and ensured that all the participants were given a chance to speak. The observer (SÅ or AS) took notes about the discussion and interactions and was able to ask additional questions. The observer was also responsible for producing a summary at the end that the participants could accept, correct, or expand.

A Microsoft PowerPoint presentation with the open-ended participants could accept, correct, or expand. The presentation also included a definition of what a digital service could be about (accessing information without being bound to a certain place and including pictures, films, and text). Participants were reminded to reflect on their role as family members of someone with HF, as opposed to just reflecting more generally on questions. The focus group discussions were followed by a debrief between the moderator and observer to compare understanding of, for example, interactions among participants. All the focus groups were performed between March 2015 and January 2017.

Analysis

Interviews were transcribed verbatim. To find relevant content and become immersed in the material, the tape-recordings were listened to, and transcriptions read, several times. Afterward, the unit of analysis was identified by 2 of the authors (HA and ML). The unit of analysis meant text concerning ICT. The first author then read the unit of analysis several times and started the open coding, making notes and headings in the margins, with the codes then sorted in a coding sheet. The codes and notes were then used to freely generate categories, which in turn were sorted and merged into fewer, more overarching categories. The first author was responsible for developing codes and categories, and another (ML) author verified and suggested changes. This was an iterative and nonlinear process, moving back and forth between part and whole, until no new codes or categories merged. During the process, the authors were careful to stay close to what the participants actually said, while also keeping in mind that an abstraction occurred through the different phases of the analysis. When categories were defined, these and the coding scheme were reviewed by AS and IT for agreement or discussion until a consensus was reached (Table 1).

Table 1. Analytical process of focus group data.

<table>
<thead>
<tr>
<th>Excerpt from unit of analysis</th>
<th>Open coding</th>
<th>Subcategory</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;...I think it would be great, it [interacting with other relatives via ICT+] would often make it easier. [But] then you realize that everyone is different and a response given to someone may not apply to my husband, but I think that a lot of this with heart failure is...about calming down a bit...&quot;</td>
<td>Even if everyone is different, it might calm worry, to hear other people’s stories.</td>
<td>For exchange with peers and external family</td>
<td>ICT—Providing possibilities for relevant support</td>
</tr>
<tr>
<td>&quot;[Discussing having contact with health care personnel via the internet]...those who respond to this could be anywhere, as long as they have the knowledge [Other participant: yes, that’s right], so you can get a quick response to see what the possible next step may be [Other participant: mm],...&quot;</td>
<td>ICT is not tied to a specific location; ICT used to write questions to health care professionals and get quick answers.</td>
<td>Unbound by time and place, with endless possibilities</td>
<td>ICT—Providing access</td>
</tr>
<tr>
<td>&quot;...so I’d rather meet face-to-face, I want to see that person. I want to see their responses when I ask questions. I think one interprets facial expressions [several other participants confirm] too...&quot;</td>
<td>Wants to see the person when talking to them to be able to read body language.</td>
<td>Physical meetings are irreplaceable</td>
<td>ICT—Being too impersonal</td>
</tr>
<tr>
<td>&quot;...it’s too new...we haven’t experienced enough really...&quot;</td>
<td>It is too new [the HF diagnosis] to be able to see the need for ICT.</td>
<td>Difficult to visualize</td>
<td>ICT—Being out of scope</td>
</tr>
</tbody>
</table>

aICT: information and communications technology.
bHF: heart failure.
Results

Characteristics of Participants
Participants had diverse backgrounds in terms of, for example, education and occupational status, whereas being more homogenous in terms of, for example, living status and relationship to the person with HF (Table 2). Almost all participants reported having access to the internet, and many used the Web daily. Only 4 had sought information about being a family member or an informal carer (Table 3). A total of 8 focus groups involving 23 family members of persons with HF were conducted. The recordings lasted 55 to 121 min (mean, 91 min). Analysis resulted in 4 categories and 9 subcategories (Table 4).

Table 2. Self-reported characteristics of participants (N=23).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (range)</td>
<td>63 (26-85)</td>
</tr>
<tr>
<td><strong>Gender, n</strong></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>18</td>
</tr>
<tr>
<td><strong>Education, n</strong></td>
<td></td>
</tr>
<tr>
<td>Compulsory school</td>
<td>3</td>
</tr>
<tr>
<td>Upper secondary school</td>
<td>8</td>
</tr>
<tr>
<td>University</td>
<td>8</td>
</tr>
<tr>
<td>Other</td>
<td>4</td>
</tr>
<tr>
<td><strong>Main occupation, n</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>8</td>
</tr>
<tr>
<td>Self-employed</td>
<td>1</td>
</tr>
<tr>
<td>Student</td>
<td>1</td>
</tr>
<tr>
<td>Retired</td>
<td>12</td>
</tr>
<tr>
<td>On sick-leave</td>
<td>1</td>
</tr>
<tr>
<td>Living with a partner, n</td>
<td>23</td>
</tr>
<tr>
<td>Living with children, n</td>
<td>6</td>
</tr>
<tr>
<td><strong>Health problems, n</strong></td>
<td></td>
</tr>
<tr>
<td>Diabetes, yes</td>
<td>1</td>
</tr>
<tr>
<td>High blood pressure, yes</td>
<td>7</td>
</tr>
<tr>
<td>Rheumatic disease, yes</td>
<td>1</td>
</tr>
<tr>
<td>Stroke, yes</td>
<td>1</td>
</tr>
<tr>
<td>Lung disease, yes</td>
<td>1</td>
</tr>
<tr>
<td>Atrial fibrillation, yes</td>
<td>1</td>
</tr>
<tr>
<td>Myocardial infarction, yes</td>
<td>1</td>
</tr>
<tr>
<td>Other disease, yes</td>
<td>2</td>
</tr>
<tr>
<td><strong>Relationship to person with heart failure, n</strong></td>
<td></td>
</tr>
<tr>
<td>Married/partner</td>
<td>22</td>
</tr>
<tr>
<td>Child</td>
<td>1</td>
</tr>
</tbody>
</table>

Some missing values.
Table 3. Self-reported internet use among participants (N=23).

<table>
<thead>
<tr>
<th>Internet use</th>
<th>Frequency, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access to internet at home, yes</td>
<td>21</td>
</tr>
<tr>
<td>Access internet away from home, yes</td>
<td>15</td>
</tr>
<tr>
<td><strong>How often has the internet been used in the last 3 months</strong></td>
<td></td>
</tr>
<tr>
<td>Almost every day</td>
<td>17</td>
</tr>
<tr>
<td>At least once a week</td>
<td>3</td>
</tr>
<tr>
<td>Less than once a week</td>
<td>1</td>
</tr>
<tr>
<td>Do not use</td>
<td>1</td>
</tr>
<tr>
<td><strong>What was the internet used for in the last 3 months</strong></td>
<td></td>
</tr>
<tr>
<td>Access to internet banking</td>
<td>20</td>
</tr>
<tr>
<td>Email</td>
<td>19</td>
</tr>
<tr>
<td>Seeking information</td>
<td>18</td>
</tr>
<tr>
<td>Access to news sites</td>
<td>17</td>
</tr>
<tr>
<td>Travel services</td>
<td>16</td>
</tr>
<tr>
<td>Seeking illness-related information</td>
<td>15</td>
</tr>
<tr>
<td>Using apps, music, films, playing games</td>
<td>14</td>
</tr>
<tr>
<td>Selling/buying goods or services</td>
<td>13</td>
</tr>
<tr>
<td>Social media</td>
<td>12</td>
</tr>
<tr>
<td>Video call</td>
<td>10</td>
</tr>
<tr>
<td>Uploading self-made material</td>
<td>8</td>
</tr>
<tr>
<td>Listening to internet radio</td>
<td>7</td>
</tr>
<tr>
<td>Booking appointments for health services</td>
<td>5</td>
</tr>
<tr>
<td>Seeking information about informal caregiving</td>
<td>4</td>
</tr>
<tr>
<td>Creating a website or blog</td>
<td>4</td>
</tr>
<tr>
<td>Playing online games with others</td>
<td>3</td>
</tr>
</tbody>
</table>

*aOne missing value.*
Table 4. Categories and subcategories from analysis of focus group discussions with family members of persons with heart failure, along with the number of focus groups in which the subcategory occurred.

<table>
<thead>
<tr>
<th>Category and subcategory</th>
<th>Focus groups, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Providing possibilities for relevant support</td>
<td></td>
</tr>
<tr>
<td>Interaction with health care personnel</td>
<td>7</td>
</tr>
<tr>
<td>Information and confirmation retrieval</td>
<td>6</td>
</tr>
<tr>
<td>Exchange with peers and external family</td>
<td>7</td>
</tr>
<tr>
<td>Providing access</td>
<td></td>
</tr>
<tr>
<td>Unbound by time and place, with endless possibilities</td>
<td>7</td>
</tr>
<tr>
<td>Arena for family members</td>
<td>5</td>
</tr>
<tr>
<td>Being too impersonal</td>
<td></td>
</tr>
<tr>
<td>Apprehensions about usability</td>
<td>7</td>
</tr>
<tr>
<td>Physical meetings are irreplaceable</td>
<td>5</td>
</tr>
<tr>
<td>Being out of scope</td>
<td></td>
</tr>
<tr>
<td>Difficult to visualize</td>
<td>5</td>
</tr>
<tr>
<td>Something for the future</td>
<td>5</td>
</tr>
</tbody>
</table>

Information and Communications Technology: Providing Possibilities for Relevant Support

Groups discussed several uses of ICT, including the possibility of communicating with professionals, retrieving information—either to learn about HF/caregiving or to get confirmation of their own thoughts or actions relevant to them. The opportunity to interact with persons in similar life situations, to find and share support, was another subject raised in discussions.

Interaction With Health Care Personnel

Almost all the groups discussed the possibility of ICT providing a forum for interacting with health care personnel and receiving individual support. Different aspects of interaction via ICT came up, and being able to ask questions and to receive specific advice was mentioned. Other aspects conveyed were the need for those giving advice or answering questions to have knowledge about HF specifically:

Participant: [discussing communicating with health care] ...If there was a nurse or a physician or a psychologist...who you could ask regular questions and get answers from, I would really appreciate that...

Moderator: ...someone who has specific knowledge...

Participant: Yes...

Being able to put questions to health care personnel specializing in HF was discussed as a way of avoiding information that you do not want or feel the need for. Another aspect raised was the importance of straightforward information that did not hold back on details for fear of causing family members or patients worry.

Web meetings led by professional staff and social media forums were possible arenas for the interaction. It was pointed out that it was important to maintain the privacy of users’ details when arranging closed group sessions on the internet. The importance of Web security was raised in some groups. This entailed both the importance of finding valid sources of information and using secure solutions for communication with health care personnel or other family members through Web-based solutions.

A couple of groups discussed the use of ICT for conveying contacts that could be important to the family member, and it was pointed out that these contacts should be relevant in relation to having HF in the family. One participant put it like this:

We sometimes experience frustration about not knowing where to turn with perhaps quite a simple question.

Another aspect of the interaction with health care personnel was the possibility of using ICT for follow-up of the person with HF. This could potentially unburden the family member. Other positive examples of helpful solutions were remote rhythm monitoring of the person with HF living with an implanted cardiac defibrillator, and the possibility of following up on hospital visits to deal with questions arising after a visit to the physician, for example.

Information and Confirmation Retrieval

According to the family members, ICT offered a way to retrieve information about HF-specific matters, and several groups discussed already having used this possibility. Several practical examples of HF-specific information for family members were given. The content presented through ICT could entail information about symptoms of HF, the consequences of symptoms, and warning signs—what to look out for in the ill person: (information about)...warning signs (relating to HF) that you should look out for; that could be of help. Information concerning care trajectories was also mentioned as well as information on heredity. Another topic concerned cardiac-related anxiety and how to separate this from actual symptoms of HF, and how to tackle this as a family member. ICT could also be used to convey concrete information and support concerning what family members might encounter when the person with HF is in hospital. A wish to read about HF in younger
persons—about how it is possible to have a good life even though illness is present in the family—was also conveyed. Yet another aspect was that it would be supportive, if advice about what to eat, were translated into concrete menus. Family members also wished to receive discharge notes aimed specifically at them. ICT could also involve suggestions about questions to ask during visits to health care institutions.

The possibility of ICT being used to organize information in a comprehensible and easy-access format was also mentioned. It was suggested that the need for information was related to the symptoms of the ill person. When the family member was first diagnosed, it was important to read about medicines and side effects, but when the person with HF was in a stable phase, this need did not seem equally apparent.

ICT could also be used to receive confirmation and support decision making—information through ICT could help determine whether to contact health care or not:

...when something happens at home then you go to the internet and look [other participant hums]...before deciding to call 1177 [a national telednursing service number] [laughs] you could do a bit of research on your own...

Confirmation of the family member’s own actions and support in relation to the ill person could help to reassure the family member.

Some spontaneously discussed how information and confirmation could be delivered through text on a Web page, through a recorded lecture, a frequently asked questions section, and through social media forums. It was also stressed that information on the Web should be presented so that everyone could understand, meaning that not too many medical terms should be used.

Exchange With Peers and External Family

ICT could be useful for contact with other family members of persons with HF. This seemed to have social, practical, and emotional functions, and interacting with other family members could entail a learning experience as expressed by this participant:

...you can read the posts [on the internet] and maybe learn something from it. Because it’s a bit difficult and you will never have learnt enough as a next of kin...

Contact with other family members could also calm worry and support problem solving. Receiving advice from others, for example, on what to consider in specific situations, as well as the possibility of sharing one’s own experiences, was discussed. Connecting with other family members through ICT seemed to be a way of recognizing oneself in others.

The opportunity to connect with others in similar life situations could also be valuable for the persons with HF, and it could be important to have separate groups for family members and persons with HF as well as mixed groups:

[Answering a question from the moderator about who a social media group would be aimed at, the patient or the family member?]...I think, both, but at the same time you also need to be able to talk about them [referring to their family member with HF], even though they don’t always know...so both...because they also need to talk about it [referring to person with HF].

Also mentioned was the fact that it could be easier to talk via the Web if you had met the person in real life first, or that connecting with others through ICT could be a prerequisite for seeing each other in real life later.

Chat groups and social media forums were raised as possible Web-based solutions for interaction with other family members. A few groups also discussed how ICT could be used for reaching or keeping in contact with extended family. The use of social media could, for example, mean that one did not have to have personal contact with everyone in the family in times of crisis. By posting information on social media, you could relieve yourself of having to answer questions from extended family, thus enabling you to focus on the ill person. On the other hand, the possibility of maintaining personal contact was also described as a strength of ICT.

Information and Communications Technology: Providing Access

ICT could offer solutions accessible from anywhere and whenever, and ICT could be both timely and adaptable to different life situations. ICT could also provide an arena for family members that they might not have had access to otherwise.

Unbound by Time and Place, With Endless Possibilities

Groups discussed how ICT allowed the option of adjusting times when information could be accessed and provided via the Web. This was mentioned as a pro for, for example, family members who worked and for those with little spare time during regular working hours.

The groups discussed how ICT was unbound to a specific place when accessing or providing information, something that was also mentioned as being favorable for health care personnel. Remote solutions, for example, checking blood pressure, weight, and symptoms and having an initial assessment done via an internet-based communication tool were mentioned as one possibility. ICT was also stated as a solution that would bring health care closer to the patient and family member:

I think that taking the doctor or the care to him [the patient, through ICT] would be very useful and then I could feel that I can relax a little...

It was also suggested that ICT could provide rapid answers to questions and concerns and be something that could give access to everything. When discussing this, it was not always explicitly expressed how ICT had a specific use for the family members. These statements seemed to be more about showing an understanding that “you have the world in your pocket” when having access to the internet, and if you know where to look and have the knowledge to use computers, you have access to everything:

http://www.jmir.org/2019/7/e13521/
...if you have an internet connection, you actually have all the possibilities in the world...[another participant confirms].

**Arena for Family Members**

ICT could provide an arena for the family member to take part in information that concerns the person with HF but also for addressing one’s own questions. Family members did not always feel they were able to take up space in health care consultations:

> It concerns him [referring to the ill person]...so you don’t have that space as family at all...

Some discussed opportunities to ask questions without their ill family member present; however, others thought it was important that both the person with HF and the family member had access to the same information.

ICT could increase their participation in caring for the ill person. Receiving information about the person with HF while he or she was hospitalized—even when not being able to be present—could ease involvement:

> ...I would like to be...a little bit more involved. Because I was not physically here [at the hospital] at these times...one could have received documentation [concerning status]...[other participants confirm]. It would have been very easy, either by e-mail or by regular mail.

**Information and Communications Technology: Being Too Impersonal**

ICT was perceived as entailing limited personal interaction and individualization, which could cause mistrust of information and could cause a feeling of ICT being less usable. It was made clear in several discussions that ICT could not replace physical meetings.

**Apprehensions About Usability**

It could be hard to recognize oneself in information provided through ICT, as expressed by this participant:

> ...it rarely fits you directly [discussing Web-based information], or maybe you imagine that it does, but it doesn’t really...

Groups discussed that ICT could not be used for everything, for example, for support in acute situations or for dealing with worry:

> ...well, a disadvantage of the chat function is that I can’t convey the worried feeling I might have...

Concerning acute situations, an app for support in the event of a cardiac arrest was mentioned. Even though this app was recognized as a valid alternative, it was also implied that it was not necessarily trusted.

Some discussed how information on the internet could provide answers to some questions but that it was seen as being too based on facts and not personal enough for everything. This indicated a need for personalized and tailored information and was something that could get in the way of ICT being a usable aid for support.

Other aspects were that ICT was not personalized enough. Some family members also discussed how seeking information through ICT could cause worry and lead to imagining illnesses or problems that were not there:

> ...I think that you eventually only get sicker and sicker if you read everything, and more worried too.

Even though groups discussed the supportive effect of communicating with other family members through ICT, some were hesitant about the idea of connecting with other family members via the Web. Some questioned meeting strangers via the Web, and others discussed how communicating through ICT could mean that discussions might derail and that some persons could show too much of themselves. In connection to this, it was mentioned that contact with other family members via ICT needed to be organized to avoid this.

**Physical Meetings Are Irreplaceable**

ICT could not replace physical meetings. The reasons for this were already having the necessary contacts with health care personnel in real life or not feeling a need for ICT. Some just stated that they prefer to see someone “eye to eye” instead of receiving information via ICT:

> I don’t want information via the internet, I want real information.

Not allowing body language to be read was given as a disadvantage of ICT. Another reason for preferring physical meetings was that ICT as an aid would not be able to relieve worry.

**Information and Communications Technology: Being Out of Scope**

ICT was described as being out of scope, and some were generally uninterested or had less faith in ICT. They did not know much about ICT and were less interested in using it. For some, it seemed hard to envision what ICT could be of use for, in relation to being a family member of someone with HF, and it was thought of as more of a solution for the future.

**Difficult to Visualize**

Groups expressed a difficulty in envisioning how ICT could support them in their everyday life. This became clear when groups were approached with questions concerning ICT during the focus group discussion but stated that they did not think they could contribute:

> I can’t think of anything right now, because my first thought was that the internet...couldn’t help me with anything...

It could be that being a family member of someone newly diagnosed with HF also made visualization difficult. However, when presented with examples of what ICT could be about during the focus group discussions, it seemed that some family members took inspiration and incorporated these into their discussions.

**Something for the Future**

ICT was considered in some groups to be something suited more for the future and for coming generations but also as
something that could be useful if the ill person’s health deteriorated. Groups discussed how coming generations might be better equipped to use these kinds of solutions, and it was mentioned that younger generations already had ICT as a natural part of their daily life. Some groups discussed the significance of age and how it could be that they were too old for ICT:

One can say that I belong to the older generation, and it is more our children and grandchildren who will use it [referring to using a computer] and get more benefit from it I would think...so in the future...

Not everyone agreed, and in response to one family member expressing being too old for ICT, another participant responded by pointing out that:

You’re never “too old to learn something new.”

Discussion

Principal Findings

The analysis explored perceptions of ICT solutions as supportive aids among family members of persons with HF. Overall, ICT was seen as having a broad range of uses, while also involving—or lacking—content or qualities that might make ICT less useful for family members of persons with HF.

Comparison With Prior Work

Participants suggested that ICT could be used for interacting with health care personnel, to give and receive support from other family members, and for communication with the extended family. The interaction with health care personnel was considered to be useful for receiving personal advice from knowledgeable experts, whereas interaction with other family members seemed to be about recognizing oneself in others—and receiving emotional support and advice. The importance of being able to communicate with others in similar situation [23] and health care personnel [24] is reflected in other studies, and connecting with other carers via the Web has been noted as being just as helpful as seeing someone physically [19]. Although our study suggests that for some carers, ICT could not replace physical meetings and could even cause worry, communication with both health care professionals and peers via the Web seemed to be of interest.

In developing support through ICT, there could be a challenge in balancing relevant information with specific information that will not evoke negative feelings. Some participants stated that seeking information on the internet could have negative effects, such as causing anxiety and worry. For some, it was considered important to have a personal contact with the health care personnel to obtain individualized information, whereas others seemed to want both personalized and general information. The need for both types of information mirrors other findings [25].

The need for different kinds of information might also relate to different coping styles, with coping strategies such as being a monitor or being a blunter impacting on what is considered relevant. Being a monitor or a blunter in relation to use of information has been studied previously [26-28]. It could be that a person who is mainly characterized as a blunter avoids threatening information [26] and, therefore, might not seek information via the Web. For those labeled a monitor (wanting and scanning for information while also being more anxious) [26], information delivered through ICT could cause added stress if not carefully worded. Factors such as these could be of importance when producing Web based informational material. Questions such as—whom will it actually reach and how could the information affect those reading it, needs to be addressed. When producing material, it may also be worth considering adapting information to the relationship that the family member has to the ill person [29]. In this study, we almost exclusively had discussions with spouses and it might be that, for example, siblings or friends may suggest other uses of ICT.

In our study, some family members felt that ICT could not replace physical meetings, for example, because it hindered the reading of body language and also as it could be difficult to convey worry. This might not necessarily reflect a limitation concerning ICT but rather the fact that it was hard for some family members to visualize how ICT could be a support. In a study concerning ICT support for carers, the conclusion was that when the elderly carers received support from the nurses, they were more likely to use the internet-based intervention [15]. It might be that the initial reaction to suggestions about using ICT for support is not necessarily unsusceptible to influence, and it could therefore be important to educate and support carers in how to operate ICT when implementing these kinds of interventions.

Almost all the participants in the focus groups had access to and used the internet on a daily basis. Many also reported having access away from home (eg, via a mobile phone). Even so, not all expressed an interest in the use of technology in their everyday life. Some said they were too old for ICT, and some expressed a lack of interest or even mistrust of technology, or that they had enough of computers and technology from work.

In a previous study, investigating women who chose not to participate in screening for colorectal cancer, data indicated that only 1 in 4 actually made use of information presented on the Web. When looking for reasons for this nonuse, the only association found was between age and actual Web use. This meant that in older age groups, it was less likely that the women had accessed the information delivered through ICT [30]. The same result, concerning age and ICT, was also indicated in other studies on family members of persons with cancer [31,32]. This might partly reflect the fact that the elderly of today have less experience with using technology than future groups will have and that it is this not only age per se that is hindering the use of ICT. A recent study investigated what might affect the adoption of different technologies (not only ICT) in the elderly, and a factor that seemed important was the perceived value [33]. A reflection in relation to this is that, what may be seen as valuable, might also reflect general experience and expectations concerning ICT, and this in turn could be affected by age in today’s elderly. Introducing ICT as an intervention aimed at family members might be complex, and access may not be the only thing to consider—especially in countries such as Sweden where 94% to 100% of persons aged 16 to 64 years have access to the internet in their homes. This number decreases with older age groups, but still, 86% of persons aged between 65 to 74 years and 68% of persons aged between 75 to 85 years report having internet access in their homes [34].
We found that some family members seemed to be influenced by examples of ICT use, and it might be that, when introduced to ICT, some elderly persons or those with the traits of a blunter might need extra support in seeing the usefulness of it and also actually using it. Factors such as age, coping style, perceived value, interest in, and knowledge about ICT could be of importance when developing, introducing, or implementing ICT-based support.

Limitations
This study was performed in 1 center in 1 country, which may limit transferability to other settings and cultures. However, we believe that some of the experiences may be universal and also apply to caregivers of patients with other chronic conditions. There was a variation in group size between the 8 focus groups. A total of 6 groups had 2 participants each, 1 group 3, and another 8. In the literature [35], it has been discussed that it is the involvement from participants that matters more than the actual group size. Focus group studies entailing only 2 members have been published before [36], and considering the aim and data, we found that group sizes gave relevant data. No new subcategories emerged in the last focus group, which indicated that we had sufficient material to mirror Swedish-born, married/cohabitant caregiver’s perceptions of technology from the 8 group discussions.

All researchers, except the main author, were experienced in working with focus group discussions, and there were no significant relationships between researchers and participants. All but 1 participant was a spouse or partner to the person with HF, and all the participants were of a Swedish background. Most participants were women, and this reflects the population of older family caregivers in particular. The groups reflect different educational background and employment status. It was not possible to recruit participants according to the initial plan, and it might be that carers with other relationships to the ill person and with a more diverse background could have nuanced the results even more. Even so, heterogeneity and homogeneity concerning composition of focus groups has been problematic, and it seems that commonality in focus groups is important for capturing the shared experiences and that having too much spread in groups could hinder discussions [37]. We therefore consider the partially homogeneous groups as both a weakness and a strength.

Family members in this study did not always see themselves as caregivers but rather as family. It is possible that family members who lived/supported someone with a more severe HF could more easily have expressed needs in relation to ICT. At the same time, the person with HF defined who to invite to participate in the focus groups, and this strengthens the possibility that our data reflect the general family member population.

Conclusions
Family members described multiple uses for ICT, and agreed that ICT could provide access to relevant sources of information from which family members potentially could exchange support. ICT was also considered to have its limitations and was out of scope for some but with expected use in future. Even though some family members seemed hesitant about ICT solutions in general, this might not mean they are unreceptive to suggestions about their use in, for example, health care. Thus, a variety of factors should be considered to facilitate future implementations of ICT tools in clinical practice.

Acknowledgments
The authors are grateful to the family members who chose to take part in the focus groups. Their input has created valuable insights for this study as well as guiding them in developing a support program for informal carers of persons with HF. They would also like to acknowledge the financial support from the Medical Research Council of Southeast Sweden (FORSS-665001), the Swedish National Science Council (VR) K2015-99X-22124-04-4, and Swedish National Science Council/Swedish Research Council for Health, Working Life, and Welfare (VR-FORTE) 2014-4100.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Semistructured interview guide describing opening, introductory, transition, and key questions.

References


34. Statistics Database. 2018. [Internet access in Sweden in relation to different age groups] URL: https://tinyurl.com/y56fh8mg [accessed 2019-01-18]


Abbreviations

HF: heart failure
ICT: information and communications technology

©Hanna Allemann, Ingela Thylén, Susanna Ågren, Maria Liljeroos, Anna Strömberg. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 16.07.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Factors Affecting Patients’ Use of Electronic Personal Health Records in England: Cross-Sectional Study

Alaa Abd-Alrazaq¹,², PhD; Bridgette M Bewick¹, PhD; Tracey Farragher¹, PhD; Peter Gardner³, PhD

¹Leeds Institute of Health Sciences, School of Medicine, University of Leeds, London, United Kingdom
²Division of Information and Computing Technology, College of Science and Engineering, Hamad Bin Khalifa University, Doha, Qatar
³School of Psychology, University of Leeds, Leeds, United Kingdom

Corresponding Author:
Alaa Abd-Alrazaq, PhD
Division of Information and Computing Technology
College of Science and Engineering
Hamad Bin Khalifa University
Apartment 3
21 Riding House Street
Doha, 00000
Qatar
Phone: 974 55708549
Fax: 974 55708549
Email: aabdalrazaq@hbku.edu.qa

Abstract

Background: Electronic personal health records (ePHRs) are secure Web-based tools that enable individuals to access, manage, and share their medical records. England recently introduced a nationwide ePHR called Patient Online. As with ePHRs in other countries, adoption rates of Patient Online remain low. Understanding factors affecting patients’ ePHR use is important to increase adoption rates and improve the implementation success of ePHRs.

Objective: This study aimed to examine factors associated with patients’ use of ePHRs in England.

Methods: The unified theory of acceptance and use of technology was adapted to the use of ePHRs. To empirically examine the adapted model, a cross-sectional survey of a convenience sample was carried out in 4 general practices in West Yorkshire, England. Factors associated with the use of ePHRs were explored using structural equation modeling.

Results: Of 800 eligible patients invited to take part in the survey, 624 (78.0%) returned a valid questionnaire. Behavioral intention (BI) was significantly influenced by performance expectancy (PE; beta=.57, P<.001), effort expectancy (EE; beta=.16, P<.001), and perceived privacy and security (PPS; beta=.24, P<.001). The path from social influence to BI was not significant (beta=.03, P=.18). Facilitating conditions (FC) and BI significantly influenced use behavior (UB; beta=.25, P<.001 and beta=.53, P<.001, respectively). PE significantly mediated the effect of EE and PPS on BI (beta=.19, P<.001 and beta=.28, P=.001, respectively). Age significantly moderated 3 paths: PE→BI, EE→BI, and FC→UB. Sex significantly moderated only the relationship between PE and BI. A total of 2 paths were significantly moderated by education and internet access: EE→BI and FC→UB. Income moderated the relationship between FC and UB. The adapted model accounted for 51% of the variance in PE, 76% of the variance in BI, and 48% of the variance in UB.

Conclusions: This study identified the main factors that affect patients’ use of ePHRs in England, which should be taken into account for the successful implementation of these systems. For example, developers of ePHRs should involve patients in the process of designing the system to consider functions and features that fit patients’ preferences and skills to ensure systems are useful and easy to use. The proposed model accounted for 48% of the variance in UB, indicating the existence of other, as yet unidentified, factors that influence the adoption of ePHRs. Future studies should confirm the effect of the factors included in this model and identify additional factors.

(J Med Internet Res 2019;21(7):e12373) doi:10.2196/12373
Introduction

Background

Electronic personal health records (ePHRs) refer to secure Web-based tools that enable individuals to access and manage their medical records and share them with trusted others [1]. More advanced ePHRs provide additional functionalities, such as scheduling appointments, requesting prescription refills, messaging providers, requesting referrals, and educational tools [2-4]. Benefits of using ePHRs include the following: enhancing patient empowerment [5,6], improving patient self-management and medication adherence [7,8], enhancing the relationships and communications between patients and health care providers [9,10], enabling patients to easily access health services [11,12], avoiding duplicated tests [9,11], and reducing adverse drug interactions and allergies [9,11,13].

In 2015, the National Health Service in England launched a program called Patient Online, which requires general practices (GPs) to provide patients with Web-based services, such as booking appointments, requesting prescription refills, and viewing summary information from GP records [14,15]. GPs use one of the following systems to provide their patients with the abovementioned services: SystemOnline, Patient Access, Patient Services, The Waiting Room, Engage Consult, and Evergreen Life or i-Patient [14].

Research Problem and Aim

The overall adoption rate of Patient Online was 18.9% in April 2017 and reached 24.4% in April 2018 [16], and so adoption remains low. Identifying and understanding factors that affect patients’ use of ePHRs is crucial to develop interventions to increase patients’ adoption and improve the implementation success of ePHRs [17-22]. According to a systematic review conducted by Abd-alrazaq and colleagues [23], there are no published studies on factors affecting patients’ use of ePHRs in England. Although many studies have been conducted in other countries, they have several shortcomings, namely, (1) few studies were theory-based research [21,24-27], (2) many studies focused on factors that affect patients’ intention to use ePHRs instead of actual use [28-32], (3) many studies have assessed the factors that affect self-reported use rather than actual use [27,32-35], (4) almost all studies examined independent and dependent variables at one point in time using the same data collection instrument, so being at risk of common method bias [25,32,36], and (5) almost all studies did not differentiate between factors affecting initial use and continuing use of ePHRs.

This study aimed to examine factors associated with patients’ adoption of ePHRs (Patient Online) in England. As 76% of patients in England have never used Patient Online [16], the study focused on factors associated with patients’ initial use of ePHRs. Therefore, it was more appropriate to investigate the factors that make nonusers become users (ie, initial use stage).

Methods

Theoretical Foundation

In total, 12 theories and models originated from various disciplines, such as psychology, sociology, and information systems, were reviewed to select the appropriate one for our study. Selection of the appropriate theory was based on predefined 6 criteria. Although 2 criteria were related to the applicability of the theory on the phenomena of interest (ie, population and type of behavior), the remaining 4 were related to goodness of the theory (ie, logical consistency, explanatory power, falsifiability, and parsimony). The unified theory of acceptance and use of technology (UTAUT) was the only theory that met all those criteria. Therefore, this study chose UTAUT as a theoretical lens to examine factors associated with patients’ use of ePHRs. More details about how the theories met or did not meet each criterion are explained in Multimedia Appendix 1.

According to UTAUT, behavioral intention (BI) is affected directly by performance expectancy (PE), effort expectancy (EE), and social influence (SI) [37]. Both BI and facilitating conditions (FC) are hypothesized to affect use behavior (UB) directly [37]. UTAUT also proposes that most of these relationships are moderated by age, sex, experience, and voluntariness [37].

In this study, the adoption of ePHRs is not compulsory. The UTAUT construct of voluntariness is only applicable in nonvoluntary contexts [38]. Thus, for this study, the moderator voluntariness was dropped from the model. This study focused on the factors that explained how nonusers become users of ePHRs (ie, preusage stage); the sample comprised only nonusers of ePHRs (ie, having no experience). For that reason, the moderator experience was also removed from the model.

A review of the literature identified a consensus on the influential effect of the following factors on ePHRs adoption: PPS [26,39-48], internet access [11,28,39,49-53], income [26,28,39,49,51,54-58], and education level [26,28,39,44,49,51,56,59-63]. These 4 factors were not part of UTAUT but were included in our adapted model to make it more appropriate for the context of ePHRs adoption. Although PPS was proposed as an independent variable, the remaining 3 factors were hypothesized as a moderator. The research hypotheses and the proposed model are presented in Table 1 and Figure 1, respectively. Multimedia Appendix 2 shows the conceptual definitions of the constructs in the proposed model. Multimedia Appendix 3 shows the theoretical foundations for the new proposed relationships that were added to the UTAUT model.
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### Study Design and Setting

The proposed model was examined empirically using data from a cross-sectional survey. The survey was conducted at 4 West Yorkshire (England) GPs, 3 practices in Bradford and 1 in Leeds. More details about these practices are shown in Multimedia Appendix 4. Health Research Authority approval for this study was granted before starting data collection (REC reference: 17/SC/0323).

---

**Table 1. The research hypotheses.**

<table>
<thead>
<tr>
<th>H(^a) number</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>H(^1)</td>
<td>PE(^b) positively influences patients’ intention to use Patient Online.</td>
</tr>
<tr>
<td>H(^2)</td>
<td>Age, sex, education, and income moderate the positive relationship between PE and patients’ intention to use Patient Online, such that the influence is stronger for younger males with lower level of education and higher income.</td>
</tr>
<tr>
<td>H(^3)</td>
<td>EE(^c) positively influences patients’ intention to use Patient Online.</td>
</tr>
<tr>
<td>H(^4)</td>
<td>PE positively mediates the positive relationship between EE and BI(^d).</td>
</tr>
<tr>
<td>H(^5)</td>
<td>Age, sex, education, income, and internet access moderate the positive relationship between EE and patients’ intention to use Patient Online, such that the influence is stronger for older females with lower level of education and income and without internet access.</td>
</tr>
<tr>
<td>H(^6)</td>
<td>SI(^e) positively influences patients’ intention to use Patient Online.</td>
</tr>
<tr>
<td>H(^7)</td>
<td>Age and sex moderate the positive relationship between SI and patients’ intention to use Patient Online, such that the influence is stronger for older females.</td>
</tr>
<tr>
<td>H(^8)</td>
<td>PPS(^f) positively influences patients’ intention to use Patient Online.</td>
</tr>
<tr>
<td>H(^9)</td>
<td>PE positively mediates the positive relationship between PPS and BI.</td>
</tr>
<tr>
<td>H(^10)</td>
<td>Age, sex, education, and income moderate the positive relationship between PPS and patients’ intention to use Patient Online, such that the influence is stronger for older females with higher level of education and lower income.</td>
</tr>
<tr>
<td>H(^11)</td>
<td>FC(^g) positively influences patients’ use of Patient Online.</td>
</tr>
<tr>
<td>H(^12)</td>
<td>Age, sex, education, income, and internet access moderate the positive relationship between FC and UB(^h), such that the influence is stronger for older females with a lower level of education and income and without internet access.</td>
</tr>
<tr>
<td>H(^13)</td>
<td>BI positively influences patients’ use of Patient Online.</td>
</tr>
</tbody>
</table>

\(^a\) H: hypothesis. 
\(^b\) PE: performance expectancy. 
\(^c\) EE: effort expectancy. 
\(^d\) BI: behavioral intention. 
\(^e\) SI: social influence. 
\(^f\) PPS: perceived privacy and security. 
\(^g\) FC: facilitating conditions. 
\(^h\) UB: use behavior.
Measurement
Self-administrated questionnaires were used to measure all variables proposed in the model except UB. UB was measured objectively using system logs that recorded the use of PatientOnline. Questionnaires included 29 well-validated items adopted from previous studies (Multimedia Appendix 5). An introduction about Patient Online was included at the top of the questionnaire to ensure all participants had the knowledge necessary to answer questions about Patient Online. The questionnaire was validated by sending it to a panel of experts to assess the face validity and content validity of the questions. After modifying the questionnaire according to experts’ recommendations, it was pilot tested by sending it via email to 37 patients (members of patient and carer community) who were asked to fill in the questionnaire and answer questions regarding clarity or ambiguity of questions, clarity of instructions to answer questions, time needed to complete the questionnaire, clarity and attractiveness of the layout, missing of important topics, and sequence of questions. A few issues were reported by experts and patients, and the questionnaire was modified accordingly (Multimedia Appendix 6). System log data of the number of times that each participant logged into the system during 6 months after completing the questionnaire were the objective measure of use.

Recruitment
We recruited a convenience sample of patients from August 21, 2017, to September 26, 2017. Patients were eligible to participate if they (1) lived in England and were registered at 1 of the 4 GPs, (2) were aged 18 years or older, and (3) had not used Patient Online before (nonusers). The researcher distributed the questionnaire to eligible participants visiting 1 of the 4 GPs. After 6 months from the completion of the questionnaire, data from the system log were extracted to ascertain participants’ use of Patient Online.

Statistical Analysis
Structural equation modeling (SEM) was used to test the theoretical model and hypotheses. Specifically, the measurement model was examined in terms of 3 aspects: model fit, construct reliability, and construct validity [64,65]. After ensuring the validity of the measurement model, the structural model was tested in terms of 3 aspects: model fit, predictive power, and strength of relationships [65-67]. The strength of relationships was examined using different methods depending on the type of the proposed effect. Specifically, direct effects were assessed by checking path coefficients [68]. Mediating effects were examined by assessing the indirect effect using bootstrapping. The moderating effect for the metric moderator (ie, age) was examined using the interaction effect method [64,69]. The moderating effects for nonmetric moderators were tested using multigroup SEM [64,69,70]. Analysis of moment structures (version 24; IBM SPSS) software was used for conducting all abovementioned analyses.

Results
Participants’ Characteristics
Of the 800 eligible patients invited to take part in the survey, 624 participants returned a completed questionnaire giving a response rate of 78%. The mean age of participants was 44.2
years. The majority of participants were white (79.8%, 498/624) and had internet access (84.6%, 528/624; Table 2). Differences between participants and nonparticipants in terms of age, sex, and ethnicity were not significant ($P=.21$, $P=.06$, and $P=.64$, respectively). It was, therefore, concluded that the risk of nonresponse bias was minimal.

Table 2. Participants’ characteristics (n=624).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>107 (17.1)</td>
</tr>
<tr>
<td>25-34</td>
<td>148 (23.7)</td>
</tr>
<tr>
<td>35-44</td>
<td>116 (18.6)</td>
</tr>
<tr>
<td>45-54</td>
<td>98 (15.7)</td>
</tr>
<tr>
<td>55-64</td>
<td>65 (10.4)</td>
</tr>
<tr>
<td>65-74</td>
<td>46 (7.4)</td>
</tr>
<tr>
<td>75 and older</td>
<td>44 (7.1)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>293 (46.9)</td>
</tr>
<tr>
<td>Female</td>
<td>331 (53.1)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>498 (79.8)</td>
</tr>
<tr>
<td>Asian</td>
<td>73 (11.7)</td>
</tr>
<tr>
<td>Black</td>
<td>20 (3.2)</td>
</tr>
<tr>
<td>Mixed</td>
<td>26 (4.1)</td>
</tr>
<tr>
<td>Others</td>
<td>7 (1.2)</td>
</tr>
<tr>
<td><strong>Income (£)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>284 (45.5)</td>
</tr>
<tr>
<td>20,000-29,999</td>
<td>80 (12.8)</td>
</tr>
<tr>
<td>30,000-39,999</td>
<td>65 (10.4)</td>
</tr>
<tr>
<td>40,000-49,999</td>
<td>43 (7.0)</td>
</tr>
<tr>
<td>50,000-59,999</td>
<td>26 (4.2)</td>
</tr>
<tr>
<td>≥60,000</td>
<td>12 (1.9)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>114 (18.2)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Up to secondary school</td>
<td>69 (11.1)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>147 (23.6)</td>
</tr>
<tr>
<td>College/ diploma</td>
<td>165 (26.4)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>174 (27.9)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>47 (7.5)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>22 (3.5)</td>
</tr>
<tr>
<td><strong>Internet access</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>528 (84.6)</td>
</tr>
<tr>
<td>No</td>
<td>96 (15.4)</td>
</tr>
</tbody>
</table>

*aMean 44.2 (SD 18.9).
Measurement Model

Model Fit

All fit indices indicated a good fit of the initial model except the following 3 indices: goodness-of-fit index (GFI, 0.923), root mean square error of approximation (RMSEA, 0.053), and standardized root mean square residual (SRMR, 0.057; Table 3). The following 4 items were identified as a source of the poor fit of the measurement model as their factor loading was less than 0.70: FC 4, FC 5, PPS 3, and PPS 5. After deleting these 4 items from the model, all fit indices of the modified model improved and existed within their acceptable levels, indicating a good fit (Table 3).

<table>
<thead>
<tr>
<th>Fit indices</th>
<th>Cutoff point</th>
<th>Initial measurement model</th>
<th>Modified measurement model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative chi-square (df)</td>
<td>1-3</td>
<td>2.8 (215)</td>
<td>1.4 (137)</td>
</tr>
<tr>
<td>GFIa</td>
<td>≥ 0.95</td>
<td>0.923</td>
<td>0.969</td>
</tr>
<tr>
<td>AGFIb</td>
<td>≥ 0.90</td>
<td>0.902</td>
<td>0.957</td>
</tr>
<tr>
<td>RMSEAc</td>
<td>&lt; 0.05</td>
<td>0.053</td>
<td>0.026</td>
</tr>
<tr>
<td>PCLOSEd</td>
<td>≥ 0.05</td>
<td>0.194</td>
<td>1.000</td>
</tr>
<tr>
<td>SRMRc</td>
<td>≤ 0.05</td>
<td>0.057</td>
<td>0.017</td>
</tr>
<tr>
<td>NFIf</td>
<td>≥ 0.95</td>
<td>0.964</td>
<td>0.988</td>
</tr>
<tr>
<td>CFIg</td>
<td>≥ 0.95</td>
<td>0.977</td>
<td>0.995</td>
</tr>
<tr>
<td>TLIh</td>
<td>≥ 0.95</td>
<td>0.972</td>
<td>0.996</td>
</tr>
</tbody>
</table>

aGFI: goodness-of-fit index.
bAGFI: adjusted goodness-of-fit index.
cRMSEA: root mean square error of approximation.
dPCLOSE: p of close fit.
eSRMR: standardized root mean square residual.
fNFI: normed fit index.
gCFI: comparative fit index.
hTLI: Tucker-Lewis index.

Construct Reliability

Results for the modified model of Cronbach alpha, composite reliability, and average variance extracted (AVE) for each construct were within their cutoff of ≥ 0.70, ≥ 0.70, and ≥ 0.50, respectively (Multimedia Appendix 7). This indicates that the measurement items are consistent and reproducible in measuring what it is assumed to measure.

Construct Validity

The values of factor loading and AVE for all items considerably exceeded the thresholds of 0.70 and 0.50, respectively (Multimedia Appendix 8). These results indicate that items had good convergent validity. Similarly, items showed good discriminant validity according to 3 measures. Specifically, intercorrelation coefficients are located within the acceptable ranges (<0.85; Multimedia Appendix 9). With regard to the second measure, each value of square root of AVE for a construct (values on the diagonal) was higher than all intercorrelation coefficients between that construct and each other construct (off-diagonal values; Multimedia Appendix 9). With regard to the third measure, the loading of each item on its construct was higher than cross-loadings in rows and columns (Multimedia Appendix 10).

Structural Model

Model Fit and Predictive Power

All fit indices of the structural model indices were within their cutoff levels, indicating a good model fit (Table 4). The structural model accounted for 51% of the variance in PE, 76% of the variance in BI, and 48% of the variance in UB (Figure 2).
Table 4. Results of fit indices of the structural model.

<table>
<thead>
<tr>
<th>Fit indices</th>
<th>Cutoff point</th>
<th>Fitness of the structural model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative chi-square (df)</td>
<td>1-3</td>
<td>1.6 (157)</td>
</tr>
<tr>
<td>GFI&lt;sup&gt;a&lt;/sup&gt;</td>
<td>≥0.95</td>
<td>0.962</td>
</tr>
<tr>
<td>AGFI&lt;sup&gt;b&lt;/sup&gt;</td>
<td>≥0.90</td>
<td>0.949</td>
</tr>
<tr>
<td>RMSEA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;0.05</td>
<td>0.032</td>
</tr>
<tr>
<td>PCLOSE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>≥0.05</td>
<td>1.000</td>
</tr>
<tr>
<td>SRMR&lt;sup&gt;e&lt;/sup&gt;</td>
<td>≤0.05</td>
<td>0.036</td>
</tr>
<tr>
<td>NFI&lt;sup&gt;f&lt;/sup&gt;</td>
<td>≥0.95</td>
<td>0.984</td>
</tr>
<tr>
<td>CFI&lt;sup&gt;g&lt;/sup&gt;</td>
<td>≥0.95</td>
<td>0.993</td>
</tr>
<tr>
<td>TLI&lt;sup&gt;h&lt;/sup&gt;</td>
<td>≥0.95</td>
<td>0.992</td>
</tr>
</tbody>
</table>

<sup>a</sup>GFI: goodness-of-fit index.
<sup>b</sup>AGFI: adjusted goodness-of-fit index.
<sup>c</sup>RMSEA: root mean square error of approximation.
<sup>d</sup>PCLOSE: p of close fit.
<sup>e</sup>SRMR: standardized root mean square residual.
<sup>f</sup>NFI: normed fit index.
<sup>g</sup>CFI: comparative fit index.
<sup>h</sup>TLI: Tucker-Lewis index.
**Strength of Relationships**

Of the direct effects, BI was associated with PE (beta=.57), EE (beta=.16), and PPS (beta=.24; Table 5). The path from SI to BI was not significant (beta=.03, \( P=.18 \)). Both FC and BI were significantly associated with UB (beta=.25 and beta=.53, respectively). Therefore, the following hypotheses were supported: H1, H3, H8, H11, and H13 (Table 5).

With regard to mediating effects, results of bootstrapping indicate that PE mediated significantly the effect of EE and PPS on BI (beta=.20 and beta=.28, respectively; Table 6). Accordingly, H4 and H9 were supported in this research.

With regard to moderating effects, age moderated significantly 3 paths: PE→BI (beta=−.10), EE→BI (beta=.06), and FC→UB (beta=.16; Table 7). Sex moderated significantly only the relationship between PE and BI (\( P=.009 \); Table 8). In relation to moderating effect of education, the relationship between FC and UB was statistically stronger for secondary school or lower group than college group (beta=.39 vs beta=.30, \( P=.003 \); Table 9) and than bachelor or higher group (beta=.39 vs beta=.21; Table 10). The path from EE to BI was statistically weaker for bachelor or higher group than secondary school or lower group (beta=.01 vs beta=.14; Table 10) and than college group (beta=.01 vs beta=.13; Table 11). As shown in Table 12-14, the relationship between FC and UB was statistically stronger for patients with low income (beta=.43) than patients with moderate or high income (beta=.25 and beta=.10, respectively). Internet access moderated significantly 2 paths EE→BI (\( P=.01 \)) and FC→UB (\( P<.001 \); Table 15). Accordingly, H10 was rejected, whereas the following hypotheses were partially supported: H2, H5, H7, and H12.
Table 5. Results of direct effects.

<table>
<thead>
<tr>
<th>H^a</th>
<th>Path</th>
<th>SE (beta)</th>
<th>95% CI</th>
<th>P value</th>
<th>Supported?</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>PE^b→BI^c</td>
<td>.57</td>
<td>0.51 to 0.64</td>
<td>&lt;.001</td>
<td>Yes</td>
</tr>
<tr>
<td>H3</td>
<td>EE^d→BI</td>
<td>.16</td>
<td>0.11 to 0.21</td>
<td>&lt;.001</td>
<td>Yes</td>
</tr>
<tr>
<td>H6</td>
<td>SI^e→BI</td>
<td>.03</td>
<td>-0.03 to 0.10</td>
<td>.18</td>
<td>No</td>
</tr>
<tr>
<td>H8</td>
<td>PPS^f→BI</td>
<td>.24</td>
<td>0.18 to 0.29</td>
<td>&lt;.001</td>
<td>Yes</td>
</tr>
<tr>
<td>H11</td>
<td>FC^g→UB^h</td>
<td>.25</td>
<td>0.20 to 0.30</td>
<td>&lt;.001</td>
<td>Yes</td>
</tr>
<tr>
<td>H13</td>
<td>BI→UB</td>
<td>.53</td>
<td>0.48 to 0.58</td>
<td>&lt;.001</td>
<td>Yes</td>
</tr>
</tbody>
</table>

^aH: hypothesis.  
^bPE: performance expectancy.  
^cBI: behavioral intention.  
^dEE: effort expectancy.  
^eSI: social influence.  
^fPPS: perceived privacy and security.  
^gFC: facilitating conditions.  
^hUB: use behavior.

Table 6. Results of mediating effects.

<table>
<thead>
<tr>
<th>H^a</th>
<th>Indirect effect</th>
<th>Estimate (beta)</th>
<th>95% CI</th>
<th>P value</th>
<th>Supported?</th>
</tr>
</thead>
<tbody>
<tr>
<td>H4</td>
<td>EE^b→PE^c→BI^d</td>
<td>.20</td>
<td>0.15-0.25</td>
<td>&lt;.001</td>
<td>Yes</td>
</tr>
<tr>
<td>H9</td>
<td>PPS^f→PE→BI</td>
<td>.28</td>
<td>0.23-0.33</td>
<td>&lt;.001</td>
<td>Yes</td>
</tr>
</tbody>
</table>

^aH: hypothesis.  
^bEE: effort expectancy.  
^cPE: performance expectancy.  
^dBI: behavioral intention.  
^ePPS: perceived privacy and security.

Table 7. Results of moderating effect of age.

<table>
<thead>
<tr>
<th>Interaction effect</th>
<th>Standardized estimate (beta)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PE^b×Age→BI^b</td>
<td>-.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EE^c×Age→BI</td>
<td>.06</td>
<td>.03</td>
</tr>
<tr>
<td>SI^e×Age→BI</td>
<td>.01</td>
<td>.06</td>
</tr>
<tr>
<td>PPS^f×Age→BI</td>
<td>-.03</td>
<td>.22</td>
</tr>
<tr>
<td>FC^g×Age→UB^h</td>
<td>.16</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

^aPE: performance expectancy.  
^bBI: behavioral intention.  
^cEE: effort expectancy.  
^dSI: social influence.  
^ePPS: perceived privacy and security.  
^fFC: facilitating conditions.  
^hUB: use behavior.
**Table 8.** Results of moderating effect of sex.

<table>
<thead>
<tr>
<th>Hypothesized path</th>
<th>Male</th>
<th>Female</th>
<th>P value</th>
<th>Male</th>
<th>Female</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PE&lt;sub&gt;a&lt;/sub&gt;→BI&lt;sub&gt;b&lt;/sub&gt;</td>
<td>.59</td>
<td>.51</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>EF&lt;sub&gt;g&lt;/sub&gt;→BI</td>
<td>.17</td>
<td>.19</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.32</td>
<td></td>
</tr>
<tr>
<td>SI&lt;sub&gt;d&lt;/sub&gt;→BI</td>
<td>−0.03</td>
<td>.06</td>
<td>.53</td>
<td>.06</td>
<td>.07</td>
<td></td>
</tr>
<tr>
<td>PPS&lt;sub&gt;e&lt;/sub&gt;→UB</td>
<td>.27</td>
<td>.20</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.65</td>
<td></td>
</tr>
<tr>
<td>FC&lt;sub&gt;f&lt;/sub&gt;→UB&lt;sub&gt;g&lt;/sub&gt;</td>
<td>.35</td>
<td>.28</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.32</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>PE: performance expectancy.  
<sup>b</sup>BI: behavioral intention.  
<sup>c</sup>EE: effort expectancy.  
<sup>d</sup>SI: social influence.  
<sup>e</sup>PPS: perceived privacy and security.  
<sup>f</sup>FC: facilitating conditions.  
<sup>g</sup>UB: use behavior.

**Table 9.** Results of moderating effect of education level (secondary school versus college/diploma).

<table>
<thead>
<tr>
<th>Hypothesized path</th>
<th>Secondary school or lower</th>
<th>College/diploma</th>
<th>SE (beta)</th>
<th>P value</th>
<th>SE (beta)</th>
<th>P value</th>
<th>Chi-square difference test, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PE&lt;sub&gt;a&lt;/sub&gt;→BI&lt;sub&gt;b&lt;/sub&gt;</td>
<td>.57</td>
<td>.62</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EF&lt;sub&gt;g&lt;/sub&gt;→BI</td>
<td>.14</td>
<td>.13</td>
<td>.02</td>
<td>.003</td>
<td>.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPS&lt;sub&gt;e&lt;/sub&gt;→BI</td>
<td>.17</td>
<td>.29</td>
<td>&lt;.005</td>
<td>&lt;.001</td>
<td>.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC&lt;sub&gt;f&lt;/sub&gt;→UB&lt;sub&gt;g&lt;/sub&gt;</td>
<td>.39</td>
<td>.30</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.003</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>PE: performance expectancy.  
<sup>b</sup>BI: behavioral intention.  
<sup>c</sup>EE: effort expectancy.  
<sup>d</sup>SI: social influence.  
<sup>e</sup>PPS: perceived privacy and security.  
<sup>f</sup>FC: facilitating conditions.  
<sup>g</sup>UB: use behavior.

**Table 10.** Results of moderating effect of education level (secondary school versus bachelor or higher).

<table>
<thead>
<tr>
<th>Hypothesized path</th>
<th>Secondary school or lower</th>
<th>Bachelor or higher</th>
<th>SE (beta)</th>
<th>P value</th>
<th>SE (beta)</th>
<th>P value</th>
<th>Chi-square difference test, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PE&lt;sub&gt;a&lt;/sub&gt;→BI&lt;sub&gt;b&lt;/sub&gt;</td>
<td>.57</td>
<td>.57</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EF&lt;sub&gt;g&lt;/sub&gt;→BI</td>
<td>.14</td>
<td>.01</td>
<td>.02</td>
<td>.16</td>
<td>.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPS&lt;sub&gt;e&lt;/sub&gt;→BI</td>
<td>.17</td>
<td>.24</td>
<td>.005</td>
<td>&lt;.001</td>
<td>.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC&lt;sub&gt;f&lt;/sub&gt;→UB&lt;sub&gt;g&lt;/sub&gt;</td>
<td>.39</td>
<td>.21</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.02</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>PE: performance expectancy.  
<sup>b</sup>BI: behavioral intention.  
<sup>c</sup>EE: effort expectancy.  
<sup>d</sup>SI: social influence.  
<sup>e</sup>PPS: perceived privacy and security.  
<sup>f</sup>FC: facilitating conditions.  
<sup>g</sup>UB: use behavior.
### Table 11. Results of moderating effect of education level (college/diploma versus bachelor or higher).

<table>
<thead>
<tr>
<th>Hypothesized path</th>
<th>College/diploma</th>
<th>Bachelor or higher</th>
<th>Chi-square difference test, $P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$SE$ (beta)</td>
<td>$P$ value</td>
<td>$SE$ (beta)</td>
</tr>
<tr>
<td>$PE^{a} \rightarrow BI^{b}$</td>
<td>.62</td>
<td>&lt;.001</td>
<td>.57</td>
</tr>
<tr>
<td>$EE^{c} \rightarrow BI$</td>
<td>.13</td>
<td>.003</td>
<td>.01</td>
</tr>
<tr>
<td>$PPS^{d} \rightarrow BI$</td>
<td>.29</td>
<td>&lt;.001</td>
<td>.24</td>
</tr>
<tr>
<td>$FC^{e} \rightarrow UB^{f}$</td>
<td>.30</td>
<td>&lt;.001</td>
<td>.21</td>
</tr>
</tbody>
</table>

$^{a}$PE: performance expectancy.  
$^{b}$BI: behavioral intention.  
$^{c}$EE: effort expectancy.  
$^{d}$PPS: perceived privacy and security.  
$^{e}$FC: facilitating conditions.  
$^{f}$UB: use behavior.

### Table 12. Results of moderating effect of income (low income versus middle income).

<table>
<thead>
<tr>
<th>Hypothesized path</th>
<th>Low income$^{a}$</th>
<th>Middle income$^{b}$</th>
<th>Chi-square difference test, $P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$SE$ (beta)</td>
<td>$P$ value</td>
<td>$SE$ (beta)</td>
</tr>
<tr>
<td>$PE^{c} \rightarrow BI^{d}$</td>
<td>.54</td>
<td>&lt;.001</td>
<td>.52</td>
</tr>
<tr>
<td>$EE^{e} \rightarrow BI$</td>
<td>.14</td>
<td>&lt;.001</td>
<td>.22</td>
</tr>
<tr>
<td>$PPS^{f} \rightarrow BI$</td>
<td>.26</td>
<td>&lt;.001</td>
<td>.28</td>
</tr>
<tr>
<td>$FC^{g} \rightarrow UB^{h}$</td>
<td>.43</td>
<td>&lt;.001</td>
<td>.25</td>
</tr>
</tbody>
</table>

$^{a}$Low income: >£20,000.  
$^{b}$Medium income: £20,000-39,999.  
$^{c}$PE: performance expectancy.  
$^{d}$BI: behavioral intention.  
$^{e}$EE: effort expectancy.  
$^{f}$PPS: perceived privacy and security.  
$^{g}$FC: facilitating conditions.  
$^{h}$UB: use behavior.

### Table 13. Results of moderating effect of income (low income versus high income).

<table>
<thead>
<tr>
<th>Hypothesized path</th>
<th>Low income$^{a}$</th>
<th>High income$^{b}$</th>
<th>Chi-square difference test, $P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$SE$ (beta)</td>
<td>$P$ value</td>
<td>$SE$ (beta)</td>
</tr>
<tr>
<td>$PE^{c} \rightarrow BI^{d}$</td>
<td>.54</td>
<td>&lt;.001</td>
<td>.68</td>
</tr>
<tr>
<td>$EE^{e} \rightarrow BI$</td>
<td>.14</td>
<td>&lt;.001</td>
<td>.12</td>
</tr>
<tr>
<td>$PPS^{f} \rightarrow BI$</td>
<td>.26</td>
<td>&lt;.001</td>
<td>.25</td>
</tr>
<tr>
<td>$FC^{g} \rightarrow UB^{h}$</td>
<td>.43</td>
<td>&lt;.001</td>
<td>.10</td>
</tr>
</tbody>
</table>

$^{a}$Low income: >£20,000.  
$^{b}$High income: ≥£40,000.  
$^{c}$PE: performance expectancy.  
$^{d}$BI: behavioral intention.  
$^{e}$EE: effort expectancy.  
$^{f}$PPS: perceived privacy and security.  
$^{g}$FC: facilitating conditions.  
$^{h}$UB: use behavior.
### Table 14. Results of moderating effect of income (middle income versus high income).

<table>
<thead>
<tr>
<th>Hypothesized path</th>
<th>Middle income&lt;sup&gt;a&lt;/sup&gt;</th>
<th>High income&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Chi-square difference test, <em>P</em> value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SE (beta)</td>
<td><em>P</em> value</td>
<td>SE (beta)</td>
</tr>
<tr>
<td><strong>PE&lt;sup&gt;c&lt;/sup&gt;→BI&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td>.52</td>
<td>&lt;.001</td>
<td>.68</td>
</tr>
<tr>
<td><strong>EE&lt;sup&gt;e&lt;/sup&gt;→BI</strong></td>
<td>.22</td>
<td>&lt;.001</td>
<td>.12</td>
</tr>
<tr>
<td><strong>PPS&lt;sup&gt;f&lt;/sup&gt;→BI</strong></td>
<td>.28</td>
<td>&lt;.001</td>
<td>.25</td>
</tr>
<tr>
<td><strong>FC&lt;sup&gt;g&lt;/sup&gt;→UB&lt;sup&gt;h&lt;/sup&gt;</strong></td>
<td>.25</td>
<td>&lt;.001</td>
<td>.10</td>
</tr>
</tbody>
</table>

<sup>a</sup>Medium income: £20,000-39,999.<br>
<sup>b</sup>High income: ≥£40,000.<br>
<sup>c</sup>PE: performance expectancy.<br>
<sup>d</sup>BI: behavioral intention.<br>
<sup>e</sup>EE: effort expectancy.<br>
<sup>f</sup>PPS: perceived privacy and security.<br>
<sup>g</sup>FC: facilitating conditions.<br>
<sup>h</sup>UB: use behavior.

### Table 15. Results of the moderating effect of internet access.

<table>
<thead>
<tr>
<th>Hypothesized path</th>
<th>SE (beta)</th>
<th><em>P</em> value</th>
<th>Chi-square difference test, <em>P</em> value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Internet access</td>
<td>No internet access</td>
<td>Internet access</td>
</tr>
<tr>
<td><strong>EE&lt;sup&gt;a&lt;/sup&gt;→BI&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td>.12</td>
<td>.28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>FC&lt;sup&gt;c&lt;/sup&gt;→UB&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td>.18</td>
<td>.44</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>EE: effort expectancy.<br>
<sup>b</sup>BI: behavioral intention.<br>
<sup>c</sup>FC: facilitating conditions.<br>
<sup>d</sup>UB: use behavior.

### Discussion

#### Principal Findings

This study found that PE was positively associated with BI. This means that patients are more likely to intend to use Patient Online when they perceive it to be very useful and advantageous. This relationship is consistent with other studies investigating the uptake of ePHRs [18,26,71,72-75]. Our results suggest that this relationship is stronger for younger males, meaning that younger males who perceive the system as more useful are more likely to intend to use it. This study is one of the very few studies that successfully assessed the moderating effect of age and sex in explaining the use of ePHRs. A similar moderating effect has been demonstrated for the use of consumer health information technologies (CHITs) [76,77].

These results showed that EE was positively associated with BI, that is, patients are more likely to intend to use Patient Online when they perceive it as an easy-to-use system. This finding is consistent with studies investigating the use of ePHRs outside of England [26,72,78-80]. This study showed that the relationship between EE and BI was mediated by PE. So, patients who perceive Patient Online as easy to use are more likely to perceive it as a useful system, thereby, they are more likely to intend to use it. This finding is in line with findings of 2 CHIT studies [22,81]. Furthermore, our results showed that the relationship between EE and BI was stronger among older patients with lower level of education and without internet access. The moderating effect of age has also been found in studies investigating the use of CHITs [76]. Ours is the first study to examine the moderating effect of education and internet access to explain the use of ePHRs or CHITs.

We found that SI and BI were not statistically associated. This means that opinions and beliefs of people who are important to the patient do not affect their intention to utilize ePHRs. This nonsignificant relationship could be attributed to the use of Patient Online being voluntary. The literature suggests that the effect of SI is significant only in contexts where using the technology is mandatory [37,82-84]. The presence of PE in a model may weaken the direct effect of SI on BI [85,86] as SI affects BI indirectly through PE [22,84]. The nonsignificant effect of SI may also be attributed to the fact that the questionnaire measures perceptions of SI rather than actual SI.

This study demonstrated that PPS was positively associated with BI, that is, patients are more likely to intend to use Patient Online when they perceive that it is secure and will maintain their privacy. This relationship is documented elsewhere in the literature [30,45,46,48,87,88]. This study showed that the relationship between PPS and BI was mediated by PE, that is, patients who perceive Patient Online to be secure and able to maintain their privacy are more likely to perceive it as a useful
system and, therefore, are more likely to intend to use it. Although several studies in the context of ePHRs and CHITs examined the direct influence of PPS on PE and on BI, no previous study has tested the indirect effect of PPS on BI through PE.

The statistical analysis showed that FC was positively associated with UB. This means that patients are more likely to use Patient Online when they feel that they have the resources and knowledge enough to use it. This effect of FC was supported by several studies in the context of ePHRs [43,44,89]. In our study, this relationship was stronger for older patients with lower level of education and income and without internet access. In other words, these groups of people tend to place more importance on the presence of sufficient support and resources to use Patient Online. Although the moderating effect of age was supported in 1 CHITs study [76], this is the first study to investigate the moderating effects of education, income, and internet access in the context of ePHRs.

This study showed that BI positively associated with UB, that is, patients are more likely to use Patient Online when they intend to use it. This finding is consistent with findings of several studies in the context of ePHRs and CHITs [22,80,90-93].

Overall, the model accounted for 48% of the variance in UB. This moderate predictive power of the model indicates that there are other factors yet to be identified, which would account for the unexplained variance. Although the predictive power of the proposed model is comparable with the predictive power of the original UTAUT model (48%), it is higher than the predictive power of models proposed by other studies in the context of ePHRs: Hsieh [90] (42.7%) and Tavares and Oliveira [80] (26.8%).

Theoretical and Practical Contributions

This is the first theory-based study to examine factors associated with patients’ use of ePHRs in England. Very few studies have utilized theories or models to understand the factors that impact patients’ use of ePHRs [21,24-27]. Furthermore, UTAUT was not employed in those few studies. Accordingly, this study contributes to the ePHR literature by adopting and testing UTAUT in the context of ePHRs, which can be used by the future studies in the context of ePHRs and CHITs.

This research and a study conducted by Tavares and Oliveira [80] are the only studies in the area of ePHRs that included both BI and UB in 1 model, and this is the best practice to study technology adoption [20,25]. Furthermore, our study contributes to the existing ePHR literature by being the first theory-based study to measure the UB objectively. In addition, this study is one of the few theory-based studies in the context of ePHRs that endeavored to minimize the common method bias by ensuring a gap in time between the main dependent variable (ie, use of Patient Online) and other variables. This research is the first study to shed light on the important role of moderators and mediators that explain the use of ePHRs, and this extends our understanding of factors that affect the adoption [27].

With respect to practical contributions, we have identified that PE and EE play a crucial role in forming patients’ intention to use Patient Online. Accordingly, developers should involve patients in the process of designing the system to consider functions and features that fit patients’ preferences and skills. Developers should pilot test the system with potential users before implementation [80,94]. As PPS is an influential predictor, developers should keep patient records as private as possible by protecting the platforms using security measures, such as strong firewalls, complex and long passwords, regular security reviews, and regular website updates.

To ensure that patients perceive the system as useful, easy to use, and secure, marketers should conduct promotional campaigns about functions and features of the system, its advantages, its ease of use, availability of different sources to support the use of the system, the security measures, the laws and regulations protecting patient privacy, and how patients can use it safely. As face-to-face communication may be one of the most effective channels in marketing to persuade potential adopters to adopt an innovation [95-97], physicians, nurses, and receptionists can play an important role in improving the publicity of Patient Online by informing patients about it in their communications. Marketers should focus more on younger males when conducting promotional campaigns regarding the benefits of the system, whereas they should concentrate more on older and less educated patients without internet access when initiating advertising campaigns regarding the ease of use of the system.

Patients who believed that organizational and technical infrastructure existed to support the use of Patient Online were more likely to use it. Therefore, to raise awareness of the infrastructure available, GPs could provide patients with manuals, Web-based assistance, technical support, and practical training sessions. This strategy is likely to be most effective with older patients and those with lower level of education and income.

Allowing patients to try a beta version of ePHRs could create a positive personal experience that may enhance their perceptions of usefulness and the ease of use of the system [26,75,78]. Thus, GPs should assist patients in using a beta version of Patient Online through a computer in a waiting room.

Research Limitations

This study has limitations that need to be considered. Data were collected from 4 GPs, all implementing the same ePHRs (ie, SystemOnline); therefore, the findings of this study may not be applicable to other ePHRs (ie, Patient Access and Patient Services). However, the findings may still be generalizable to other systems because all the systems mentioned provide the same services to the patients, and all participants had not used any of them before. Therefore, they would be unlikely to have different perceptions about the different systems.

This study focused on assessing factors that affect patients’ initial use of ePHRs; therefore, the findings are not generalizable to the context of continuing use. This research focuses on initial use of ePHRs because Patient Online is still a new system in England and has a low adoption rate; therefore, it is better to focus on the initial use in this period. Furthermore, as this study is cross-sectional, the associations identified with patients’ initial
use of ePHRs do not imply causality, and so further longitudinal research is required.

This research is subject to a sampling bias because of using convenience sampling technique to recruit the participants [36,98]. This study found that there was no statistically significant difference between the participants and the nonparticipants in terms of age, sex, and ethnicity. Consequently, it can be said that the findings are generalizable to practices similar to the 4 practices in this study.

It might have been appropriate to control for the effects from practices within the SEM. However, we found no differences in the demographics between the practices, indicating no evidence for practice level clustering. As these individual level factors are already included in the SEM, including clustering terms could lead to potential over adjustment.

**Recommendations for Future Research**

Further studies are required to examine the applicability of the adapted model to other contexts. For example, research could investigate the applicability of the model to other providers of Patient Online (eg, Patient Access), specific platform (eg, mobiles, tablets, and computers), other settings (eg, hospitals), and other cities or countries.

Determining the factors that may influence the continuing use is important because long-term viability and eventual success of information technology depend on continued use [32,99-101]. Therefore, further primary studies and systematic reviews should be carried out to assess factors that affect the continuing use of ePHRs.

Further research is needed to explain the nonsignificant effect of SI demonstrated in this study. Previous studies demonstrated that the effect of SI depended on the type of processes of SI that people considered in their decisions (internalization, identification, and compliance) [37,84,102]. Thus, researchers may consider these 3 types of processes when assessing the effect of SI. Furthermore, researchers should develop new measures to assess the actual SI, such as the number of times a patient has been informed about the system by doctors, receptionists, friends, leaflets, posters, videos, and/or automated messages.

Although this study examined the effect of 4 moderators on most of the direct relationships, it did not examine their effects on the 2 indirect relationships (ie, EE→PE→BI and PPS→PE→BI). The effect of moderators on indirect relationships is called moderated mediation or conditional indirect effect [103-105]. To the best of our knowledge, the moderated mediating effect has not been examined in the context of ePHRs or CHITs. For this reason, future studies are required to test such an effect.

Finally, to increase the predictive power of the proposed model, future studies should consider adding other factors to the proposed model, such as patients’ satisfaction, patient activation level, health status, perceived severity, perceived susceptibility, awareness of Patient Online, compatibility, and results demonstrability.

**Conclusions**

This study examined the main factors that affected patients’ use of ePHRs in England. The proposed model accounted for 48% of the variance in UB, indicating the existence of other, as yet unidentified, factors that influence adoption of ePHRs. Future studies should confirm the effect of the factors included in this model and identify additional factors. This study suggests that adoption rates are affected by key factors that should be taken into account for the successful implementation of ePHRs. For example, developers of ePHRs should involve patients in the process of designing the system to consider functions and features that fit patients’ preferences and skills, thereby, create a useful and easy to use system.
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Abstract

Background: The introduction of home therapy for hemophilia has empowered patients and their families to manage the disease more independently. However, self-management of hemophilia is demanding and complex. The uses of innovative interventions delivered by telehealth routes such as social media and Web-based and mobile apps, may help monitor bleeding events and promote the appropriate use of clotting factors among patients with hemophilia.

Objective: This scoping review aims to summarize the literature evaluating the effectiveness of telehealth interventions for improving health outcomes in patients with hemophilia and provides direction for future research.

Methods: A search was conducted in Ovid MEDLINE, EMBASE, and PubMed databases for studies that (1) focused on patients with hemophilia A or B; (2) tested the use of remote telehealth interventions via the internet, wireless, satellite, telephone, and mobile phone media on patients and caregivers; and (3) reported on at least one of the following patient-/caregiver-focused outcomes related to empowering patients/caregivers to be active decision makers in the emotional, social, and medical management of the illness: quality of life, monitoring of bleeding episodes, joint damage or other measures of functional status, medication adherence, and patients’ knowledge. Implementation outcomes (user metrics, cost saving, and accuracy of electronic records) were also evaluated. Reviews, commentaries, and case reports comprising ≤10 cases were excluded.

Results: Sixteen articles fulfilled the inclusion criteria. The majority of the interventions (10/16, 62%) evaluated both implementation outcomes and patient-/caregiver-focused outcomes. User performance and accuracy and comprehensiveness of electronic records were also measured in most studies (4/16, 87%). The components of the interventions were rather homogenous and typically involved electronic logging and reminders for prophylactic infusions, reporting of spontaneous and traumatic bleeding events, monitoring of infusion product usage and home inventory, and real-time communication with health care professionals and hemophilia clinics. Telemedicine-supported education and information interventions seemed to be particularly effective among adolescent and young adult patients. Although the patients reported improvements in their health-related quality of life and perception of illness, telemonitoring devices did not appear to have a significant effect on quantifiable health outcomes such as joint health. Longitudinal studies seemed to suggest that the response and adherence rates to recording decreased over time.
Conclusions: Preliminary evidence from this review suggests that telehealth-delivered interventions could feasibly improve patients’ adherence to medication use and promote independence in disease management. Given the complexity and resources involved in developing a mature and established system, support from a dedicated network of hemophilia specialists and data managers will be required to maintain the technology, improve adherence to prophylactic treatment and recording, and validate the electronic data locally.
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Introduction

Hemophilia refers to a rare group of X-linked recessive hemorrhagic diseases that often require complex disease care and treatment. Appropriate management is needed to reduce the bleeding episodes and long-term complications of bleeding, such as chronic arthropathy and intracerebral hemorrhage, as well as the frequency of hospitalization and absenteeism from school or work [1]. Fortunately, the introduction of home therapy for hemophilia has empowered patients and their families to manage the disease more independently. However, the self-management of hemophilia is demanding, including the recognition of bleeding, adherence to self-administration of prophylactic infusions, recording of bleeding events, and management of a home inventory of medications.

Strategies are needed to improve the health outcomes and self-efficacy of patients with hemophilia. To address these needs, platforms involving different types of technology have been implemented to promote health education and good protective health behavior. The Health Resources and Services Administration defines the term “telehealth” as the use of electronic information and telecommunications technologies to support and promote long-distance clinical health care, health-related education for patients and professionals, public health, and health administration [2]. For the purpose of this review, we have broadly defined “telemedicine” or “telehealth intervention” as interventions that use telecommunications technology to facilitate the remote delivery of health care services and clinical information [2,3]. These interventions can be synchronous or asynchronous and include any information and technology-based strategies for connecting health care professionals and patients through video conferencing, e-mail, remote electronic monitoring equipment, social network apps, and internet portals [3]. By nature, telehealth interventions include interactive telemedicine services that facilitate concurrent interactions among patients, caregivers, and clinicians, and the remote monitoring of patients’ health statuses using telehealth equipment and “store-and-forward telemedicine,” which involves the transmission of disease-related data such as medical images, bleeding, episodes, and biological measures [4]. As adherence to the recording of bleeding episodes and infusion plays an important role in treatment outcomes, applications of telehealth intervention in hemophilia include the use of an electronic device to collect information on bleeding episodes and real-time transmission to the hemophilia clinic or the use of videoconferencing to educate patients on infusion techniques in a remote setting [4].

The literature includes a preponderance of reviews that discuss the benefits and challenges of interventions in the management of chronic diseases delivered via telehealth [4-6]. Emerging evidence supports the use of technology to facilitate the self-management of complex and demanding treatments for chronic diseases. The uses of innovative interventions delivered by telehealth routes, such as social media, mobile apps, and teleconferences, may help monitor bleeding events and promote adherence in prophylactic infusion of clotting factors among patients with hemophilia through built-in alarms and reminders [4]. This delivery route may also be harnessed to increase patients’ motivation for participating in self-care activities and protective health behaviors in terms of the recommended diet and exercise. Although previous systematic reviews have focused on the applicability of interventions delivered by telehealth for patients with chronic conditions, to our knowledge, none have involved the population of patients with hemophilia. This review aims to summarize the literature evaluating the effectiveness of telehealth interventions for improving health outcomes in patients with hemophilia and to provide directions for future research.

Methods

Overall Approach

In the initial phase of this study, the original protocol was developed as a systematic review to quantitatively address the feasibility, appropriateness, and effectiveness of telehealth intervention in patients with hemophilia. However, a preliminary search revealed high heterogeneity in the assessment of health outcomes across studies with limited sample sizes and generalizability. Consensus among the investigators resulted in a protocol modification to perform a scoping review instead. We rationalized that this is a reasonable decision because scoping reviews follow a narrative synthesis approach, which is more appropriate for summarizing review studies that vary in methodological approaches.

We followed the steps recommended by Arksey and O’Malley [7] to perform the review: (1) identify the research questions; (2) identify relevant studies; (3) select studies; (4) chart the data; and (5) collate, summarize, and report the results of the included studies. To ensure transparency and complete reporting, we followed the PRISMA extension (PRISMA-ScR) for scoping reviews [8].

Search Procedure

The Ovid MEDLINE, EMBASE and PubMed databases were searched in July 2018 using the following combination of terms:
English-language articles published before July 31, 2018, were reviewed. The search strategies comprised Medical Subject Headings, keywords, and text words related to bleeding disorders and telehealth. The complete search strategies are provided in Figure 1. We also manually searched the reference lists of the retrieved manuscripts.

**Figure 1.** Flowchart of the literature search.

The inclusion and exclusion criteria were as follows: studies focusing on patients with hemophilia A or B; studies testing the use of remote telehealth interventions via the internet, wireless, satellite, telephone, and mobile phone media on the patient or
caregiver of the patient; and studies reporting on at least one of the following primary outcomes related to empowering patients or caregivers to be active decision makers in the emotional, social, or medical management of their illness or the child’s illness. These outcomes were identified from the literature as critical for improving patient efficacy in the management of hemophilia [9] as well as by clinical consensus from the team of investigators comprising methodologists (WQ and YC), a hematologist (CL), a pharmacist (TL), and a representative of a support group for patients with hemophilia (HL). Examples of such outcomes included quality of life; monitoring and adherence to the recording of bleeding episodes; adherence to prophylactic infusion; joint damage or other measures of functional status; medication adherence; patient knowledge; and patients’ perceived value, acceptance, and satisfaction with the intervention. Secondary outcomes related to the development and implementation of the intervention were also evaluated. These outcomes included, but were not limited to, user metrics, the comparison of reliability and accuracy between electronic and paper records, and impact of intervention on cost and resource saving.

The exclusion criteria were as follows: (1) reviews, commentaries, conference proceedings, dissertation reports, or case reports comprising 10 or fewer cases and (2) studies that did not describe the basic qualitative or quantitative research methodology such as data collection methods, clinical assessment methods and definitions, and analytic or reporting strategies.

Data Extraction and Analysis

The search results were reviewed on three sequential levels: (1) In the initial “title stage,” the article titles were screened to exclude studies that clearly did not fulfill the inclusion criteria outlined in this review. (2) In the “abstract stage,” the abstracts of articles that passed the “title stage” were reviewed. (3) In the final “full-text stage,” the remaining articles were examined to ensure that they fulfilled the inclusion/exclusion criteria. The screening and data extraction phases were conducted by the investigators (WQ and YC) independently. The list of included studies and summary of data prepared by the two investigators were then compared, and disagreements were resolved through discussion and involvement of a third investigator (TL). The study characteristics were systematically abstracted using a structured data collection form that included the following parameters: the country in which the study was conducted, year of publication, study design, sample size, patient characteristics, description of intervention, assessment outcomes, and tools and conclusion.

Quality Assessment

Although quality assessment of the included studies is generally not required for a scoping review, assessment of the methodological limitations was evaluated to establish the quality of existing evidence and address variation in the study approaches. Two reviewers assessed the methodological quality of the observational studies and controlled trials (WQ and YC) using the Effective Public Health Practice Project Quality Assessment Tool for Quantitative Studies (EPHPP) [10]. Any discrepancies in the ratings were resolved by discussion. Interrater reliability was calculated using the Cohen kappa statistic to ascertain the agreement between the scores of the two reviewers in terms of each criterion of the EPHPP [11]. The EPHPP determines the quality of each study based on six criteria: selection bias, study design, confounders, blinding, data collection methods, and withdrawals/dropouts. Each individual component was ranked as strong, moderate, or weak according to the EPHPP. Finally, the sum of all six criteria was calculated to construct a global rating that represents the overall robustness and quality of the study methodology. Two additional EPHPP components—integrity and consistency of the intervention and the appropriateness of analytical methods—are independent scales that are not included in the overall grading [10].

Results

General Characteristics

The results of the literature search are depicted in Figure 1. The search resulted in 2435 titles. After comparing the titles and abstracts against the eligibility criteria, 2364 articles were excluded, leaving 71 articles for full-text screening. After an independent review of the full texts, 16 articles fulfilled the inclusion criteria [12-27]. The general characteristics of these studies are presented in Table 1.

Of the 16 articles, three (19%) described randomized controlled trials (RCTs) [14,25,26], two (12%) described qualitative studies [15,27], and the remaining (n=11, 69%) described observational studies [12,13,16-24]. Eight studies (50%) were conducted in North America [14,15,19,20,22,23,26,27]; five (31%), in Europe [16-18,24,25]; two (12%), in the United Kingdom [12,13]; and one (6%), in Australia [21].

The sample sizes of the studies were generally small, ranging from 10 to 50 patients. Broderick et al [21] investigated the response rate and expenses incurred from implementing a short message service (SMS) intervention in a cohort of 104 patients with hemophilia in Australia [21]. One large-scale study recruited 2683 patients from different regions of the United Kingdom to evaluate usage metrics and compliance with a nationwide electronic recording platform [13]. The majority of studies involved patients with severe hemophilia who required prophylactic infusion therapy. The age distributions varied widely across the studies, which include both adult patients and caregivers of pediatric or adolescent patients. Two studies specifically targeted the delivery of educational resources regarding self-management of adolescents between the ages of 12 and 18 years [26,27].
Table 1. Characteristics of patients in the included studies.

<table>
<thead>
<tr>
<th>Study year and country</th>
<th>Designa</th>
<th>Sample size (rate)</th>
<th>Disease type (%)</th>
<th>Disease severity</th>
<th>Treatmentb</th>
<th>Age (years), proportion or as indicated</th>
<th>Education level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collins et al, 2003 [12]</td>
<td>OS longitudinal</td>
<td>Total: 10</td>
<td>Hemd</td>
<td>NR</td>
<td>NR</td>
<td>12-17 years: 70%, 30-45 years: 20%, &gt;50 years: 10%</td>
<td>NR</td>
</tr>
<tr>
<td>Walker et al, 2004 [14]</td>
<td>RCTb</td>
<td>Total: 41; test: 22, control: 19; rate: 60%</td>
<td>Hema, Hemb</td>
<td>Severe: 100%</td>
<td>Prophylaxis: 59%</td>
<td>Median: 25 years (IQR: 15-42 years); &lt;18 years: 63%, ≥18: 37%</td>
<td>NR</td>
</tr>
<tr>
<td>Pattacini et al, 2009 [16]</td>
<td>OS</td>
<td>Total: 50</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>Pettrini et al, 2009 [17]</td>
<td>OS</td>
<td>Total: 57</td>
<td>HemA: 100%</td>
<td>Moderate: 5%, severe: 95%</td>
<td>All on ReFacto, on demand: 19%, prophylaxis: 81%</td>
<td>Median (range): 17.5 (0.4-57.2)</td>
<td>NR</td>
</tr>
<tr>
<td>Leone et al, 2011 [20]</td>
<td>OS</td>
<td>Total: 52; rate: 100%</td>
<td>HemA, HemB</td>
<td>NR</td>
<td>Prophylaxis: 100%</td>
<td>All ≥5 years</td>
<td>NR</td>
</tr>
<tr>
<td>Broderick et al, 2012 [21]</td>
<td>OS</td>
<td>Total: 104</td>
<td>HemA, HemB</td>
<td>Moderate, severe</td>
<td>NR</td>
<td>Mean (SD): 9.5 (4.0); range: 4-18</td>
<td>NR</td>
</tr>
</tbody>
</table>
Due to the heterogeneity of methodologies across studies, study designs are classified simply as either randomized controlled trial (RCT) or observational studies for non-RCT studies. Studies that utilized qualitative methods (e.g., structured interviews) are specified.

Treatment percentages may not add up to 100% because respondents might have indicated the use of multiple agents.

OS: observational study.

Hem: hemophilia.

NR: not reported.

Patient sample in Arnold, 2005 [15] is a subset of patients from Walker, 2004 [14].

RCT: randomized controlled trial.

HemA: hemophilia A.

HemB: hemophilia B.

IQR: interquartile range.

ITT: immune tolerance treatment.

Quality of Studies

The assessment of study quality received an interrater agreement of 0.78. Most studies received a “weak” (7/16, 44%) or “moderate” (6/16, 38%) rating, although three studies were considered to be of “strong” methodological quality (Table 2).

When considering the individual components of quality, most studies were considered “weak” if they were cross-sectional and single arm in nature and “moderate” or “strong” if they had a controlled trial or cohort design or a pre- and postintervention assessment. Adjustment for confounders is generally not applicable to studies involving only a single arm or those with poorly characterized clinical descriptions of the cohort. A minority of studies (n=2) reported assessments of outcomes blinded to the appropriate members of the research team. Half of the studies applied objective measures (e.g., usage metrics, number of diary entries, and cost data) or cited data on the psychometric properties or development methodology behind their instruments of outcome assessments, while others were rated as “weak” if a satisfaction survey was the only mode of evaluation.

Table 2. Quality assessment of the included studies. Methodological quality scores of included studies are scored using the “Quality Assessment Tool for Quantitative Studies” developed by the Effective Public Health Practice Project [10].

<table>
<thead>
<tr>
<th>Study and year</th>
<th>Selection bias</th>
<th>Study design</th>
<th>Confounders</th>
<th>Blinding</th>
<th>Data collection methods</th>
<th>Withdrawals and dropouts</th>
<th>Intervention integrity</th>
<th>Analyses</th>
<th>Global</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collins et al, 2003 [12]</td>
<td>Weak</td>
<td>Moderate</td>
<td>N/A</td>
<td>Weak</td>
<td>Weak</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Weak</td>
<td>Weak</td>
</tr>
<tr>
<td>Arnold et al, 2005 [15]</td>
<td>Weak</td>
<td>Weak</td>
<td>Weak</td>
<td>Weak</td>
<td>Moderate</td>
<td>N/A</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Weak</td>
</tr>
<tr>
<td>Pattacini et al, 2009 [16]</td>
<td>Weak</td>
<td>N/A</td>
<td>Weak</td>
<td>Weak</td>
<td>N/A</td>
<td>N/A</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Weak</td>
</tr>
<tr>
<td>Petriti et al, 2009 [17]</td>
<td>Moderate</td>
<td>Weak</td>
<td>N/A</td>
<td>Weak</td>
<td>Moderate</td>
<td>Weak</td>
<td>Moderate</td>
<td>Weak</td>
<td>Weak</td>
</tr>
<tr>
<td>Mondorf et al, 2009 [18]</td>
<td>Weak</td>
<td>N/A</td>
<td>Weak</td>
<td>Weak</td>
<td>Weak</td>
<td>Weak</td>
<td>Moderate</td>
<td>Weak</td>
<td>Weak</td>
</tr>
<tr>
<td>Vallee-Smejda et al, 2009 [19]</td>
<td>Weak</td>
<td>Moderate</td>
<td>N/A</td>
<td>Weak</td>
<td>Weak</td>
<td>Weak</td>
<td>Moderate</td>
<td>Weak</td>
<td>Weak</td>
</tr>
<tr>
<td>Leone et al, 2011 [20]</td>
<td>Moderate</td>
<td>Moderate</td>
<td>N/A</td>
<td>Weak</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Weak</td>
<td>Moderate</td>
</tr>
<tr>
<td>Broderick et al, 2012 [21]</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Young et al, 2012 [22]</td>
<td>Weak</td>
<td>Moderate</td>
<td>N/A</td>
<td>Weak</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Breakey et al, 2013 [27]</td>
<td>Moderate</td>
<td>N/A</td>
<td>Weak</td>
<td>Moderate</td>
<td>N/A</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Sholapur et al, 2013 [23]</td>
<td>Weak</td>
<td>Weak</td>
<td>Weak</td>
<td>Weak</td>
<td>N/A</td>
<td>Weak</td>
<td>Moderate</td>
<td>Weak</td>
<td>Moderate</td>
</tr>
<tr>
<td>Breakey et al, 2014 [26]</td>
<td>Moderate</td>
<td>Strong</td>
<td>Moderate</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Moderate</td>
<td>Strong</td>
<td>Strong</td>
</tr>
<tr>
<td>Cuesta-Barriuso et al, 2018 [24]</td>
<td>Moderate</td>
<td>Moderate</td>
<td>N/A</td>
<td>Strong</td>
<td>Moderate</td>
<td>Strong</td>
<td>Moderate</td>
<td>Strong</td>
<td>Moderate</td>
</tr>
</tbody>
</table>

N/A: not applicable.

Intervention Characteristics and Outcomes

Intervention characteristics and outcomes of the included studies are presented in Table 3. The majority of the interventions (10/16, 62%) evaluated both implementation outcomes and patient-/caregiver-focused outcomes. The most commonly adopted patient-/caregiver-focused outcomes included joint health, adherence to prophylactic treatment, health-related
quality of life, and self-management skills. User performance and accuracy and comprehensiveness of electronic records were also measured in most studies (14/16, 87%).

The components of the interventions were rather homogenous and typically involved electronic logging and reminders for prophylactic infusions, electronic reporting of spontaneous and traumatic bleeding events, electronic monitoring of infusion product usage and home inventory, and electronic real-time communication with health care professionals and hemophilia clinics. The use of electronic diaries in the form of handheld computers and Web-based apps was the most common mode of intervention. However, the findings were rather inconsistent and depended on the outcome of interest. Narrative syntheses found that electronic diaries seemed to improve patient adherence and accuracy when recording bleeding episodes and infusion logs [14,15,19,24]. Using a validated scale for measuring patient’s adherence to prophylactic treatment, Cuesta-Barriuso et al [24] reported a statistically significant decrease in adherence problems in patients at 12 months from the initiation of the Medtep Hemophilia online platform (baseline mean score: 44.6 [SD 10.4]; 12-month postintervention mean score: 33.6 [SD 6.5]; \(P<.001\)). The same study found a statistically significant improvement in most quality of life components on the Short Form-36, such as general health (baseline mean score: 48.4 [SD 9.3]; 12-month score: 57.1 [SD 5.6]; \(P<.001\)) and body pain (baseline mean score: 49.9 [SD 7.6]; 12-month score 52.8 [SD 6.3]; \(P<.05\)) [24]. Vallee-Smejda et al [19] demonstrated that the amount of completed additional fields nearly doubled with the use of an electronic diary, indicating improvement in the completeness of data entry. In terms of accuracy, one study reported a reasonably good agreement of 93% between the electronic records and paper diaries [22]. Leone et al [20] also emphasized how patients viewed the importance of the image-taking features of their monitoring devices for the purpose of capturing photographs of their bleeding joints.

However, longitudinal studies seemed to suggest that the rate of adherence to electronic reporting decreased over time [13,17]. For example, the response rate of reporting bleeding events through an SMS intervention decreased from approximately 95% at initiation to 85% after 1 year [21]. Petrini et al [17] reported that a decrease in usage of electronic recording was largely attributed to technical problems and the challenges involved in correcting errors that required contact with the primary clinics. Although the patients reported improvements in their health-related quality of life and perception of illness, telemonitoring devices did not appear to have a significant effect on quantifiable health outcomes such as joint health [24]. The assessment of such long-term indicators may have been limited by the short time horizons of the included studies, which ranged from only 8 weeks to 1 year. Patients who relied solely on on-demand treatments did not report any benefit of an electronic documentation system [18].

Three studies that focused on the provision of disease-related information and practical skills regarding the management of hemophilia yielded promising outcomes [25-27]. Specifically, these studies implemented a robust methodology with appropriate randomization strategy and analytic methods that account for confounding factors. Mulders et al [25] reported that patients who engaged in a 1-month educational electronic learning program demonstrated significantly higher levels of theoretical knowledge on hemophilia, bleeding treatment, and complications of treatment than control subjects (mean score: 75% vs 54%; \(P<.001\)) as well as better skills in the intravenous injection of clotting factor concentrates (\(P<.001\)). Telemedicine-supported education and information interventions seemed to be particularly effective among adolescent patients [26,27]. Breakey et al [26] evaluated the feasibility of an internet-based self-management and transitional care program for adolescents with hemophilia. They found that, compared to controls, adolescents in the intervention arm showed a significant improvement in disease-specific knowledge (\(P=.004\)), self-efficacy (\(P=.007\)), and transition preparedness (\(P=.046\)) using a structured questionnaire [26]. In addition, adherence to the completion of the final online outcome measures revealed that 17 of 18 (94%) teenagers successfully completed all the postprogram outcome measures.
Table 3. Characteristics of telehealth interventions and main outcomes.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention features</th>
<th>Patient-/caregiver-focused outcomes</th>
<th>Implementation and intervention-focused outcomes</th>
<th>Findings</th>
</tr>
</thead>
</table>
| Collins et al, 2003   | • Advoy.com (internet-based electronic patient treatment record and communication system)  
  • Documented bleeding event, infusion log, and symptoms  
  • Triggers and alerts can be set by clinicians  
  • Patient contacted by phone  
  • Duration: 8 weeks | —                                   | • Perceived value of intervention  
  • Comparison of electronic records with previous paper treatment records | • Reported electronic recording to be easier for treatment log: 8 patients (80%)  
  • Reported electronic recording to be worse for treatment log: 2 patients (20%)  
  • Reported electronic treatment log to be more accurate: 9 patients (90%) |
| Walker et al, 2004    | • Dialog: Electronic diary  
  • Handheld computer  
  • Documented infusion, bleeding event, symptoms, and productivity  
  • Data transmitted to clinic  
  • Bar code reader for medications  
  • Single reminder phone call at the end of every month  
  • Preintervention training for patients  
  • Duration: 6 months | —                                   | • Usage metrics  
  • Accuracy and comprehensiveness of data | 86.2% of infusions by patients in the intervention group were adherent with the data submission schedule, as compared to only 48.3% in the control group  
  • The time intervals between infusions and the receipt of data were shorter in the intervention group (median 0.25 days) as compared to the control group (25 days).  
  • Accuracy of data was similar for both methods.  
  • Reminder phone calls by the clinic made less frequently to the intervention group (median: 1 time/month) as compared to the control group (median: 5 times/month) |
| Arnold et al, 2005    | • Dialog: Electronic diary  
  • Handheld computer (as in [14]) | —                                   | • Patients’ preferred choice of recording method: paper diaries versus handheld computers through semistructured interviews | All patients preferred using handheld computers to using paper diaries  
  • 90% believed that their adherence to record keeping had improved using handheld computers |
| Pattacini et al, 2009 | • “xl_Enomofilia” (Web-based app)  
  • Record bleeding events and home infusions  
  • Collaborating sites have access to patient data  
  • Preintervention training for patients | —                                   | • Usage metrics  
  • Degree of accuracy from validation | 825 log-ins made  
  • 105 bleeding episodes or traumatic events recorded  
  • Degree of accuracy: 80% in the first month and 95% in the subsequent period  
  • High degree of acceptance among patients |
| Petrini et al, 2009   | • Electronic diary  
  • Handheld computer  
  • Documented bleeding event | —                                   | • Usage metrics | Adherence was lower than expected, with ≤50% reporting accurately during the entire study period.  
  • Some patients reported a large number of infusions from a long time period, on one day.  
  • Technical problems were a major contributing factor to poor adherence.  
  • Examination of the diary data revealed useful information on the management of bleeding episodes. |
### Findings

#### Implementation and intervention-focused outcomes

- **Patient-/caregiver-focused outcomes**

#### Intervention features

- **Study**
- **Mondorf et al., 2009 [18]**
  - Haemoassist (handheld electronic diary)
  - Documented bleeding event and factor infusion
  - Access to patient data by clinicians
  - Alert function to warn patients and physicians of critical clinical events
  - Duration: 3-12 months

- **Vallee-Smejda et al., 2009 [19]**
  - Advoy.com (internet-based electronic patient treatment record and communication system)
  - Duration: 6 months

- **Leone et al., 2011 [20]**
  - HeliTrax System handheld monitoring device
  - Duration: 3 months

- **Broderick et al., 2012 [21]**
  - Weekly SMS<sup>*</sup> to monitor incidence of bleeding episodes
  - Duration: 52 weeks

- **Mulders et al., 2012 [25]**
  - E-learning (online course)
  - Interactive multimedia program
  - Education on home treatment of hemophilia
  - Duration: 1 month

- **Young et al., 2012 [22]**
  - Electronic diary
  - Internet-based entries submitted in real time
  - Documented bleeding event, productivity, HRQoL<sup>d</sup>, and pain assessment
  - Weekly contact by patient support liaison personnel

#### Patient satisfaction

- **Study**
- **Mondorf et al., 2009 [18]**
  - Very satisfied: 2 patients
  - Moderately satisfied: 4 patients
  - Not satisfied: 1 patient
  - Nine patients continued the electronic documentation after the study.
  - On-demand patients do not see any benefit in an electronic documentation system.

- **Vallee-Smejda et al., 2009 [19]**
  - Significantly more patients (29.4%) indicated satisfaction with electronic recording, as compared with paper records (6.7%).
  - Electronic recording significantly improved patient adherence in recording mandatory treatment information.
  - Electronic recording resulted in providing additional health data.

- **Leone et al., 2011 [20]**
  - 86% of patients rated higher value for electronic recording over traditional paper logging.
  - Approximately 90% of patients rated the ease of tracking as good or excellent.
  - Approximately 80% of patients rated the picture-taking capability and importance of that feature as good.

- **Broderick et al., 2012 [21]**
  - Response rate: 86.8%
  - Small but significant decrease in response rate over 52 weeks
  - Use of SMS is associated with high response rates and minimal expense and intrusion.

- **Mulders et al., 2012 [25]**
  - Significantly higher levels of theoretical knowledge and practical skills in the intervention group, as compared to the control group. No group difference in self-efficacy

- **Young et al., 2012 [22]**
  - Adults: 1364 paper and electronic diary days
  - Caregivers: 1165 paper and electronic diary days
  - Exact agreement observed between electronic and paper records for 93% of the HRQoL scores reviewed

#### Usage metrics

- **Study**
- **Mondorf et al., 2009 [18]**
  - Significantly improved patient adherence in recording mandatory treatment information.
  - Electronic recording resulted in providing additional health data.

- **Vallee-Smejda et al., 2009 [19]**
  - Usage metrics
  - Adherence to recording
  - Patient satisfaction

- **Leone et al., 2011 [20]**
  - Perceived value of intervention
  - Usage metrics
  - Ease of use
  - Proficiency of generated reports

- **Broderick et al., 2012 [21]**
  - Response rate (proportion of weeks in which participants responded to the SMS)

- **Mulders et al., 2012 [25]**
  - Knowledge on home treatment
  - Practical skills: self-injection
  - Self-efficacy

- **Young et al., 2012 [22]**
  - Usage metrics
  - Degree of accuracy from validation

---

<sup>*</sup> SMS: Short Message Service
<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention features</th>
<th>Patient-/caregiver-focused outcomes</th>
<th>Implementation and intervention-focused outcomes</th>
<th>Findings</th>
</tr>
</thead>
</table>
| Breakey et al, 2013 [27] | • “Teens Taking Charge: Managing Hemophilia Online” (interactive website to help patients transition from pediatric to adult care)  
  • Include hemophilia-specific education, self-management strategies, images, interactive animations, quizzes, and a glossary | • Participants’ satisfaction  
  • Qualitative usability testing approach with audio-taped observation and semistructured interviews | • User performance | • Adolescent patients responded positively to the content and appearance of the website.  
  • Adolescent patients felt that it was easy to navigate and understand  
  • The multimedia components (videos, animations, and quizzes) enriched their experience. |
| Sholapur et al, 2013 [23] | • EZ-Log Web Client (electronic diary) | • Identify strengths and challenges of traditional vs electronic diaries | • Usage metrics | • Advantages: ease of use, improved accuracy, and less time consuming  
  • Disadvantage: Technical errors and inability to make corrections that require contact with the clinic  
  • Suggestions: Saving infusion history, incorporating barcode scanners |
| Breakey et al, 2014 [26] | • Eight-module online program  
  • Interactive content  
  • Animations, illustrations, and knowledge quizzes  
  • Duration: 8-10 weeks | • Disease-specific knowledge  
  • HRQoL  
  • Self-efficacy  
  • Self-management ability and transition readiness  
  • Program satisfaction | • Not applicable | • Significant improvement in disease-specific knowledge, self-efficacy, and transition preparedness in the intervention group  
  • Program informative, comprehensive, and easy to use |
| Hay et al, 2017 [13] | • Haemtrack (electronic home treatment diary) interfaces with the UK Haemophilia Centre Information System and the National Haemophilia Database  
  • Documented bleeding event, infusion log, pain assessment, and outcome | • Adherence to electronic recording | • Usage metrics | • Electronic diary used by 90% of participating hemophilia treatment centers  
  • 72% (1923/2683) of patients used electronic diary, entering >17,000 treatments per month  
  • Adherence to reporting varied, and 55% of patients reported ≥75% of expected factor usage.  
  • No relationship between the patient’s age and the type of reporting medium preferred |
| Cuesta-Barrenuso et al, 2018 [24] | • Medtep Hemophilia online platform (electronic diary and reminder)  
  • Documented infusion log, physical activities, and bleeding event  
  • Unrestricted real-time access by clinicians to patient’s data  
  • Duration: 12 months | • Adherence to prophylactic treatment  
  • HRQoL  
  • Perception of illness  
  • Joint health | • Usage metrics | • Two-thirds of patients consistently had above 80% adherence.  
  • Significant increase in treatment adherence from baseline to 1 month, 6 months, and 12 months after intervention  
  • Significant improvement in HRQoL and illness perception from baseline to 12 months.  
  • No change in joint health |

aNot applicable.  
bThe primary objective of this study was to evaluate the efficacy of ReFacto, with the use of an electronic diary as the mode of documentation for bleeding events. Evaluating the effectiveness of electronic diary was an exploratory objective of this study.  
cSMS: short message service.  
dHRQoL: health-related quality of life.
Discussion

Principal Findings

This systematic review summarizes the existing literature that evaluated the efficacy of distance-delivered technologies for improving adherence to prophylactic infusion and electronic recording of bleeding events and for ameliorating functional outcomes among patients with hemophilia. Specifically, there were too few high-quality studies from which to draw strong conclusions in support of the use of telehealth interventions in this population. Despite the need for more RCTs with larger samples to validate our findings, preliminary evidence supports the feasibility and effectiveness of interventions delivered by telehealth for improving self-management and health literacy among this population, especially among patients with severe hemophilia who require regular prophylactic infusions. However, the collective evidence seems to suggest that the technical errors and complex technological operations are major patient-related barriers. Additionally, the significant effects of telehealth interventions on symptom management were not consistently established.

Over the past decades, advances in treatment modalities have reduced the mortality and morbidity associated with hemophilia. However, the life-long maintenance of a demanding treatment regimen requires excellent self-management skills from both patients and their caregivers. Telehealth has become increasingly popular for providing integrated care to patients with chronic diseases. For patients with hemophilia, telemmedicine-delivered integrated care includes the remote provision of education to improve self-efficacy. As good record keeping is an important aspect of home-based hemophilia care, our review also identified evidence to support the use of telemonitoring in order to enable increased adherence to the recording and transfer of clinical information, such as bleeding episodes and infusion logs. It is also worth noting that a telehealth intervention should not be administered alone. A handful of included studies adopted multimodal components to complement the telehealth technology, such as preintervention training and regular personal contact with the patient during the study period [12,14,16,22]. This multimodal approach may potentially enhance the user’s proficiency, leading to increased acceptance and long-term adherence to the technology.

The growing popularity of mobile health (mHealth) over the past decade highlights the increasing trend involving the connection of patients with the world of digital health information via smartphones and other mobile devices [28]. One included study reported that that phone apps are associated with the most rapid reporting of bleeding episodes to the treatment center, with almost 40% of data being reported on the day of treatment and 70% reported within a week [13]. Based on the narrative syntheses in this review, we propose the features of an ideal mobile app for patients with hemophilia (Figure 2). This list comprises basic functions that allow the documentation of bleeding events and photographs, infusion logs, alerts, and a home inventory of medications. The comprehensive care of a patient with hemophilia also includes addressal of the patient’s psychological needs, and in this regard, interactive platforms (eg, chat walls and forums) that foster a supportive social network within the hemophilia community would be an attractive feature, although caution has to be taken to ensure good netiquette among users. To promote sustained usage and adherence, one must also consider applying the principles of behavioral science when designing a mobile app from a technical perspective [29,30]. Applications that support personalization, allow user-friendly data recording, and provide well-paced reminders may more effectively promote behavioral changes.

Figure 2. Ideal features of a mobile app to improve self-management in patients with hemophilia.
Such an app should also adopt a multimedia approach to update disease- and treatment-related information. In this context, gamification deserves more attention and study, particularly as a means to engage adolescents who are becoming increasingly dependent in health management [31]. Reliable authentication systems must also be implemented to protect the patients’ electronic health information, such as guidelines stipulated in the Health Insurance Portability and Accountability Act (HIPAA) in the United States or the Data Protection Act in the United Kingdom. Additionally, the ability to export de-identified data at the backend will provide a rich source of clinical data for research purposes.

**Clinical Implications and Direction for Future Research**

Telehealth interventions can be used to provide quality health care to patients without readily accessible clinical services, such as those who reside in the inner city or rural areas. One study identified time, transportation difficulties, and the distance to the hematology clinic as the top barriers to obtaining care in the United States, especially for caregivers of children with hemophilia [32]. Beyond the reductions in travel costs, school-based telehealth programs may reduce the requirement for caregivers to secure time off from work and reduce the frequencies of emergency department and clinical visits. In developing countries, the lack of access to specialized clinics remains a major issue faced by patients who have recently initiated inhibitor therapy and require highly specific and closely monitored dosing. The introduction and systematic evaluation of telehealth programs in these areas could potentially expand patient access while reducing burdens such as travel required to receive specialty care, and improve monitoring, timeliness, and communication within the care continuum.

People with low levels of health literacy use more health care services, including visits to general practitioners, hospitals, and emergency care facilities [33,34]. This phenomenon may indicate that these patients bypass preventive care, adhere poorly to prophylaxis treatments, or are unable to make effective use of health care services [33]. A low level of health literacy is also associated with a reduced ability to take medications appropriately and a reduced adherence to chronic medication therapy. To address these issues, telehealth interventions can be implemented to promote motivation and ability among individuals by enabling access to understanding and processing of health-related information through improvements in cognitive and social skills. Built-in alerts and reminders within mobile apps may enhance adherence to prophylactic infusions. Of note, the three included studies involving online educational programs reported excellent outcomes in terms of improving patients’ self-efficacy and theoretical knowledge regarding disease management [25-27]. Such interventions were designed to be more engaging than traditional patient information leaflets or booklets by using more audiovisual information and interactions intended to demolish the literacy barrier. As hemophilia is a chronic disease characterized by complex care needs, an appealing telehealth-delivered educational intervention may play an important role in empowering adolescents as they transition to adulthood and take a more independent role in managing their health.

Cultural factors must be considered when selecting the most appropriate delivery of technology. Research has suggested that the levels of patient engagement and health literacy differ by race and ethnicity. Distance-delivered interventions for patients with hemophilia should include culturally tailored patient education programs and materials. For example, one qualitative study discussed the subjective illness experiences of patients with hemophilia in the United States and United Kingdom, with a particular focus on cultural and social contexts [35]. The authors found that patients in the United States tended to more strongly emphasize on existing support systems, such as relationships with health care practitioners or the cost of health insurance, whereas patients in the United Kingdom considered functional problems related to pain and disability more relevant in their everyday lives [35]. In addition to considering the involvement of cultural context in every aspect of the care continuum, the development of a telehealth intervention should also focus on the patients’ personal experiences of sickness and its effects on other relational contexts, such as family, school, or work. Most commercially available social networking apps currently used for patients with hemophilia were developed using English as the primary language. Therefore, future research should evaluate the needs of patients in non-English–speaking countries and thus elucidate the role of sociocultural variables in modifying the experience of this disease through advanced technology.

Telehealth interventions can potentially facilitate regional and international “teletwinning” to allow collaborative research and harmonization of data collection from patients with hemophilia [4]. One included study used a handheld computer diary platform to gather data on bleeding episodes from patients with severe or moderate hemophilia A in four Nordic countries (Denmark, Finland, Norway, and Sweden) [17]. The authors concluded that this platform not only improved adherence to reporting but also enabled the long-term postmarketing surveillance of treatment products by pooling data from different regions. In recent years, mHealth has emerged to augment specialized health care services delivered to underserved populations, especially in countries with high levels of health disparity such as India [36] and mainland China [37]. Teletwinning between developed and developing countries may bridge health care disparities and extend the highest standards of hemophilia care to all patients.

In addition to evaluating the efficacy, it is important to consider the cost-effectiveness of telehealth interventions for hemophilia management. Only one included study reported the costs associated with administering an SMS intervention from the economic perspectives of the participant and institution [21]. Compared to the traditional modes of health care delivery, new technologies will inevitably demand resources to develop, customize, initiate, and maintain the platforms and ensure the efficient achievement of the intended purposes. Data on the value and cost-effectiveness of such technologies would be indispensable if the eventual goal is to implement telehealth interventions in public health care systems on a wide scale. However, we acknowledge that such comparative studies may be methodologically difficult to conduct, as the hemophilia population is small and would require quantitative outcomes.
such as mortality and emergency department visits due to bleeding episodes, collected over a longer time horizon.

Limitations

Hemophilia is a rare disease, and this review was limited by the inclusion of studies with a small sample size and lacking a control group. The wide variability in outcome measures and intervention regimens as well as the reliance on self-reported efficacy and satisfaction measures limited our ability to compare and draw conclusive results regarding the effects of the interventions. Heterogeneity in the assessment of health outcomes across studies also made it difficult to determine the effectiveness of the health technologies. Lastly, we acknowledge that even though a protocol was developed prior to the initiation of this review, it was not prospectively registered with any registries that facilitate public scrutiny. However, much effort has been dedicated to ensure strict adherence to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines and transparency and comprehensiveness in reporting. Given these limitations, our collective findings should be interpreted cautiously.

Conclusions

To our knowledge, this is the first systematic review to evaluate the collective evidence of telehealth-delivered interventions for patients with hemophilia. Most interventions involved reminding patients to administer prophylactic infusions and documenting bleeding events and treatment logs. Although little explicit evidence is available, telehealth-delivered interventions could feasibly improve patients’ adherence to medication use and promote independence in disease management. Multimedia educational platforms appear to effectively enhance knowledge transfer and information utilization, particularly among adolescent and young adult patients. However, the sustainability of use and long-term adherence to the intervention remain uncertain. Given the complexity and resources involved in developing a mature and established system, support from a dedicated network of hemophilia specialists and data managers will be required to maintain the technology, improve adherence to prophylactic treatment and recording, and validate the electronic data locally. Future research should also involve RCTs with longer time horizons to investigate the effects of interventions delivered by telehealth on improved health outcomes and behaviors (eg, physical activity) among patients with hemophilia.
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Abstract

Background: Remote monitoring is an established, guideline-recommended technology with unequivocal clinical benefits; however, its ability to improve survival is contradictory.

Objective: The aim of our study was to investigate the effects of remote monitoring on mortality in an optimally treated heart failure patient population undergoing cardiac resynchronization defibrillator therapy (CRT-D) implantation in a large-volume tertiary referral center.

Methods: The population of this single-center, retrospective, observational study included 231 consecutive patients receiving CRT-D devices in the Medical Centre of the Hungarian Defence Forces (Budapest, Hungary) from January 2011 to June 2016. Clinical outcomes were compared between patients on remote monitoring and conventional follow-up.

Results: The mean follow-up time was 28.4 (SD 18.1) months. Patients on remote monitoring were more likely to have atrial fibrillation, received heart failure management at our dedicated heart failure outpatient clinic more often, and have a slightly lower functional capacity. Crude all-cause mortality of remote-monitored patients was significantly lower compared with patients followed conventionally (hazard ratio [HR] 0.368, 95% CI 0.186-0.727, \( P = .004 \)). The survival benefit remained statistically significant after adjustment for important baseline parameters (adjusted HR 0.361, 95% CI 0.181-0.722, \( P = .004 \)).

Conclusions: In this single-center, retrospective study of optimally treated heart failure patients undergoing CRT-D implantation, the use of remote monitoring systems was associated with a significantly better survival rate.

(J Med Internet Res 2019;21(7):e14142) doi:10.2196/14142
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Introduction

Remote monitoring of cardiac implantable electronic devices has proved to be beneficial on several clinical endpoints. The first studies confirmed the feasibility of early, automatic detection of technical issues [1], and recognition of a new onset of atrial fibrillation [2]. Randomized studies proved that remote monitoring could reduce time to evaluate arrhythmic events [3], decrease mean length of cardiovascular hospitalizations [4], and could significantly lower the number of appropriate or inappropriate shocks [5]. This method is also able to reduce in-office implantable cardioverter defibrillator (ICD) follow-up...
burden safely [6] Remote monitoring also provided early detection of heart failure events and reduced the number of urgent in-office visits and total health care use in patients with ICD or cardiac resynchronization systems in diverse clinical studies [7-9]. Moreover, registry data suggest a potential survival benefit in patients on remote monitoring [10,11]. The most important limitation of these register-based reports is the lack of randomization and the paucity of clinical characteristics that would make a more accurate comparison possible. In the multicenter EFFECT study, remote monitoring was associated with reduced deaths and cardiovascular hospitalizations in patients with ICD. [12] In the randomized, controlled, international multicenter IN-TIME study, a significant survival benefit of implant-based multiparameter telemonitoring was demonstrated over the standard of care in patients with heart failure and implanted dual-chamber ICD or cardiac resynchronization therapy defibrillator (CRT-D) [13]. However, a recent randomized trial on remote monitoring (MORE-CARE) could not reduce mortality or risk of cardiovascular or device-related hospitalizations [14]. Furthermore, the REM-HF multicenter randomized study showed similar outcomes among patients with heart failure and cardiac implantable electronic devices utilizing remote monitoring with weekly downloads and a prespecified follow-up approach [15]. Concerning these contradictory results, we aimed to investigate the effects of remote monitoring on mortality in an optimally treated heart failure patient population undergoing CRT-D implantation in a large-volume tertiary referral center.

**Methods**

**Study Patients**

The population of this single-center, retrospective, observational study included consecutive patients receiving CRT-D devices in the Medical Centre of the Hungarian Defence Forces (Budapest, Hungary) from January 2011 to June 2016. Indication for implantation was established according to current guideline recommendations of the European Society of Cardiology [16,17]. CRT-ICDs from various manufacturers were used (Biotronik, Germany; ELA/Sorin, Italy; Guidant/Boston Scientific, Marlborough, MA; Medtronic, Minneapolis, MN; and St Jude Medical/Abbott, St Paul, MN). Choice of device type was left to the implanting physician’s discretion.

**Study Design**

The possibility of remote monitoring was offered to every patient implanted with a wireless telemetry-capable CRT-D device. Patients who consented to remote monitoring formed the remote monitoring group. During the inclusion period, remote monitoring systems of two manufacturers (Medtronic CareLink Network, Medtronic Inc, Minneapolis, MN; and Home Monitoring Service Center, Biotronik GmbH & Co KG, Germany) were available in our center. The control group consisted of CRT-D recipients, who were followed up in our outpatient device clinic without remote monitoring.

The CareLink network operates with scheduled transmissions defined by the physician, and unscheduled transmissions, which can be triggered both by the patient (manual transmission) and by the device itself (alert event). Scheduled remote transmissions were set up every 3 months [18]. It was also recommended to patients to send manual transmissions in case of palpitation, syncope, or worsening of heart failure symptoms. Alert programming was set up according to previously published Medtronic-sponsored trials as follows: OptiVol alert (nominal fluid index ≥60 Ω-day), daily atrial fibrillation burden greater than 6 hours per day, ventricular rate during atrial fibrillation greater than 100 bpm for 6 hours, two or more shocks delivered, all therapies exhausted, lead or device integrity alert, lead impedance out of range, recommended replacement time, and end of service [7,18,19]. Home Monitoring uses a mobile phone network to transmit device data automatically on a daily basis, as well as instantly on the occurrence of a potentially clinically relevant event [20]. These parameters include device and battery status, pacing impedances, bradycardia, tachycardia, and CRT statistics, mean heart rates, patient activity, heart rate variability, and current programming of the device [21].

In-office visits were recommended to patients on remote monitoring without symptoms at least once a year [22]. Remote transmissions were evaluated every day by a team consisting of cardiology trainees and consultant electrophysiologists. In the case of suspected heart failure progression, a heart failure specialist was involved additionally. Transmissions were labeled as clinically nonsignificant, clinically relevant (yellow alert), or highly urgent (red alert). If a clinically relevant event was perceived, patients were contacted via phone calls and were invited to the clinic for a personal visit in a week. Definitions of a clinically relevant event for the two remote monitoring systems are summarized in Multimedia Appendix 1. Transmissions with highly urgent content defined as ventricular arrhythmias treated with more than one ICD shock or system integrity alert were handled within 24 hours. Patients with missed transmissions longer than 4 weeks were also contacted. Follow-up of patients in the control group was performed at intervals of 3 to 6 months.

Patient demographics, comorbidities, pharmacotherapy, electrocardiogram characteristics, echocardiography, and laboratory data were collected at enrollment and during scheduled remote checks or in-office visits.

All patients on remote monitoring signed a related informed consent form. The study complied with the Declaration of Helsinki, and the study protocol was approved by the Institutional Ethics Committee of Hungarian Defence Forces Medical Centre, Budapest, Hungary.

**Study Endpoints**

The primary objective of this study was to compare the mortality of remote-monitored patients with patients on conventional follow-up. Survival was assessed as the time from CRT-D implantation to all-cause mortality. Mortality data were retrieved using the Hungarian National Health Fund Death Registry. The unique health insurance number of a patient is deactivated
immediately after death. The secondary endpoint was the response to resynchronization therapy at the visit at 6 to 12 months, defined as 5% absolute increase in left ventricular ejection fraction. The number of all ambulant visits, device clinic visits, and heart failure outpatient clinic visits were also analyzed and compared between the two patient groups.

Statistical Analysis
Statistical analysis was performed using PASW Statistics software, version 18.0.0 (WinWrap Basic, Polar Engineering and Consulting). The Kolmogorov-Smirnov test was used to evaluate the normal distribution of continuous data. The chi-square test was applied to test for categorical variables; the two-sample \( t \) test or the Mann-Whitney \( U \) test was used for continuous variables among patient groups.

To assess the effects of remote monitoring on survival, the Cox proportional hazards regression model was used. Univariate analysis was performed for the following variables: age; gender; heart failure management; upgrade procedure; secondary prevention; ischemic etiology; atrial fibrillation; hypertension; hyperlipidemia; diabetes mellitus; stroke; peripheral artery disease; chronic obstructive pulmonary disease; New York Heart Association (NYHA) functional class; left ventricular ejection fraction; QRS duration; left bundle branch block; estimated glomerular filtration rate; hemoglobin; and therapy with platelet aggregation inhibitors, beta blockers, angiotensin-converting-enzyme inhibitors or angiotensin-receptor blockers, mineralocorticoid antagonists, diuretics, digitalis, amiodarone, and statin. All variables with \( P \leq 10 \) on univariate analysis were included in the multivariate Cox models. Two-sided \( P \) values <0.05 were considered statistically significant. Survival curves were constructed according to the Kaplan-Meier method and compared with the Cox proportional hazard model. To check for interaction between survival and the specific remote monitoring system, all-cause mortality was also compared between the subgroups of patients on CareLink and on Home Monitoring systems.

Results
A total of 231 CRT-D recipients were included in this study. Of the 90 patients implanted with remote monitoring-capable devices, 62 consented to receive a remote monitor (41 of 56 patients with Medtronic and 21 of 34 with Biotronik devices; Figure 1).

Detailed patient baseline data are summarized in Table 1. Despite the nonrandomized nature of the study, there were only a few significant differences between the two patient groups: patients on remote monitoring were more likely to have atrial fibrillation and have received heart failure management more often at our dedicated heart failure outpatient clinic. They also had a slightly lower NYHA functional class.

Figure 1. Study flow diagram. CRT-D: cardiac resynchronization therapy defibrillator; RM: remote monitoring.
Table 1. Patient baseline characteristics (N=231).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Remote monitoring group (n=62)</th>
<th>Control group (n=169)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>64.0 (9.9)</td>
<td>65.6 (10.8)</td>
<td>.26</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>51 (82)</td>
<td>133 (78.7)</td>
<td>.55</td>
</tr>
<tr>
<td>Left ventricular ejection fraction (%), mean (SD)</td>
<td>27.3 (6.5)</td>
<td>26.3 (5.8)</td>
<td>.29</td>
</tr>
<tr>
<td>NYHA(^a) functional class, mean (SD)</td>
<td>2.4 (0.7)</td>
<td>2.6 (0.7)</td>
<td>.05</td>
</tr>
<tr>
<td>QRS duration (ms), mean (SD)</td>
<td>147 (28)</td>
<td>154 (29)</td>
<td>.08</td>
</tr>
<tr>
<td>Left bundle branch block, n (%)</td>
<td>46 (74)</td>
<td>130 (76.9)</td>
<td>.71</td>
</tr>
<tr>
<td>Upgrade procedure, n (%)</td>
<td>10 (16)</td>
<td>46 (27.2)</td>
<td>.08</td>
</tr>
<tr>
<td>Primer prevention, n (%)</td>
<td>51 (82)</td>
<td>136 (80.5)</td>
<td>.76</td>
</tr>
<tr>
<td>Heart failure outpatient clinic management, n (%)</td>
<td>39 (63)</td>
<td>77 (45.6)</td>
<td>.02</td>
</tr>
<tr>
<td>Ischemic etiology, n (%)</td>
<td>33 (53)</td>
<td>95 (56.2)</td>
<td>.68</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>46 (74)</td>
<td>131 (77.5)</td>
<td>.14</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>25 (40)</td>
<td>54 (31.9)</td>
<td>.23</td>
</tr>
<tr>
<td>Hyperlipidemia, n (%)</td>
<td>25 (40)</td>
<td>51 (30.2)</td>
<td>.14</td>
</tr>
<tr>
<td>Atrial fibrillation, n (%)</td>
<td>25 (40)</td>
<td>44 (26.0)</td>
<td>.03</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease, n (%)</td>
<td>9 (15)</td>
<td>22 (13)</td>
<td>.76</td>
</tr>
<tr>
<td>Estimated glomerular filtration rate (mL/min/1.73 m(^2)), mean (SD)</td>
<td>55.9 (17.6)</td>
<td>58.3 (20.3)</td>
<td>.58</td>
</tr>
<tr>
<td>Hemoglobin (g/L), mean (SD)</td>
<td>133 (15)</td>
<td>133 (16)</td>
<td>.95</td>
</tr>
</tbody>
</table>

**Concomitant medications, n (%)**

<table>
<thead>
<tr>
<th>Medication</th>
<th>Remote monitoring group (n=62)</th>
<th>Control group (n=169)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beta blocker</td>
<td>62 (100)</td>
<td>166 (98.2)</td>
<td>.29</td>
</tr>
<tr>
<td>ACEi(^b)/ARB(^c)</td>
<td>61 (98)</td>
<td>167 (98.8)</td>
<td>.89</td>
</tr>
<tr>
<td>Mineralocorticoid receptor antagonist</td>
<td>58 (94)</td>
<td>158 (93.5)</td>
<td>.98</td>
</tr>
<tr>
<td>Diuretic</td>
<td>56 (90)</td>
<td>157 (92.9)</td>
<td>.51</td>
</tr>
<tr>
<td>Amiodarone</td>
<td>14 (23)</td>
<td>51 (30.2)</td>
<td>.25</td>
</tr>
<tr>
<td>Digoxin</td>
<td>16 (26)</td>
<td>26 (15.4)</td>
<td>.06</td>
</tr>
</tbody>
</table>

\(^a\)NYHA: New York Heart Failure Association.

\(^b\)ACEi: angiotensin-converting-enzyme inhibitor.

\(^c\)ARB: angiotensin-receptor blocker.

During the average follow-up time of 28.4 (SD 18.1) months, 63 patients died, 2 underwent heart transplantation, 2 received a left ventricular assist device, and in 1 case device explantation was performed due to infection. Crude all-cause mortality of remote-monitored patients was significantly lower compared with patients followed conventionally (hazard ratio [HR] 0.368, 95% CI 0.181-0.722, P=.004; Table 2; Figure 2). The survival benefit did not differ between the remote monitoring systems (ie, CareLink vs Home Monitoring; P=.79).

Echocardiographic response to cardiac resynchronization therapy at 6 to 12 months was more often observed in patients on remote monitoring (41.9%, 26/62 vs 31.9%, 54/169); however, this difference was statistically nonsignificant (Table 4).
Table 2. Predictors of mortality (univariate Cox regression).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Hazard ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1.049 (1.020-1.079)</td>
<td>.001</td>
</tr>
<tr>
<td>Male gender</td>
<td>1.996 (0.949-4.195)</td>
<td>.07</td>
</tr>
<tr>
<td>Remote monitoring</td>
<td>0.368 (0.186-0.727)</td>
<td>.004</td>
</tr>
<tr>
<td>Heart failure management</td>
<td>0.584 (0.351-0.970)</td>
<td>.04</td>
</tr>
<tr>
<td>Upgrade</td>
<td>1.869 (1.112-3.140)</td>
<td>.02</td>
</tr>
<tr>
<td>Secondary prevention</td>
<td>1.488 (0.820-2.698)</td>
<td>.19</td>
</tr>
<tr>
<td>Ischemic etiology</td>
<td>1.373 (0.285-2.284)</td>
<td>.22</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>1.799 (1.083-2.990)</td>
<td>.02</td>
</tr>
<tr>
<td>Hypertension</td>
<td>2.226 (1.128-4.395)</td>
<td>.02</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>0.811 (0.469-1.402)</td>
<td>.45</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>1.092 (0.650-1.836)</td>
<td>.74</td>
</tr>
<tr>
<td>Stroke</td>
<td>1.699 (0.861-3.354)</td>
<td>.13</td>
</tr>
<tr>
<td>Peripheral artery disease</td>
<td>1.155 (0.663-3.668)</td>
<td>.31</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>1.239 (0.587-2.616)</td>
<td>.57</td>
</tr>
<tr>
<td>Platelet aggregation inhibitor</td>
<td>1.180 (0.714-1.948)</td>
<td>.52</td>
</tr>
<tr>
<td>Beta blocker</td>
<td>0.407 (0.099-1.684)</td>
<td>.22</td>
</tr>
<tr>
<td>ACEi/ARB</td>
<td>0.692 (0.096-5.007)</td>
<td>.72</td>
</tr>
<tr>
<td>Mineralocorticoid antagonist</td>
<td>0.769 (0.349-1.696)</td>
<td>.52</td>
</tr>
<tr>
<td>Diuretics</td>
<td>1.606 (0.503-5.217)</td>
<td>.42</td>
</tr>
<tr>
<td>Digitalis</td>
<td>0.772 (0.410-1.454)</td>
<td>.42</td>
</tr>
<tr>
<td>Amiodaron</td>
<td>1.986 (1.192-3.309)</td>
<td>.008</td>
</tr>
<tr>
<td>Statin</td>
<td>1.243 (0.725-2.130)</td>
<td>.43</td>
</tr>
<tr>
<td>NYHA\textsuperscript{c} functional class</td>
<td>1.394 (1.017-1.910)</td>
<td>.04</td>
</tr>
<tr>
<td>Left ventricular ejection fraction</td>
<td>1.028 (0.987-1.071)</td>
<td>.18</td>
</tr>
<tr>
<td>QRS duration</td>
<td>1.001 (0.992-1.010)</td>
<td>.88</td>
</tr>
<tr>
<td>Left bundle branch block</td>
<td>1.308 (0.961-1.782)</td>
<td>.09</td>
</tr>
<tr>
<td>Estimated glomerular filtration rate</td>
<td>0.991 (0.978-1.005)</td>
<td>.23</td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>1.002 (0.998-1.007)</td>
<td>.26</td>
</tr>
</tbody>
</table>

\textsuperscript{a}ACEi: angiotensin-converting-enzyme inhibitor.  
\textsuperscript{b}ARB: angiotensin-receptor blocker.  
\textsuperscript{c}NYHA: New York Heart Failure Association.
Figure 2. Kaplan-Meier curves for all-cause mortality by follow-up type (remote monitoring vs conventional follow-up). HR: hazard ratio.

Table 3. Independent predictors of mortality (multivariate Cox regression).\(^a\)

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Hazard ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1.035 (1.007-1.065)</td>
<td>.02</td>
</tr>
<tr>
<td>Remote monitoring</td>
<td>0.361 (0.181-0.722)</td>
<td>.004</td>
</tr>
<tr>
<td>Amiodaron</td>
<td>1.732 (1.032-2.907)</td>
<td>.04</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>1.727 (1.019-2.926)</td>
<td>.04</td>
</tr>
</tbody>
</table>

\(^a\)Cases with missing values 0%.

Table 4. Echocardiographic response to cardiac resynchronization therapy at 6 to 12 months (N=231).

<table>
<thead>
<tr>
<th>Left ventricular ejection fraction (%)</th>
<th>Remote monitoring group (n=62)</th>
<th>Control group (n=169)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline, mean (SD)</td>
<td>27.3 (6.5)</td>
<td>26.3 (5.8)</td>
<td>.29</td>
</tr>
<tr>
<td>Follow-up, mean (SD)</td>
<td>33.2 (8.2)</td>
<td>32.3 (9.2)</td>
<td>.34</td>
</tr>
<tr>
<td>Change, mean (SD)</td>
<td>6.9 (8.0)</td>
<td>6.2 (8.2)</td>
<td>.48</td>
</tr>
<tr>
<td>Absolute improvement ≥5%, n (%)</td>
<td>26 (41.9)</td>
<td>54 (31.9)</td>
<td>.57</td>
</tr>
</tbody>
</table>

The total number of follow-up controls tended to be higher in the remote monitoring group compared with patients undergoing conventional follow-up (4.6 visits per patient per year vs 3.9 visits per patient per year, \(P=.08\)). This was because patients on remote monitoring presented at our specialized heart failure outpatient clinic more often (1.9 visits per patient per year vs 1.1 visits per patient per year, \(P=.003\); Table 5).

Of the 41 patients followed with the CareLink system, 1083 transmissions were received during the follow-up period. Seven transmissions contained highly urgent clinical information (four appropriate shock episodes and three lead integrity alerts). Moreover, two patients reached an elective replacement indicator. In addition, 396 transmissions included OptiVol alerts. Telemonitoring observations in the 21 patients on the Biotronik Home Monitoring system were as follows: 3 red alerts (two electric storms, one end of service) and 85 yellow alerts (8 sustained ventricular arrhythmias requiring antitachycardia pacing or shock therapy, 36 supraventricular tachyarrhythmia, 36 low biventricular pacing percentage, and 5 elevated left ventricular threshold).
Our analysis shows a survival benefit for patients on remote monitoring; therefore, we are convinced that remote monitoring should be part of the follow-up of patients with CRT-D devices. One possible reason for the conflicting results of previous studies is the wide variety of actions on remote monitoring findings. A recently published meta-analysis by Stockburger et al [30] showed that device-based remote monitoring strategies specifying close-meshed comprehensive data acquisition and defined treatment interventions are able to significantly reduce total mortality and cardiovascular mortality, whereas remote data acquisition alone without specified treatment interventions appears to be ineffective on hard endpoints. The significantly increased number of visits in the heart failure clinic in our study supports this hypothesis, as the demonstrated survival benefit could have been achieved by more frequent follow-up and focused treatment on the high-risk patients.

Additional clinical factors can also modify the clinical benefit of remote monitoring, such as the time from implantation to initiation of remote monitoring [31], the adherence to this technique [11], or the frequency of data transmission. Two recently published meta-analyses demonstrated that significant mortality benefit was only seen in the subset of trials using a daily transmission verification (ie, Biotronik Home Monitoring System) [26,27]. A possible explanation for this difference is that the rate of events recognized within 24 hours is the highest among manufacturers with the Biotronik Home Monitoring system [32]. However, the type of remote monitoring system did not influence the survival benefit in our patient cohort.

**Discussion**

**Principal Findings**

In this single-center, retrospective, observational study of 231 CRT-D recipients, use of remote monitoring was associated with better survival compared with patients undergoing conventional follow-up. The total number of follow-up visits was not reduced with this technique in our cohort.

**Comparison With Prior Work**

Remote monitoring systems proved to be feasible, reliable, accessible, and were supported by the current guideline recommendations [16,23]. They are still underutilized despite the clear advantages, such as early identification of device malfunction or arrhythmic events. Regarding survival benefit, the available clinical data are controversial [10,13,24-27].

There are several proposed mechanisms contributing to the improved clinical outcome: early detection of clinically relevant arrhythmias (ie, atrial fibrillation or ventricular tachycardia) and early recognition of device malfunctions or suboptimal programming, which avoids unnecessary shocks and achieves proper percentage of biventricular pacing, respectively.

Moreover, the number of OptiVol alerts and the related visits at the heart failure outpatient clinic suggest that the observed mortality benefit associated with remote monitoring was also driven by early response to cardiac decompensation in our study. OptiVol is a detection algorithm developed for early recognition of cardiac decompensation using changes of intrathoracic impedance as a marker of lung fluid status [28]. This method, used for the detection of cardiac decompensation, is considered to be a very sensitive but less specific tool, which leads to a high number of false positive alerts. We have previously described a refined device diagnostic algorithm based on parameters of low activity level, high nocturnal heart rate, and suboptimal biventricular pacing, which could significantly improve clinical reliability of OptiVol alerts [9]. However, a recent OptiLink heart failure study analyzing this technology failed to demonstrate any difference in the composite endpoint of all-cause mortality and cardiovascular hospitalization [29]. Notably, only 30.3% of intrathoracic fluid index threshold crossing led to medical action, and it led to altered medication in only 26.0% of patients.

**Limitations**

This research is a single-center, retrospective study with all the consequential limitations. Despite the adjustment for the most relevant baseline cofounders, a residual selection bias cannot be completely excluded. Moreover, the choice of device was not randomized but was left to the implanting physician, which may have modified our results. The patient’s decision to consent to remote monitoring may also have modified the results. The potential sources of bias should also be addressed. The most important one is the patient’s decision to consent with a remote monitoring program. Patients with better adherence and motivation are more likely to participate in such programs, which might have improved the outcomes of patients in the remote monitoring group.

---

**Table 5. Ambulatory visits during follow-up (N=231)**

<table>
<thead>
<tr>
<th>Visit type</th>
<th>Remote monitoring group (n=62)</th>
<th>Control group (n=169)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All ambulant visits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visits, n</td>
<td>711</td>
<td>1187</td>
<td>.08</td>
</tr>
<tr>
<td>Visits per patient per year, mean (SD)</td>
<td>4.6 (3.0)</td>
<td>3.9 (3.0)</td>
<td>.95</td>
</tr>
<tr>
<td>Device clinic visits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visits, n</td>
<td>435</td>
<td>889</td>
<td></td>
</tr>
<tr>
<td>Visits per patient per year, mean (SD)</td>
<td>3.1 (2.4)</td>
<td>2.9 (2.5)</td>
<td>.003</td>
</tr>
<tr>
<td>Heart failure outpatient clinic visits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visits, n</td>
<td>347</td>
<td>344</td>
<td></td>
</tr>
<tr>
<td>Visits per patient per year, mean (SD)</td>
<td>1.9 (2.4)</td>
<td>1.1 (2.0)</td>
<td></td>
</tr>
</tbody>
</table>
Conclusion
In this single-center, retrospective study of optimally treated heart failure patients undergoing CRT-D implantation, the use of remote monitoring systems was associated with significantly better survival. However, a higher number of follow-up visits in the heart failure outpatient clinic was needed, which suggests that this survival benefit could be achieved by an increased and focused effort to follow and treat high-risk patients. Our results call for further randomized studies with a standardized action plan after certain telemonitoring observations to define the optimal role of this technology in the follow-up of heart failure patients.
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Abstract

Background: Cognitive decline is a major risk factor for disability and death and may serve as a precursor of dementia. Digital devices can provide a platform of cognitively stimulating activities which might help to slow cognitive decline during the process of normal aging.

Objective: This longitudinal study aimed to examine the independent protective factors of desktop and cellphone ownership against cognitive decline in mid-life and older adulthood and to examine the combined effect of desktop and cellphone ownership on the same outcome.

Methods: Data was obtained from a China Health and Retirement Longitudinal Studies (CHARLS) cohort made up of 13,457 community-dwelling adults aged 45 years or above in 2011-2012. They were followed for 4 years, with baseline measurements taken as well as 2 two-year follow-up visits. Cognitive function was tested during the baseline test and follow-up visits. A global cognition z-score was calculated based on two domains: word recall and mental intactness. The key independent variables were defined as: whether one had desktops with internet connection at home and whether one had a cellphone. An additional categorical variable of three values was constructed as: 0 (no desktop or cellphone), 1 (desktop or cellphone alone), and 2 (desktop and cellphone both). Mixed-effects regression was adjusted for demographic and health behavior as well as health condition risk factors.

Results: Adjusted for demographic and health behavior as well as health condition risk factors, desktop and cellphone ownership were independently associated with subsequent decreased cognitive decline over the four-year period. Participants without a desktop at home had an adjusted cognitive decline of –0.16 standard deviations (95% CI –0.18 to –0.15), while participants with a desktop at home had an adjusted cognitive decline of –0.10 standard deviations (95% CI –0.14 to –0.07; difference of –0.06 standard deviations; \(P=.003\)). A similar pattern of significantly protective association of 0.06 standard deviations (95% CI 0.03-0.10; \(P<.001\)) between cellphone ownership and cognitive function was observed over the four-year period. Additionally, a larger longitudinal protective association on cognitive decline was observed among those with both of the digital devices, although the 95% CIs for the coefficients overlapped with those with a single digital device alone.

Conclusions: Findings from this study underscored the importance of digital devices as platforms for cognitively stimulating activities to delay cognitive decline. Future studies focusing on use of digital devices are warranted to investigate their longitudinal protective factors against cognitive decline at mid- and later life.

(J Med Internet Res 2019;21(7):e14210) doi:10.2196/14210
KEYWORDS
digital access; cognitive decline; China

Introduction
Cognitive decline is a major risk factor for physical disability [1] and death [2] and may serve as a precursor of dementia [3,4]. Cognitive decline, which often begins in individuals aged between 45-60 years, is an irreversible pathophysiological process of brain change [5]. In China, the burden of cognitive decline is increasing as a result of populations aging rapidly. Recent studies show that almost 20% of Chinese adults aged 60 or above have mild cognitive impairment, of which 6% progress to dementia annually [6-8]. However, resources for the care of those elderly with cognitive decline are insufficient, raising public health concerns about suboptimal geriatric medicine and psychiatric care services [9].

To address this challenge of cognitive decline, innovative strategies for interventions are needed. A growing number of epidemiologic studies have clearly suggested that digital devices, like internet-based instruments, can provide a platform of cognitively stimulating activities which might help to slow the path of cognitive decline in the process of normal aging [10-12]. Longitudinal studies and meta-analyses in developed countries have shown that the use of the internet can be a protective factor for cognitive decline among the older population [13-16]. In the context of China, there has been a marked increase in internet access among mid-aged and elderly populations [17], although the national data on internet use is limited. Given the potential protective association between internet use and cognitive decline, two questions remain unanswered in China. First, does the protective association between digital devices and cognitive decline found in other settings apply to mid-aged and elderly populations in China, where access to digital devices and the aging population are both growing rapidly? Second, given the diverse digital instruments that provide internet connection through which different activities might be facilitated, what is the combined effect of multiple digital instruments such as desktops and cellphones?

This study used a nationally representative longitudinal survey to: (1) investigate whether desktop and cellphone ownership might be independently associated with decreased cognitive decline in mid-life and older adulthood; and (2) to examine the combined effect of both of the digital devices on cognitive decline.

Methods
Design, Setting, and Participants
Participants were enrolled in the China Health and Retirement Longitudinal Study (CHARLS), a biennial prospective observational study, nationally representative of Chinese adults aged ≥45 years and their spouses. This study includes assessments of social, economic, and health circumstances of community residents from 2011-2012 [18]. Data from four years of follow-up visits (2011-2012, 2013-2014, 2015-2016) were utilized. Of the 13,548 participants who underwent cognitive assessment in the baseline wave (2011-2012), 91 participants were excluded due to lack of data on desktop and cellphone information. Among 13,457 participants enrolled as our analytic (baseline) cohort, a lot of 2073 (15.4%) were lost to follow-up due to not attending one or more follow-up surveys during the four years of the study period. Potential reasons for attrition included death or dropping out from the study. All participants provided written informed consent, and survey protocols were approved by the Peking University Ethics Review Board [19].

Measurements
Cognitive Function
Cognitive functions were tested during the baseline test and during the two follow-up in-person household visits in a two-year interval. Following a previous study on CHARLS [20], the present study used a global cognitive function score based on two domains of cognitive functions: word recall and mental intactness. For word recall, each participant was asked to repeat as many of the 10 Chinese nouns just read to them as possible (immediate word recall) and then to recall the same 10-word list 5 minutes later (delayed recall). Answers to these questions were aggregated into a single word recall score ranging from 0 to 10. For the mental intactness domain, measures including numerical ability, time orientation, and picture drawing were used to formulate the score. Numerical ability was measured by serial 7 subtractions from 100 (up to five times), time orientation was measured by naming that day’s date (month, day, year and date of week), and picture drawing was measured by asking each participant to redraw a picture of two overlapping pentagons shown to them. Answers to these questions were then aggregated into a single mental intactness score ranging from 0 to 10. To aid in comparison of cognitive test results, z-scores (the difference between participant’s score and the sample mean, divided by the standard deviation of the baseline sample) were created for both domain-specific cognitive function of word recall and mental intactness. A global z-score was calculated according to the means and standard deviations of two domain-specific z-scores. The details of implementation procedures (interviewer recruitment, training and material preparation, quality control and data cleaning) were added in Multimedia Appendix 1.

Internet Access
The key independent variables were defined as whether there was the presence of desktops with internet connection at home (desktop ownership) and whether an individual had a cellphone (cellphone ownership). Because the survey did not ask whether the cellphone was a smartphone or a mobile phone without internet connection, this study’s definition of cellphone ownership refers to mobile phones both with and without internet connection. Participants with both desktop and cellphone ownership, as defined above, were classified as having combined digital device ownership. Because only 1.23% (166/13,457) of our sample had desktops alone, a categorical variable of three values was then constructed as 0 (no desktop
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or cellphone), 1 (desktop or cellphone alone), and 2 (desktop and cellphone both).

**Covariates**

Following previous studies, there were several covariates that were included in the present study [21-23]. They include demographic and socioeconomic status covariates such as age, gender (male or female), educational attainment (illiterate, part of primary school, primary school, middle school, high school or above), marital status (married, widowed, separated, divorced, or never married), and residence status (currently living in rural or urban area). In addition, there were health behavior covariates which included smoking status (current, former or never) and alcohol drinker (current, former or never). Lastly, there were health condition covariates included, such as whether or not the participant self-reported whether they had ever been diagnosed with the following diseases: high blood pressure, diabetes, or stroke.

**Statistical Analysis**

A descriptive analysis presented the characteristics of study participants among the full sample as a whole and then by subsamples of desktop and cellphone ownership status. Two pairs of linear mixed-effect models were used to assess the longitudinal association of digital access and cognitive function over time. The first pair of models focused on desktop and cellphone ownership as independent predictors, and the second pair of models focused on the combined effect of having both desktop and cellphone or the single effect of having the desktop or cellphone alone, compared to having no desktop or cellphone. Stratified analysis by age and gender was conducted to test differential associations across subgroups. All models were adjusted for demographic (age, sex, education, marriage, rural or urban residence) and health behavior (smoke, drink) as well as health condition risk factors (self-reported hypertension, diabetes, and stroke). In order to evaluate the potential bias due to non-response and attrition across difference survey waves, sensitivity analysis was conducted using the same models with the complete sample who participated in all three waves. All analyses were conducted in Stata 14.1 (StataCorp LP).

**Results**

**Characteristics of Participants**

Data from 13,457 participants aged 45 or above (mean age 58.7, SD 9.37) were included for analysis. At baseline, participants with a desktop were more likely to be younger, female, better educated, either married or partnered, and less likely to be living in a rural area and smoke than participants without desktop ownership. Fewer differences were observed between participants with and without cellphones, however participants with cellphones were more likely to be younger, better educated, and either married or partnered Table 1. We also compared the baseline characteristics across three groups (without desktop or cellphone, with desktop or cellphone only, and with both desktop and cellphone) in Multimedia Appendix 2.
Table 1. Characteristics of the study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=13,457)</th>
<th>Desktop Ownership</th>
<th>Cellphone Ownership</th>
<th>P value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No (n=11,143)</td>
<td>Yes (n=2314)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>P value</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>58.7 (9.37)</td>
<td>59.3 (9.43)</td>
<td>55.6 (8.44)</td>
<td>&lt;.001</td>
<td>64.8 (9.42)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>57.1 (8.68)</td>
<td>&lt;.001</td>
<td>5251 (49.1)</td>
</tr>
<tr>
<td>Male sex, n (%)</td>
<td>6590 (49.0)</td>
<td>5508 (49.4)</td>
<td>1082 (46.8)</td>
<td>.02</td>
<td>1339 (48.4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5251 (49.1)</td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td>&lt;.001</td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illiterate</td>
<td>3340 (24.8)</td>
<td>3106 (27.9)</td>
<td>234 (10.1)</td>
<td>&lt;.001</td>
<td>1133 (41.0)</td>
</tr>
<tr>
<td>Part of primary school</td>
<td>2462 (18.3)</td>
<td>2208 (19.8)</td>
<td>254 (11.0)</td>
<td>&lt;.001</td>
<td>562 (20.3)</td>
</tr>
<tr>
<td>Primary school</td>
<td>2937 (21.8)</td>
<td>2549 (22.9)</td>
<td>388 (16.8)</td>
<td>&lt;.001</td>
<td>543 (19.7)</td>
</tr>
<tr>
<td>Middle school</td>
<td>2924 (21.7)</td>
<td>2251 (20.2)</td>
<td>673 (29.1)</td>
<td>&lt;.001</td>
<td>344 (12.5)</td>
</tr>
<tr>
<td>High school or above</td>
<td>1793 (13.3)</td>
<td>1029 (9.2)</td>
<td>764 (33.0)</td>
<td>.53</td>
<td>181 (6.6)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td>&lt;.001</td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or Partnered</td>
<td>11,863 (88.2)</td>
<td>9717 (87.2)</td>
<td>2146 (92.7)</td>
<td>&lt;.001</td>
<td>2227 (80.6)</td>
</tr>
<tr>
<td>Otherwise</td>
<td>1594 (11.8)</td>
<td>1426 (12.8)</td>
<td>168 (7.3)</td>
<td>.57</td>
<td>537 (19.4)</td>
</tr>
<tr>
<td>Rural residence, mean (SD)</td>
<td>0.59 (0.49)</td>
<td>0.66 (0.47)</td>
<td>0.26 (0.44)</td>
<td>&lt;.001</td>
<td>0.66 (0.48)</td>
</tr>
<tr>
<td>Smoke, n (%)</td>
<td>&lt;.001</td>
<td></td>
<td>.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>4205 (31.3)</td>
<td>3578 (32.1)</td>
<td>627 (27.1)</td>
<td>844 (30.5)</td>
<td></td>
</tr>
<tr>
<td>Former</td>
<td>1237 (9.2)</td>
<td>1035 (9.3)</td>
<td>202 (8.7)</td>
<td>276 (10.0)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>8013 (59.6)</td>
<td>6528 (58.6)</td>
<td>1485 (64.2)</td>
<td>1643 (59.5)</td>
<td></td>
</tr>
<tr>
<td>Alcohol drinker, n (%)</td>
<td>&lt;.001</td>
<td></td>
<td>.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>4492 (33.4)</td>
<td>3684 (33.1)</td>
<td>808 (34.9)</td>
<td>856 (31.0)</td>
<td></td>
</tr>
<tr>
<td>Former</td>
<td>1140 (8.5)</td>
<td>987 (8.9)</td>
<td>153 (6.6)</td>
<td>262 (9.5)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>7821 (58.1)</td>
<td>6468 (58.1)</td>
<td>1353 (58.5)</td>
<td>1646 (59.6)</td>
<td></td>
</tr>
<tr>
<td>Ever had high blood pressure, mean (SD)</td>
<td>0.3 (0.44)</td>
<td>0.3 (0.44)</td>
<td>0.3 (0.44)</td>
<td>.87</td>
<td>0.3 (0.46)</td>
</tr>
<tr>
<td>Ever had diabetes, mean (SD)</td>
<td>0.1 (0.25)</td>
<td>0.1 (0.24)</td>
<td>0.1 (0.27)</td>
<td>.01</td>
<td>0.1 (0.25)</td>
</tr>
<tr>
<td>Ever had stroke, mean (SD)</td>
<td>0.0 (0.16)</td>
<td>0.0 (0.16)</td>
<td>0.0 (0.15)</td>
<td>.26</td>
<td>0.0 (0.17)</td>
</tr>
</tbody>
</table>

Independent Association Between Desktop or Cellphone Ownership and Cognitive Function Over Time

In mixed-effects regression adjusted for demographic and health behavior as well as health condition risk factors, desktop or cellphone ownership were associated with similarly higher baseline global cognitive scores. Compared with participants without a desktop at home, participants with desktop ownership had global cognitive scores at baseline that were 0.11 standard deviations (95% CI 0.07-0.14) higher. Similar positive association was found between cellphone ownership and baseline global cognitive scores of 0.10 (95% CI 0.07-0.13) (Figure 1).

We then investigated whether desktop or cellphone ownership was independently associated with subsequent cognitive trajectories, adjusted for demographic and health behavior as well as health condition risk factors. Compared to participants without desktop ownership, there was a significant reduction in cognitive decline among participants with desktop ownership in the four-year follow-up. On average, over the two-year follow-up, participants without a desktop at home had an adjusted cognitive decline of −0.03 standard deviations (95% CI −0.04 to −0.01), while participants with a desktop at home had an adjusted cognitive decline of −0.01 standard deviations (95% CI −0.04 to 0.03). However, this difference of −0.02 standard deviations was not significant (P=.12). Over the four-year follow-up, participants without a desktop at home had an adjusted cognitive decline of −0.16 standard deviations (95% CI −0.18 to −0.15), while participants with a desktop at home had an adjusted cognitive decline of −0.10 standard deviations (95% CI −0.14 to −0.07; difference of −0.06 standard deviations; P=.003) (Figure 1).

A similar pattern of significantly protective association of 0.06 standard deviations (95% CI 0.03-0.10; P<.001) between cellphone ownership and cognitive function was found over the four-year period while no significant difference was observed in the two-year follow-up period (Figure 1).
Combined Effect of Desktop and Cellphone Ownership on Cognitive Function Over Time

In the next subsection we investigated the combined effect of desktop and cellphone ownership, adjusted for demographic and health behavior as well as health condition risk factors. In the baseline measured global cognitive score, participants having desktop or cellphone alone were 0.10 standard deviations (95% CI 0.07-0.13) higher and participants having both desktop and cellphone were 0.20 standard deviations (95% CI 0.15-0.24) higher than participants having neither desktop nor cellphone (Table 2).

Table 2. Adjusted longitudinal association between digital device ownership and cognitive function over time (Total Number of Observations=33,956).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Point Estimates (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline Cognitive Function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Desktop or Cellphone</td>
<td>reference</td>
<td></td>
</tr>
<tr>
<td>Desktop or Cellphone Alone</td>
<td>0.10 (0.07-0.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Desktop and Cellphone Both</td>
<td>0.20 (0.15-0.24)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Longitudinal Protective Association in 2 Years</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Desktop or Cellphone</td>
<td>reference</td>
<td></td>
</tr>
<tr>
<td>Desktop or Cellphone Alone</td>
<td>0.02 (~0.02 to 0.05)</td>
<td>.39</td>
</tr>
<tr>
<td>Desktop and Cellphone Both</td>
<td>0.02 (~0.02 to 0.08)</td>
<td>.30</td>
</tr>
<tr>
<td><strong>Longitudinal Protective Association in 4 Years</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Desktop or Cellphone</td>
<td>reference</td>
<td></td>
</tr>
<tr>
<td>Desktop or Cellphone Alone</td>
<td>0.07 (0.03-0.10)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Desktop and Cellphone Both</td>
<td>0.10 (0.05-0.15)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Stratified Analysis and Sensitivity Analysis

Our stratified analysis found that the protective association between digital device ownership and cognitive decline during the four-year follow-up was primarily driven by females (Multimedia Appendix 3) and relatively younger adult participants aged 45-59 (Multimedia Appendix 4). Sensitivity analyses restricted analytic cohorts to those 11,384 who participated in all survey waves. We found similar results with the original analysis (Multimedia Appendix 5).

Discussion

Principal Findings

This study is, to our knowledge, the first nationally representative study to show the longitudinal protective association between digital device ownership and cognitive function among mid-aged and elderly populations in China. China has the largest population aged 65 years and older in the world, and in 2050 the proportion of older persons within the total national population is projected to be around 25% [24]. The health needs for elderly people with irreversible cognitive
impairment challenge China's health and social care system in a serious and unprecedented way. Over the past decade the proportion of the population connected to the internet has been growing exponentially, and digital device ownership shows potential for older people because it enables easier access to experiential, intelligent, social or emotional support for health purposes [25]. Taking advantage of the population-based nationally representative survey, we were able to investigate whether the preventive effect of desktop or cellphone ownership on cognitive function found in other settings still holds in the context of China, where access to internet and population aging are simultaneously increasing, and whether different digital devices have a combined effect on cognitive decline. We believed our results were less likely to be subject to non-response or attrition bias because our sensitivity analysis yielded similar results when using whole sample and complete cases samples.

We found that individuals with digital device ownership had better cognitive function at baseline and a lower rate of decline than those without internet devices in a four-year follow-up. Our finding is consistent with a study using the English Longitudinal Study of Aging (ELSA) cohort which showed that internet users had better cognitive performance measured by delayed recall compared with internet nonusers [13]. Other results of a protective association between internet use and cognitive function were also reported in other developed countries [12-16]. Although the exact mechanism is not clear, a potential theoretical pathway may be that internet access imparted a reserve against the expression of cognitive impairment [10,26,27]. The cognitively stimulating activities facilitated by digital devices generate a cognitive reserve buffer that promotes resilience so as to prevent or delay the development of cognitive impairment [28]. In addition, we found that the protective effect was larger during the four-year follow-up than that during the two-year follow-up. This is in line with previous studies that show that longer and more intense interventions aimed at the use of digital devices might significantly enhance cognitive functions [29-31].

Although not statistically significant, we observed a trend towards greater longitudinal protective association between cognitive function and both of the digital instruments relative to access to a single device (desktop or cellphone ownership) alone. Different digital devices have different functions and areas of cognition-related application. Computers are mainly used to search online for health-related information and cognitive function without taking into account digital device ownership rate suggests that it could become a tool that can be implemented into clinical interventions to reduce cognition loss, especially when connected with the internet. More broadly, our results might promote more widely accessible mobile phones and the continuing penetration of internet access, in order to tackle the increasing challenges of aging in China.

Limitations
Our study had several limitations. First, the observational nature of our study limited our ability to investigate the causal relationship between digital device ownership and cognitive decline. The results should not be interpreted as the long-term effect of digital device ownership on reducing cognitive decline. Our results also didn’t determine any mechanistic basis behind the observed link between digital device ownership and subsequent cognitive trajectories. Rather, the longitudinal protective association between digital device ownership and cognitive decline found in the present study underscored the need for research to capitalize on new digital technologies to slow cognitive decline.

Second, due to data feasibility, our analysis was limited to digital device ownership without taking into account digital device use. This might limit our ability to understand how digital devices work against cognitive decline. Nevertheless, previous studies have shown that digital device ownership demonstrated a high correlation with use of digital devices [37,38].

Third, because of data availability, the definition of cellphone ownership in our study referred to a mobile phone both with and without internet connection. This might limit our ability to explore the mechanism via which (internet-based or not) the cellphone had a protective association with cognition. Meanwhile, we highlighted that different digital devices have different functions and areas of cognition-related application. Computers are mainly used to search online for health-related information about proper nutrition, exercise or weight issues and disease management, which contributes to adopting healthier behaviors and making more informed medical decisions. However, cellphones are mainly used to stay in contact with friends, engage in entertainment activities, receive reminders for scheduled visits and for medication instructions, which therefore increase social participation and interaction. Meanwhile, digital device ownership in general stimulates the learning of new things and increases the cognitive demand to master new skills using different digital tools. Future studies focusing on multiple digital devices are warranted to assess the longitudinal protective association between digital devices and cognitive function at mid- and later life.

Stratified analyses indicated that gender and age modified protective association between digital device ownership and cognitive decline, which is consistent with previous studies in other settings [33-36]. Our results suggest that targeting policies on cognitive impairment and dementia prevention around females and earlier age groups might improve their effectiveness. Future studies should focus on understanding mechanisms through which digital device ownership works on slowing cognitive decline.

In summary, our encouraging findings highlighted the importance of promoting the application of internet-based computers, cellphones and other digital devices in middle-aged and elderly Chinese. As more people are connected with multiple digital instruments, the benefit of digital device ownership can be maximized for clinical and health services delivery. A growing group of studies have demonstrated the effectiveness of mobile-based health interventions, such as online cognitive training programs, internet-based conversations and internet or email use [29,30]. A majority of older Chinese have owned a mobile phone at some point, and this high ownership rate suggests that it could become a tool that can be implemented into clinical interventions to reduce cognition loss, especially when connected with the internet. More broadly, our results might promote more widely accessible mobile phones and the continuing penetration of internet access, in order to tackle the increasing challenges of aging in China.
information, while cellphones are mainly used to increase social participation and interaction via telephone calls and messages. Interestingly, we found that the magnitude of protective association between computers and cognition was about the same as that between cellphones and cognition.

Fourth, our digital device ownership was only measured at baseline so information on the potential change of digital device ownership was not available. Nevertheless, the fact that our data already had a high baseline ownership rate of single devices (65%) and of both of the devices (16%), that made it less likely that the limitation of only measuring digital access at baseline would lead to differential bias in our results.

Conclusions

Previous studies using CHARLS cohorts, including one of our own, have demonstrated digital access is associated with better physical health and better outcomes of chronic disease management [39-41]. The national representativeness of CHARLS adds to the robustness of the results, indicating digital devices as a platform for health management. This present study found the longitudinal protective association between digital device ownership and cognitive function. Findings from this study underscored the importance of digital devices as a platform for cognitively stimulating activities to delay cognitive decline. Future studies focusing on use of digital devices are warranted so as to investigate digital devices as a protective factor against cognitive decline at mid- and later life.
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Abstract

Background: Traditional methods using print media and commercial firms for clinician recruiting are often limited by cost, slow pace, and suboptimal results. An efficient and fiscally sound approach is needed for searching online to recruit clinicians.

Objective: The aim of the study was to assess the Web-based methods by which clinicians might be searching for jobs in a broad range of specialties and how academic medical centers can advertise clinical job openings to prominently appear on internet searches that would yield the greatest return on investment.

Methods: We used a search engine (Google) to identify 8 query terms for each of the specialties and specialists (eg, dermatology and dermatologist) to determine internet job search methodologies for 12 clinical disciplines. Searches were conducted, and the data used for analysis were the first 20 results.

Results: In total, 176 searches were conducted at varying times over the course of several months, and 3520 results were recorded. The following 4 types of websites appeared in the top 10 search results across all specialties searched, accounting for 52.27% (920/1760) of the results: (1) a single no-cost job aggregator (229/1760, 13.01%); (2) 2 prominent journal-based paid digital job listing services (157/1760, 8.92% and 91/1760, 5.17%, respectively); (3) a fee-based Web-based agency (137/1760, 7.78%) offering candidate profiles; and (4) society-based paid advertisements (totaling 306/1760, 17.38%). These sites accounted for 75.45% (664/880) of results limited to the top 5 results. Repetitive short-term testing yielded similar results with minor changes in the rank order.

Conclusions: On the basis of our findings, we offer a specific financially prudent internet strategy for both clinicians searching the internet for employment and employers hiring clinicians in academic medical centers.

(J Med Internet Res 2019;21(7):e12638) doi:10.2196/12638
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Introduction

Background

The advent of the internet’s rapid widespread communication capabilities has dramatically altered job recruitment and search methodologies from the perspectives of both the potential employee and employer. As an academic medical center with many open positions across multiple disciplines, we were challenged to update our recruiting approach to reach wide audiences in an efficient and fiscally prudent manner. In a Web-based era that permits free or low-cost postings, we questioned the value of using print advertisements, postal mailings, and expensive contracted subscription or search firm recruiting services. With maturation of Web-based job recruitment and marketing, it behooves employers from multiple industries to not only invest resources in looking for prospective employees on the internet but also to develop a strategy to assure that their websites appear prominently in Web-based searches. As only a few search engines (eg, Google) are the starting point for queries by most internet users, regardless of what is being

https://www.jmir.org/2019/7/e12638/
searched [1], it is important to ascertain the method of job posting most likely to yield a display on the first couple of Web pages.

**Objectives**

Our College of Medicine’s recent experience was that traditional approaches of using print media and commercial recruiting firms were not only limited by budget constraints but also failed to yield optimal and rapid results. Thus, we looked at the literature seeking guidance as to the best approach for specialty and subspecialty clinician searches using the internet. In that no publications were identified that directly addressed this question, we sought to rigorously study Web-based recruitment search techniques from the viewpoint of both the employer and job seeker. We hypothesized that robust internet search engines would be able to identify job opportunities posted at no cost by employers; however, it was not clear how prominently those positions would be displayed when compared with those advertised and promoted by fee-based listing agencies. We assembled a team of faculty medical librarians, a human resource professional, and a physician to assess Web-based methods by which clinicians might be looking for jobs in a broad range of specialties and how the college should advertise clinical job openings that would yield the greatest return on investment.

**Methods**

**Identifying Search Terms**

To determine how clinicians could look for jobs using the internet, we selected Google for the searches based on its ranking as the most popular engine with approximately 70% of the market share [1]. To assure that we were selecting search terms that would yield results relevant to legitimate medical employment, we explored the wording and phrases that an individual might use for a query in just 2 of the clinical specialties (dermatology and endocrinology). We identified 8 terms: jobs, positions, job openings, job postings, job advertisements, local Orlando jobs, job listings, and employment. The designation for the medical field was inserted before each of these search terms, using both the name of the specialty and name of the specialist, for example, endocrinology or endocrinologist. This yielded a total of 16 searches per specialty (Table 1). As the search terms did not involve personal identifiers and the data were all in the public domain, the project is not considered human research and thus not processed by our institutional review board.

**Data Collection and Analysis**

Searches were conducted, and the results were recorded from the first 2 pages of Google screens based on research that users are unlikely to view search engine results past the second page [2]. We excluded paid advertisements and image results for our analyses. Searches were conducted during weekdays at varying dates and times between the hours of 10 am and 5 pm from November 2014 to March 2015.

After the query language was finalized, the searches were then expanded to a total of 12 disciplines by including the 10 additional clinical specialties of rheumatology, podiatry, internal medicine, gastroenterology, ophthalmology, infectious disease, allergy, nephrology, neurology, and pulmonary. Searches for internal medicine and infectious disease, however, had only 8 search results each (rather than 16), as there was no appropriate -ology or -ologist suffix for those specialties (Table 1). Otherwise, the same methodology and terms were used for all these searches, and the top 20 results from each of them were recorded from the first 2 pages of results displayed by Google. We then categorized and pursued all those links to determine what the job seeker would discover at the respective websites. The links to job positions were classified as being to (1) job aggregators pulling opportunities from multiple Web sources that were of no cost to either the employer or the potential employee (eg, NoCoAg); (2) fee- or subscription-based agencies charging the employer for inclusion in their database and sometimes inviting job seekers to register their interests (eg, SubscrAg); (3) journal-based paid digital job listings (eg, SubscrJ), distinct from the option of also having them in the paper publication; and (4) society-based paid advertisements (eg, SubscrSoc). We then determined patterns to these search findings across all 12 specialties, especially as to whether paying for a listing resulted in a more prominent Web page display (eg, first screen or the top 5, 10, or 20 hits) compared with those from no-cost aggregators.

**Table 1.** Examples of keyword specialty search terms.

<table>
<thead>
<tr>
<th>Specialty search: endocrinology</th>
<th>Specialty search: infectious diseases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jobs AND endocrinology OR endocrinologist</td>
<td>Jobs AND infectious disease</td>
</tr>
<tr>
<td>Positions AND endocrinology OR endocrinologist</td>
<td>Positions AND infectious disease</td>
</tr>
<tr>
<td>Job openings AND endocrinology OR endocrinologist</td>
<td>Job openings AND infectious disease</td>
</tr>
<tr>
<td>Job postings AND endocrinology OR endocrinologist</td>
<td>Job postings AND infectious disease</td>
</tr>
<tr>
<td>Job advertisements AND endocrinology OR endocrinologist</td>
<td>Job advertisements AND infectious disease</td>
</tr>
<tr>
<td>Local Orlando jobs AND endocrinology OR endocrinologist</td>
<td>Local Orlando jobs AND infectious disease</td>
</tr>
<tr>
<td>Job listings AND endocrinology OR endocrinologist</td>
<td>Job listings AND infectious disease</td>
</tr>
<tr>
<td>Employment AND endocrinology OR endocrinologist</td>
<td>Employment AND infectious disease</td>
</tr>
</tbody>
</table>
Reproducibility

There was a concern that because of the fluidity of data on the internet and unknown factors driving proprietary search engine logic, there might be considerable differences in search results over the short term. To explore this possibility, the phrase *endocrinology jobs* was randomly chosen as a test search to be repeated. These keywords were entered into Google 100 times on a Monday and another 100 times on a Tuesday during 1 week in March 2015, for a total of 200 searches. The top 20 results (ie, encompassing the first 2 search results page in Google) were recorded for every repeated query.

Results

Overview

In total, 176 searches were conducted for the 12 disciplines using the 8 keyword terms. The results for the first 2 pages of every search were recorded: as Google defaults to 10 results per page, this represented the top 20 for each specialty and yielded 3520 results.

There were 1760 total search results for all search terms across all specialties in the top 10 results in Google (see Multimedia Appendix 1).

Patterns Across Search Results

Unexpectedly, our findings revealed that the following 4 websites or types of websites appeared in this first page of search results across all specialties searched: a NoCoAg, a SubscrAg, at least one SubscrJ, and a SubscrSoc website (ie, relevant to the specialty searched, such as the American Association of Clinical Endocrinologists). Of these results, a particular NoCoAg (Indeed) was identified 229 times in the top 10 (13.01% (229/1760) of the time), a SubscrAg (Practice Link) 7.78% (137/1760), 2 SubscrJ sites 8.92% (157/1760) and 5.17% (91/1760); *JAMA* Career Center and *NEJM* Career Center, respectively), and, finally, various society websites each typically in single digits but totaling 17.38% (306/1760). Combined, these websites comprise 52.27% (920/1760) of the top 10 search results for all terms searched in Google (Table 2). For-hire search firms rarely appeared in any of these queries.

The pattern was even more pronounced for the top 5 search results. There were 880 total search results in the top 5 for all search terms and across all specialties. The NoCoAg appeared 14.8% (130/880) of the time in the top 5, the SubscrAg 13.5% (119/880) the 2 SubscrJs 14.2% (125/880) and 7.6% (67/880), and the society websites totaled 25.3% (223/880). Combined, these comprise 75.4% (664/880) of the top 5 search results for all terms searched in Google (Table 3 and Multimedia Appendix 2).

<table>
<thead>
<tr>
<th>Table 2. Top 10 search results of all specialties searched (N=1760).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search result (type)</td>
</tr>
<tr>
<td>Society websites</td>
</tr>
<tr>
<td>No cost aggregator</td>
</tr>
<tr>
<td>Subscription journal job e-listing</td>
</tr>
<tr>
<td>Subscription aggregator</td>
</tr>
<tr>
<td>Subscription journal job e-listing</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3. Top 5 search results of all specialties searched (N=880).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search result (type)</td>
</tr>
<tr>
<td>Society websites</td>
</tr>
<tr>
<td>No cost aggregator</td>
</tr>
<tr>
<td>Subscription journal job e-listing</td>
</tr>
<tr>
<td>Subscription aggregator</td>
</tr>
<tr>
<td>Subscription journal job e-listing</td>
</tr>
</tbody>
</table>

Reproducibility

When the term *endocrinology jobs* was searched repeatedly, results on either a Monday or Tuesday did not vary. The same pattern as described above was evident. Google results were identical for each day’s 100 searches. The order of the search results varied slightly but not enough to break the pattern as described.

Discussion

Overview

Academic centers, especially the state-regulated institutions, often face recruitment challenges not encountered in the private or retail sectors. Similar to most others, our college’s human resources policies and procedures require that all faculty positions, including clinical ones, have a nationwide search and be advertised for a proscribed length of time. It is important that the process reaches a wide and diverse enough audience to meet equal opportunity guidelines. A search committee must...
be formed and charged with locating and recommending for hire the ideal candidate. In the past, our committees have struggled with where and how to advertise open positions; cost is of great concern, especially with many ongoing recruitments. Advertising in specialty or society journals (both print and Web) can be expensive, which is also the case with search firms.

The literature shows that the internet has a beneficial effect on job searches and, ultimately, successful employment. A 2012 study by Beard et al looked at whether internet use reduces job search costs, thus discouraging job seekers from giving up on active job searching and abandoning the labor market [3]. The study found that internet use has significant positive effect on job search efforts and actually reduces the chance that an unemployed individual will become disenchanted with job prospects and give up looking for a job altogether by 50%. This is likely because of the fact that one can search for jobs on the internet 7 days a week, 24 hours a day, and with only the minimal cost of internet access, if any. Job prospects are increased because geographic boundaries are minimized; one can search for employment in another city, state, or even country. Another study looking at young American job seekers found that those using the internet to find jobs had unemployment durations that were 25% shorter than those who looked for jobs solely offline [4]. Young Americans are increasingly searching the internet for employment. The Pew Research Center reported in 2011 that 24% of those aged younger than 40 years rely primarily on the internet for job information, whereas only 17% look to newspapers [5].

The internet presents unique opportunities for physician employment searches and can potentially overcome many of the logistical and financial barriers of traditional methodologies. In the medical field, where highly skilled individuals are sought for teaching and clinical positions, jobs advertisements were typically placed in printed journals, specialty and society-specific publications. Search (headhunter) firms were also employed, and many of those used—and still continue to use—print media to locate prospective employees.

Our historical experience as an employer was that there was a high, often prohibitive, cost associated with reaching wide audiences quickly. There was the fear that attractive potential candidates would miss time-limited advertisements in scant numbers of journals. Conversely, job seekers would risk missing our infrequent periodic or niche postings. The Web has dramatically altered that dynamic. As Frank and Taylor state, “The internet has offered ways to attack time, cost, and reach simultaneously” [6]. Employers want their positions to be found by search engines that identify low- or no-cost criteria and to be displayed on the first page or 2 of results. This is facilitated by the potential employee linking to the job description through an intermediary aggregator. In practical terms, it would be of the utmost importance for an employer to e-list a job in such a digital format to be picked up by a popular automated aggregator and hence then appear on the first page or 2 of search results.

Thus, our suggestion for employers with nonurgent position postings and limited budgets is to announce the job on their institution’s employment website (incurring essentially no cost). They then need to perform manual searches to check whether it was picked up by high-visibility aggregators (eg, Indeed). Suitable jobs for this approach might, for example, include primary care practitioners in large organizations with enough predicted attrition to justify always being on the look-out for new hires. If the posting is not detected by aggregators using their proprietary algorithms, then this might be accomplished by appropriately modifying the institution’s e-description or by paying the aggregator directly.

For employers with more pressing needs and larger budgets, we propose expanding searches by paying for either subscription journal listings or fee-based aggregators. Deciding between those 2 possibilities lacks clarity, especially as they have different inherent strengths, and the ultimate decision might be cost. For example, SubscrAg may also maintain a searchable database into which job seekers enter their qualifications and goals; however, employers would need the manpower to take advantage of those listings, otherwise the subscription could be a waste of money. In our case, we chose one of these subscription services (Practice Link) because we had personnel available to send (blast) emails to thousands of potential candidates who had expressed an interest in the specialty we were advertising. Reasons for instead choosing a SubscrJ include absence of such human resources, the market penetration of a particular journal or its appeal to a certain type of medical position, or simply the cost. Budget allowing, we suggest advertising in both the SubscrAg and SubscrJ. The next step would be to expand the advertisements by including a fee-based specialty society posting, a SubscrSoc.

Finally, for urgent, failed, difficult (eg, limited candidate availability), or high-budget searches, serious consideration needs to be given to hiring a professional search firm. This can be much more expensive but does have its advantages: these companies typically maintain listings of attractive candidates, prescreen applicants (eg, digitally or by interview), identify an applicant pool by personally contacting leaders in the chosen field, target print mailings based on such parameters as specialty or location, and avoid the costs of large human resources departments.

The question arose during this study as to why certain sites are always in the top 10 and top 5. The answer has to do with the algorithms Google uses to determine its search results or relevancy rankings. These algorithms calculate which websites most accurately match users’ search terms [7]. For example, an individual searching for rheumatology jobs will likely find that the 5th search result will have more relevant job advertisements compared with the 19th result, which could be a low-budget portal with advertisements for mostly irrelevant jobs. Another question arose concerning why Indeed appears multiple times in the search results for a given specialty. On closer inspection, it appears that Indeed pulls job advertisements from multiple sites. According to Forbes, these aggregator sites, including Simply Hired, Indeed, Snagajob.com, and Beyond.com, pull and reorganize postings from other job sites to make them easy to surf, eliminating the need for job seekers to go to multiple corporate websites looking for job advertisements [8]. For example, our college of medicine had an open position for an endocrinologist, which it advertised on its own website, and yet the same advertisement appeared on Indeed. It is interesting to
note that Monster and Career Builder, 2 sites synonymous with Web-based job advertisements, rarely appeared in the top 10 search results for any clinical specialty. These sites are clearly not the right forum for advertising or looking for clinical positions at academic institutions. It is also interesting to note that no search firms appeared in the top 5 results of any clinical specialty searched.

Limitations of the Research
There are several known limitations to the research conducted. First, only 1 search engine, Google, was chosen to conduct the searches based solely on its popularity among the general public. A random search of 1 or 2 specialties with the chosen keywords using search engines Bing and Yahoo! did yield slightly different results as far as the order in which results appeared. This could affect the composition of the top 10 and top 5 search results. Timing is another limitation. Searches were conducted on different days and at different times over the course of several weeks. When the same search (eg, endocrinology jobs) was test searched on different days and times, the same overall results were obtained; however, the rank order of results varied slightly. This could affect the top 10 and top 5 search results, as it appears that Google’s search results might have substantive changes in the approximate weekly time frame, but not daily. For example, someone searching for endocrinology jobs today may see Indeed as the tenth search result, but someone searching with the same terms next week may see Indeed at the ninth or even eleventh search result. However, after conducting 176 searches over the course of many weeks, the top 10 and top 5 search results rarely varied. Another concern regarding timing is that job seekers who are currently employed may be limited to searching only on weekends or in the evening hours; searches were not conducted during either of those 2 periods. Finally, our search approach only identifies potential candidates who are actively looking for jobs, as opposed to search firms that can expand the applicant pool to top talent not yet in the market to change employment. Exploring differences in expertise between active and passive candidates is outside the scope of this study.

Conclusions
Advice for Employers
On the basis of the results of these searches, the team conducting this study at the College of Medicine determined that the best approaches for future search committees charged with hiring clinicians at an academic institution are to (1) advertise on your institution’s own website; (2) check if an NoCoAg picked up that advertisement from your website; (3) if not, alter your advertisement accordingly or pay to advertise there; (4) consider paying for what could be costly SubscrAg services, based on whether you have the staff and resources to take advantage of contacting prospective candidates who have registered and created a career profile that contains (albeit limited) data, which could narrow down the search; (5) pay to advertise with a SubscrJ, which will depend on the reputation and competitiveness of the various journals in the particular specialty; (6) pay to advertise on 1 society website, which may be less practical when a particular field has multiple such organizations.

Advice for Job Seekers
On the basis of the results of these searches, job seekers should be aware of the following when searching for jobs on the internet: (1) trying multiple search engines might add a sense of completion but has diminishing returns; (2) test the search terms suggested in our tables but do not expect dramatically different results when viewing the first 2 search pages; (3) it is not likely to be productive to conduct the same search (ie, use the same keywords) multiple times per day, as you will likely get the same results—instead try again in a week’s time; (4) pay attention to patterns in search results, particularly in the top 10—sites that keep appearing likely have more relevant content; (5) it may be beneficial to create a profile in a SubscrAg, as it appears so often in the top 10 and top 5, and employers who register have access to your information.
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Top 5 Google search results for specialty and keyword jobs.
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Abstract

Background: Although patient data is available through electronic portals, little information exists about the benefits and/or challenges of providing patients with online access to their radiology images.

Objective: The aims of this quality improvement project were to understand patient attitudes toward being able to view their radiology images online and determine how information should be presented to ensure the images are helpful to the patients, rather than causing confusion and anxiety.

Methods: An online survey of consumers was conducted to evaluate attitudes toward online access to personal radiological images.

Results: A total of 105 responses were received from 686 community members (15.3%). Of 105 consumers, 94 (89.5%) reported a desire to have access to the radiology images within their online patient portal; 86.7% (91/105) believed it would help them better understand their medical conditions and 81.0% (85/105) said this would help them feel more in control of their care. Most respondents (74/105, 70.5%) said it would help them feel reassured that their doctor was doing the right thing, and 63.8% (67/105) said it would increase their level of trust in their doctor. Among surveyed patients, 78.1% (82/105) valued viewing their radiology images online, while 92.4% (97/105) valued their online radiology reports. Most patients (69/105, 65.7%) wished to discuss their results with their ordering clinician, 29.5% (31/105) wished to discuss with their interpreting radiologist, and 3.8% (4/105) wished to share their images on social media. The biggest potential concern among 23.8% (25/105) was that the images would be confusing.

Conclusions: A large majority of surveyed patients desired the ability to view their radiology images online and anticipated many benefits and few risks. Health care organizations with electronic health records and online patient portals should consider augmenting their existing portals with this highly desired feature. To avoid the biggest patient concern, radiology reports should accompany images. Patients wanted to discuss their results with their ordering physician and their interpreting radiologist. Some even would like to share results on social media. Further research on the actual experience with such a tool will be needed.

(J Med Internet Res 2019;21(7):e12595) doi:10.2196/12595
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connected health; electronic health records; information transparency with patients; online patient-physician communication; online patient portal; radiology images; second opinion; social media; test result management
Introduction

Online patient portals linked to electronic health records (EHRs) typically offer tools such as online communication between patient and clinician and patient access to portions of their medical record data, which includes test results, radiology reports, and pathology reports. Patients have long expressed a desire to view their medical reports, with expected benefits and few perceived risks [1]. More recently this includes viewing reports via online tools [2-6]. The nationwide Open Notes initiative took this further in 2011 [7,8]. Surveys demonstrated patient interest in viewing their radiology reports and images, and patients perceive there are potential benefits from doing so [9,10]. Although other institutions, such as the Mayo Clinic and the Department of Veterans Affairs have image-enabled their patient portals, to our knowledge there have been few published surveys regarding patient perceptions of the advantages of being able to view their own radiology images online. Greco et al [11] conducted a limited survey of patients viewing images in a personal health record (PHR) and found they responded favorably to having access to their images while expressing a high level of concern for the privacy of their health information.

A group composed of clinical and imaging informatics specialists focused on improving health care technology developed a method to offer patients the ability to view radiology images associated with their radiology report in the online patient portal. However, we were uncertain about how this new tool might be received by the patient population. Therefore, we decided to solicit opinions from an online community in order to gauge interest prior to implementation.

Methods

Survey Design

We designed a survey to evaluate attitudes of patients regarding the ability to view their own radiological images online; it was intended to serve as a baseline survey to be refueled postimplementation (see Multimedia Appendix 1 for the survey instrument). The project was initiated by an information technology program manager (KS), senior market research analyst (CH), physician imaging informaticist (PS), and chief medical information officer (C-TL). We conducted this project as market research and quality improvement with an established panel of volunteer community members across Colorado; therefore, the study was exempt from review by the institutional review board.

Target Population

This was a preintervention survey of 686 community members, many of whom were patients at UCHealth. The UCHealth Insights Community exists to collect community feedback in order to help UCHealth elevate how health care providers interact with the community and continuously evolve the health care experience and reflects the demographics of the health care decision makers in Colorado. Members are recruited via community partnerships, social media, and the UCHealth website, including My Health Connection (UCHealth’s online patient portal). The screening criteria required for community members to join the Insights Community are that they must live in Colorado, cannot work in health care, must be involved in their household’s health care decisions, must have health insurance, and cannot participate in more than three online research communities. There were no additional participation criteria set for this quality improvement project. This online feedback community is hosted by a commercial entity (My-Take.com).

Recruitment

Potential participants received one email invitation describing the purpose of the survey and the opportunity to participate and one email reminder if they had not yet completed the survey. With previous surveys in this community, further reminders did not increase response rates. The survey was available for six days. Participants were reminded that their participation would earn them an entry into a monthly prize drawing, in accordance with the UCHealth Insights Community site policy. This prize drawing was standard procedure for the Insights Community independent of this particular survey. Participants from the Insights Community were surveyed in July 2018.

Statistical Analysis

Descriptive information regarding demographics of participants was collected along with behavioral components related to this survey—specifically whether they were a UCHealth patient, had used radiology services in the past year, and had used an online patient portal at that time to manage their health. To gauge interest in the option to have radiology images provided online within their patient portal, we examined the distribution of responses to questions across a range of categorical and ordinal variables within the survey. After reading through all responses, open-ended responses were coded manually, sorting each response into a bucket. Buckets were developed by determining which themes came up most frequently. One response could be coded into multiple buckets, for example “Understanding the results and why my doctor is making recommendations. Sharing with surgeons, etc.” was coded as both “increase understanding” and “conveniently see/share results.” We rated responses to quantitative questions about value from 1=not at all valuable to 5=extremely valuable. We rated responses to questions about level of agreement from 1=strongly disagree to 5=strongly agree. In order to report the survey results as percentages, Likert scores are reflected as top 2 box scores or scores of a 4 or 5 on these 5-point scales. We conducted all statistical analyses using Q Research Software version 5.4.5.0 (Displayr).

Results

Target Population

We received a total of 105 responses from a target population of 686 members who were invited to participate in this research, yielding a 15.3% response rate. The mean age of the sample was 50.37 (SD 15.08) years, and most respondents were female (74/105, 70.5%). A majority of the sample identified as white (85/105, 81.0). All respondents lived in Colorado, and 59.0 (62/105) of respondents were UCHealth patients. Over half (60/105, 57.1%) had used radiology services in the past year.
and approximately half of those respondents (31/60, 52%) had viewed their radiology report online. Most participants (80/105, 76.2%) used their online patient portal regardless of where they received care. The sample size was too small to detect differences in responses from those with and without portal accounts. There were no significant demographic differences between responders and nonresponders.

Survey Results

When asked whether they would want access to future radiology images online, 89.5% (94/105) said yes. Of these 94 respondents, 33 (35%) explained in the open-ended follow-up that this would help them to understand their radiology results at a higher level, especially when paired with their radiology report, and 27 respondents (29%) reported they desired the convenience of having access to their images online; 89.5% (94/105) of responders liked the idea of viewing their images in the online patient portal. The 10.5% (11/105) who disliked the idea were asked why. Open-ended responses indicated that people did not see a need for this offering (3/11) and would rather view and discuss their images in person with their doctor (4/11).

When assessing the value of online access to radiology images compared to radiology reports, 78.1% (82/105) found value in having online access to radiology images compared with 92.4% (97/105) who found value in radiology reports.

Participants rated their level of agreement with various statements regarding online access to radiology images. The full distribution can be found in Table 1. Access to online radiology images received high top 2 box scores for improved patient-doctor relationships: increased levels of trust (67/105, 63.8%), feeling reassured that their doctor is doing the right thing (74/105, 70.5%), and being able to better follow their doctor’s recommendations (74/105, 70.5%). Participants also agreed that viewing their images would help them to understand their medical conditions (91/105, 86.7%) and feel more in control of their health care (85/105, 81.0%). Few participants reported they were concerned with finding errors (10/105, 9.5%) or being worried (10/105, 9.5%) or confused (9/105, 8.6%) when viewing their images.

Anticipating that patients would have questions about their images, we asked participants how they would use their online images, and with whom they would most like to discuss their images; responses are shown in Table 2. Of the respondents, 80.0% (84/105) reported they would like the ability to share their images with their doctor, 78.1% (82/105) desired to save a copy directly from their online portal, 62.9% (66/105) would share their images with other doctors for a second opinion, and 3.8% (4/105) of our respondents indicated they would be interested in sharing their radiology images on social media.

Results to the voluntary open-ended question regarding the benefits of viewing images online are shown in Table 3. The convenience of seeing, saving, and sharing their images was cited by 48.6% of respondents (51/105); 46.7% (49/105) indicated that it would increase their understanding.

<p>| Table 1. Distribution of agreement with statements regarding online viewing of images (N=105). |
| Statement: I believe that viewing my radiology images online would cause me to... | Agreement with statement, scored on a 5-point scale, n (%) |</p>
<table>
<thead>
<tr>
<th></th>
<th>Disagree (bottom 2)</th>
<th>Neutral (middle 3)</th>
<th>Agree (top 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>...feel confused or have a lot of questions.</td>
<td>70 (66.7)</td>
<td>26 (24.8)</td>
<td>9 (8.6)</td>
</tr>
<tr>
<td>...worry more.</td>
<td>74 (70.5)</td>
<td>21 (20.0)</td>
<td>10 (9.5)</td>
</tr>
<tr>
<td>...find errors in my radiology reports.</td>
<td>68 (64.8)</td>
<td>27 (25.7)</td>
<td>10 (9.5)</td>
</tr>
<tr>
<td>...trust my doctors more.</td>
<td>15 (14.3)</td>
<td>23 (21.9)</td>
<td>67 (63.8)</td>
</tr>
<tr>
<td>...feel reassured.</td>
<td>8 (7.6)</td>
<td>23 (21.9)</td>
<td>74 (70.5)</td>
</tr>
<tr>
<td>...better follow recommendations.</td>
<td>13 (12.4)</td>
<td>18 (17.1)</td>
<td>74 (70.5)</td>
</tr>
<tr>
<td>...feel more in control.</td>
<td>6 (5.7)</td>
<td>14 (13.3)</td>
<td>85 (81.0)</td>
</tr>
<tr>
<td>...better understand my medical condition.</td>
<td>4 (3.8)</td>
<td>10 (9.5)</td>
<td>91 (86.7)</td>
</tr>
</tbody>
</table>

<p>| Table 2. Participant responses to the question: What would you do with your online images? (N=105) |</p>
<table>
<thead>
<tr>
<th>Response</th>
<th>Agreement with statement, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share them with my primary care doctor, if they don’t have them already</td>
<td>84 (80.0)</td>
</tr>
<tr>
<td>Save a copy for my records</td>
<td>82 (78.1)</td>
</tr>
<tr>
<td>Share them with other doctors for a potential second opinion</td>
<td>66 (62.9)</td>
</tr>
<tr>
<td>Share them on social media</td>
<td>4 (3.8)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (7.6)</td>
</tr>
<tr>
<td>None of the above</td>
<td>6 (5.7)</td>
</tr>
</tbody>
</table>

It would help me understand my condition better, and it would give me more time to formulate questions for my doctor.
Table 3. Benefits described by participants when asked the open-ended question: What would the benefits be of viewing your radiology images online? (N=105)

<table>
<thead>
<tr>
<th>Benefit of viewing images</th>
<th>Value n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conveniently see, save, and share images</td>
<td>51 (48.6)</td>
</tr>
<tr>
<td>Increase understanding</td>
<td>49 (46.7)</td>
</tr>
<tr>
<td>Increase level of control</td>
<td>12 (11.4)</td>
</tr>
<tr>
<td>Use for second opinion from another doctor</td>
<td>10 (9.5)</td>
</tr>
<tr>
<td>Formulate/ask questions</td>
<td>9 (8.6)</td>
</tr>
<tr>
<td>Cool/curiosity</td>
<td>7 (6.7)</td>
</tr>
<tr>
<td>Avoid follow-up appointment</td>
<td>3 (2.9)</td>
</tr>
</tbody>
</table>

Table 4. Participant concerns expressed in response to the open-ended statement: Please explain any concerns about viewing your radiology images online. (N=105)

<table>
<thead>
<tr>
<th>Concern</th>
<th>Value n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No concerns</td>
<td>50 (47.6)</td>
</tr>
<tr>
<td>Would cause confusion</td>
<td>25 (23.8)</td>
</tr>
<tr>
<td>Security/privacy concerns</td>
<td>19 (18.1)</td>
</tr>
<tr>
<td>Can’t ask questions or get answers quickly</td>
<td>19 (18.1)</td>
</tr>
<tr>
<td>Mistakes (wrong images could be uploaded)</td>
<td>3 (2.9)</td>
</tr>
</tbody>
</table>

Participants also expressed how tedious it currently is to obtain a copy of their radiology images.

> It saves me the hassle of filling out a form, sending an email, making a trip to the doctor’s office, making four phone calls, and spending an hour on hold to make sure my specialist has everything they need for my appointment. That is what I had to do for the images, and the report still didn’t come across, so when I had a few moments I logged into the portal and printed out the report to bring with me. I would much rather take the self-service route to save me the time and stress of getting images from the facility to the doctor, plus I would have the opportunity to see the images myself and better understand the issue when discussing it with my doctor.

Participants concerns when asked the voluntary open-ended question about viewing their images online are shown in Table 4. Of the respondents, 47.6% (50/105) said they had no concerns. Concerns regarding confusion (23.8%, 25/105) and security/privacy (18.1%, 19/105) were the most prevalent.

> Not understanding what I’m looking at is a big concern. There is a reason that doctors go to school to learn how to read images. This is why the radiology report is also essential. It ties the two together.

> I worry a little about security but would hope that you guys provide encrypted portals, passwords, etc.

In response to question 11, 65.7% of respondents (69/105) reported they would prefer to discuss their images with the doctor who referred them to radiology, and 29.5% (31/105) would rather discuss with the radiologist who wrote their report.

The final question of the survey asked participants to rate the idea of being able to view their radiology images in their online patient portal. The response from 86.7% (91/105) was favorable, which resulted in a top 2 box score.

Discussion

Principal Findings

Our main finding is that our respondents had a high level of interest in viewing their images with a surprisingly low level of concern about possible confusion. Overall, patients preferred to view their images alongside the reports, as viewing images without the report was seen as potentially confusing. Patients also had a strong interest in being able to download their images from the portal. Patients expressed frustration with the current process that requires they come to the radiology file room, request a CD of images, then physically transport the CD to the recipient, who may not have a CD drive. A small percentage of patients also expressed an interest in sharing their images on social media.

Multiple previous reports, including the Open Notes literature [7,8], have described the benefits of patient access to their medical record via an EHR-based patient portal in both the ambulatory and inpatient settings. These include a sense of increased feelings of empowerment and autonomy, “including control, understanding, reassurance, and following recommendations” [12,13]. Patients have also described feeling an increased ability to coordinate their own care and remember important health care tasks and an improved sense of participating in their own care [4]. Anticipated risks such as increased patient worry and increased provider workload have not been borne out [12]. Interestingly, such access has not been shown to improve health status [3].
Radiology has also embraced the value to both patients and the specialty of increased visibility of imaging reports to and greater interaction with patients, with the Radiology 3.0 initiative serving as a foundation [14]. This has focused on direct contact with patients via consultation clinics or widespread face-to-face transmission of reports to patients by interpreting radiologists [15]. To date, this has gained the most traction in the breast imaging sphere [16]. Patients have indicated their desire to view their reports quickly and in understandable detail [5]. Multiple reports have demonstrated that patients value online access to their imaging reports and that doing so does not increase workloads for the ordering providers [17]. Interestingly, patients have indicated that although they value direct access to their reports, they prefer to first hear the results from their ordering provider and prefer to review their images with their provider when receiving the results [9,18]. While some patients do not wish to view their images, for those who do the experience can offer a powerful way to connect with their illness, with their provider, and should be offered [10].

Limitations
This baseline survey had a low response rate (15%) among community members, consisted mostly of female respondents (70%), and was performed at one institution in one geographical location, which may limit the generalizability of these findings. However, the response rate was typical of response rates in other market research surveys. For example, Greco et al [11] had a 19.6% response rate in their survey of patients using a PHR for image exchange and viewing. In question 6, we asked about the value of viewing reports and viewing images and did not give an option for viewing images with reports. This may have been confusing to respondents and makes interpretation of the responses potentially ambiguous. Our community members expressed a high level of interest in radiology images, which may reflect members who were patient portal users (76%). However, the level of high interest is similar to the greater than 80% interest in images seen in previous reports [9].

Comparison With Prior Work
A consortium of four academic institutions (Mt. Sinai New York, University of California San Francisco, Mayo Clinic, and University of Maryland) collaborated to provide their patients with a personal health record (PHR) that included image viewing using the Radiological Society of North America’s Image Share Network [11]. We note that, unlike our integrated project, this publicly available image viewing site is separate from their health care organization’s patient portal. Their survey of users focused primarily on satisfaction with the specific technologies available (eg, CD or internet) for image downloading and viewing. They found that 96.5% responded favorably to having access to their images and imaging reports and 78% viewed their images independent of their providers. Patients were concerned about the privacy of the PHR (67% to 78%), but other potential concerns were not explored. They also did not assess patient preference for viewing their images with others (provider, family, social media) nor did they solicit additional feedback as we did.

Future Directions
Our health system is in the process of implementing radiology image viewing through the online patient portal and plans to report on the findings and experiences of patients actually viewing their images online. We will enable image viewing using the currently available enterprise viewer provided with our Picture and Archiving Communication System. This is a view-only system currently optimized for desktop viewing. Based on the survey feedback, patients will be able to download and/or share their images using an existing commercial image exchange tool, which is currently used by the health system for image exchange between health care institutions and providers but not yet embedded in the patient portal. This functionality will allow patients to upload and download their images via CD, thumb drive, and the cloud. The enterprise is also currently evaluating mobile friendly viewers that will further enhance and simplify the patient experience. An important means for supporting patient’s questions about radiology images will be a tool allowing easy communication between the patient and the ordering provider as well as the interpreting radiologist (personal communication by Alexander J. Towbin, MD, on 10/28/2018). As momentum grows for immediate access by patients to all their images and reports, the ability to communicate directly with the interpreting radiologist may alleviate some ordering providers concern about potential patient anxiety and possible increased burden on them to respond to questions [19,20].

The interest in sharing radiology images on social media is worthy of exploration in future work. Possible motivations include ultimate transparency (eg, “I want everyone to know what I have”), seeking a second opinion (eg, “Maybe if I tweet this, some radiologists somewhere will have a different idea”), finding a community (eg, “Maybe someone else out there has the same thing and we can be friends”), or perhaps a cool factor (ie, “No one else can do this, look at me!”).

Conclusions
A large majority of surveyed patients desired the ability to view their radiology images online and anticipated many benefits and few risks. Health care organizations with EHRs and online patient portals should consider augmenting their existing portals with this highly desired feature. Further research on actual experience with such a tool will be needed and helpful.
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Abstract

Background: Patient-facing health information technology (HIT) tools, such as patient portals, are recognized as a potential mechanism to facilitate patient engagement and patient-centered care, yet the use of these tools remains limited in the hospital setting. Although research in this area is growing, it is unclear how the use of acute care patient portals might affect outcomes, such as patient activation.

Objective: The aim of this study was to describe the use of an acute care patient portal and investigate its association with patient and care partner activation in the hospital setting.

Methods: We implemented an acute care patient portal on 6 acute care units over an 18-month period. We investigated the characteristics of the users (patients and their care partners) of the patient portal, as well as their use of the portal. This included the number of visits to each page, the number of days used, the length of the user’s access period, and the average percent of days used during the access period. Patient and care partner activation was assessed using the short form of the patient activation measure (PAM-13) and the caregiver patient activation measure (CG-PAM). Comparisons of the activation scores were performed using propensity weighting and robust weighted linear regression.

Results: Of the 2974 randomly sampled patients, 59.01% (1755/2974) agreed to use the acute care patient portal. Acute care patient portal enrollees were younger, less sick, less likely to have Medicare as their insurer, and more likely to use the Partners Healthcare enterprise ambulatory patient portal (Patient Gateway). The most used features of the acute care patient portal were the laboratory test results, care team information, and medication list. Most users accessed the portal between 1 to 4 days during their hospitalization, and the average number of days used (logged in at least once per day) was 1.8 days. On average, users accessed the portal 42.69% of the hospital days during which it was available. There was significant association with patient activation on the neurology service ($P < .001$) and medicine service ($P = .01$), after the introduction of HIT tools and the acute care patient portal, but not on the oncology service.

Conclusions: Portal users most often accessed the portal to view their clinical information, though portal usage was limited to only the first few days of enrollment. We found an association between the use of the portal and HIT tools with improved levels of patient activation. These tools may help facilitate patient engagement and improve outcomes when fully utilized by patients and care partners. Future study should leverage usage metrics to describe portal use and assess the impact of HIT tools on specific outcome measures in the hospital setting.

(J Med Internet Res 2019;21(7):e13336) doi:10.2196/13336
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Background

The acute care setting presents challenges for patients and their care partners who often feel disengaged and disempowered [1]. The experience can be isolating and uncertain, and patients are often left out of the decision-making process [2]. Engaging patients and encouraging active participation in their care may help address these issues and have the potential to improve health outcomes as well as the quality and safety of care [3]. Health information technology (HIT) has been shown to promote patient engagement and patient-centered care [4]. Previous research by our group found that engaging patients and health care providers in the intensive care unit using patient-centered HIT tools was associated with a reduction in adverse events and improved patient satisfaction [5].

Providing patients access to their personal health records and health care information through patient portals may improve patient satisfaction, outcomes, and safety [6-9]. Given the incentives associated with providing patients access to health information through the Meaningful Use program, outpatient portals are becoming increasingly common [10]; however, the use of patient portals during acute care hospitalizations remains limited [11]. Although research on acute care patient portals is expanding [7,9,12,13], few large-scale clinical trials have been conducted, and evidence supporting their impact on improved health outcomes is currently insufficient. [4,11-15].

Patient activation represents an important outcome measure. It refers to a patient’s knowledge, skills, and confidence in managing their health condition [15]. Patient activation can be an indicator of patient engagement [16]. High levels of patient activation have been associated with lower costs and better outcomes [17-19]. Patient portals may represent a mechanism to improve patient activation; however, there is limited research assessing their association with patient activation in the acute care setting. For example, a recent randomized controlled trial conducted by Masterson-Creber et al found that access to an acute care patient portal did not significantly improve patient activation [20]. Similarly, O’Leary found that the use of an acute care patient portal had no significant effect on patient activation scores [21]. Another study found that patient activation scores increased over time with the use of an acute care patient portal designed for patients undergoing hematopoietic cell transplantation, but not linearly, suggesting that a sweet spot of utilization may exist [22]. However, these previous studies had small sample sizes and the study results may be insufficient to characterize the association of the use of an acute care patient portal with patient activation.

Purpose of the Study

In this study, we conducted a large-scale intervention, implementing a patient portal, along with a suite of patient and provider-facing tools, to promote patient-centered care in the acute care setting. We assessed portal usage and analyzed the association between the acute care portal and patient activation. We hypothesized that successful implementation and use of the patient portal by inpatients would result in greater knowledge of their care and increased patient activation.

Methods

Setting and Participants

The patient portal was developed and implemented as part of an Agency for Healthcare Research and Quality (AHRQ)–funded Patient Safety Learning Laboratory (PSLL) project at Brigham and Women’s Hospital (BWH), a large tertiary care center in Boston, Massachusetts. The PSLL project aimed to develop and implement a suite of HIT tools to engage patients and providers in improving quality and safety in the acute care setting. The HIT tools included a provider-facing safety dashboard [23], bedside safety display [24], and a patient portal (Figure 1). The provider-facing safety dashboard was used as a care team rounding tool and was only accessed by the health care providers [23]. The bedside safety display was both provider and patient facing. All patients were continuously exposed to the personalized bedside display monitor, whereas providers were intermittently exposed when in the patient room [24]. Randomly selected patients also received the patient portal that was a patient-facing tool accessed via a tablet computer or mobile device. These tools were implemented for an 18-month period from December 2016 to May 2018.

The PSLL tools were implemented using a randomized stepped-wedge design. Implementation of the intervention and recruitment for the patient portal began on a new inpatient unit every 1 to 2 months. In total, 6 units participated, including 3 general medicine, 1 neurology, and 2 oncology units. Patient activation was measured at 2 time points with 3 distinct groups of patients: (1) preintervention (usual care), (2) postintervention (patients exposed to the safety dashboard and bedside display), and (3) postintervention (patients exposed to the safety dashboard, bedside display, and patient portal).
The Patient Portal

The patient portal was a Web-based application specifically designed for the acute care setting. It leveraged vendor-based (Epic Systems Inc) electronic health record (EHR) data to provide patients and families access to the real-time information and educational content needed to proactively engage in their care during hospitalization. Features of the portal included the following: personalized safety reminders and a fall prevention plan (Fall TIPS) [25]; names and photos of care team members, medication lists, laboratory test results; a method to report safety concerns (MySafeCare) [26]; and general hospital information (Multimedia Appendix 1). In December 2017, a discharge preparedness checklist was added to the portal, and in March 2018, a safety issues dashboard was added to enhance the portal content and promote patient engagement. A mobile app was also developed with the same functions and features. The user interface and content of the patient portal were developed in collaboration with patients and their care partners through participatory iterative design [5,24].

Recruitment and Enrollment

Research staff approached randomly selected patients or their care partners (health care proxies) on study units each weekday to offer the use of the patient portal. Patients who did not speak English, were not alert and oriented, had impairments that prohibited the use of the portal, or did not have a health care proxy were excluded. All other patients on the study units and on a medicine, neurology, or oncology service were eligible to participate. Patients were offered use of the portal on a tablet computer (iPad; Apple, Inc) provided by the study or their own device for the duration of their hospital stay. The mobile version was offered beginning in December 2017, available to download as a mobile app on Apple devices. An email address (or username) was required to set up a secure account and the research staff gave a brief orientation to the portal. More than one user could be created with the patient’s permission (eg, patient and family member). The study staff provided their contact information, including an email address and phone number, for additional support. All study activities were approved by the Partners Healthcare Institutional Review Board.

Measures and Data Analysis

We measured patient and care partner use of the portal by recording user actions in our database and leveraged previously reported measures of portal usage for comparison [7,11,20,22,27-29]. Measures included the number of visits to each page, the number of days used, length of users’ access period, and average percent of days used during the access period. Demographic characteristics of patients who enrolled and patients who declined to participate were obtained from our EHR, and differences in portal users and nonusers were compared using a Fischer exact test and robust chi-square tests [30]. Owing to a technical issue in our database, portal activity for 136 users (136/1755, 7.75%) was not recorded. We compared the patient characteristics of this group with the other enrollees’ usage data in Table 1. There were no significant differences between the 2 groups; therefore, we conducted the analysis without the missing data.
## Table 1. Patient characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Patients that enrolled to portal (n=1755)</th>
<th>Patients that declined portal (n=1219)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Enrolled with usage data</td>
<td>Enrolled without usage data</td>
<td></td>
</tr>
<tr>
<td>Number of unique patients, n (%)</td>
<td>1619 (92.25)</td>
<td>136 (7.74)</td>
<td>.52</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>56.84 (17.29)</td>
<td>54.96 (19.00)</td>
<td>.35</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>883 (54.54)</td>
<td>81 (59.56)</td>
<td>.26</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1256 (77.58)</td>
<td>103 (75.74)</td>
<td>.58</td>
</tr>
<tr>
<td>Black or African American</td>
<td>202 (12.48)</td>
<td>16 (11.76)</td>
<td>—</td>
</tr>
<tr>
<td>Asian</td>
<td>28 (1.73)</td>
<td>4 (2.94)</td>
<td>—</td>
</tr>
<tr>
<td>Other(^a)</td>
<td>101 (6.24)</td>
<td>8 (5.88)</td>
<td>—</td>
</tr>
<tr>
<td>Unavailable</td>
<td>21 (1.30)</td>
<td>2 (1.47)</td>
<td>—</td>
</tr>
<tr>
<td>Declined</td>
<td>11 (0.68)</td>
<td>3 (2.21)</td>
<td>—</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>111 (6.86)</td>
<td>8 (5.88)</td>
<td>.91</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>1461 (90.24)</td>
<td>124 (91.18)</td>
<td>—</td>
</tr>
<tr>
<td>Unavailable</td>
<td>47 (2.90)</td>
<td>4 (2.94)</td>
<td>—</td>
</tr>
<tr>
<td>Primary language, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>1525 (94.19)</td>
<td>128 (94.12)</td>
<td>.95</td>
</tr>
<tr>
<td>Spanish</td>
<td>26 (1.61)</td>
<td>2 (1.47)</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>22 (1.36)</td>
<td>2 (1.47)</td>
<td>—</td>
</tr>
<tr>
<td>Unavailable</td>
<td>46 (2.84)</td>
<td>4 (2.94)</td>
<td>—</td>
</tr>
<tr>
<td>Charlson score, mean (SD)</td>
<td>2.39 (2.80)</td>
<td>2.26 (2.66)</td>
<td>.76</td>
</tr>
<tr>
<td>Insurance, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>777 (47.99)</td>
<td>73 (53.68)</td>
<td>.63</td>
</tr>
<tr>
<td>Medicaid</td>
<td>161 (9.94)</td>
<td>9 (6.62)</td>
<td>—</td>
</tr>
<tr>
<td>Medicare</td>
<td>626 (38.67)</td>
<td>49 (36.03)</td>
<td>—</td>
</tr>
<tr>
<td>Self-pay</td>
<td>36 (2.22)</td>
<td>3 (2.21)</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>19 (1.17)</td>
<td>2 (1.47)</td>
<td>—</td>
</tr>
<tr>
<td>Median income by zip code, mean (SD)</td>
<td>71,165.68 (26,541.36)</td>
<td>72,658.02 (28,874.67)</td>
<td>.56</td>
</tr>
<tr>
<td>Patient Gateway users, n (%)</td>
<td>286 (17.67)</td>
<td>32 (23.53)</td>
<td>.09</td>
</tr>
<tr>
<td>Length of stay(^b), mean (SD)</td>
<td>8.85 (8.99)</td>
<td>5.83 (5.83)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Includes Hispanic or Latino as a race choice.

\(^b\)First admission to time of first enrollment or decline.

\(^c\)No data.

We used the short form of the patient activation measure (PAM-13) [31] to assess patient activation. For patients who could not participate in the PAM-13 survey, we surveyed their caregivers using the caregiver version of PAM-13 (caregiver patient activation measure [CG-PAM]) [32] to assess their activation. The PAM-13 and CG-PAM are validated 13-item instruments, with scores ranging from 0 to 100, measuring patient skill, knowledge, and confidence for self-management of health conditions [31,32]. The PAM-13 has been shown to be reliable in both outpatient and inpatient settings [33]. The PAM-13 (or CG-PAM) was administered to a random sample of patients—including both patient portal users and nonportal users—across all study units before and after the implementation of the PSLL intervention. Research staff approached patients at multiple times throughout the day using randomized lists. In all cases, patients were approached approximately one to two days before their discharge. PAM surveys were anonymous and only identified on the unit level.
The preintervention period began 3 months before the implementation of the intervention (September-November 2016), and the postintervention period occurred for 18 months after the first implementation (December 2016-May 2018). Within each of the 3 services (medicine, oncology, and neurology), we compared PAM scores across the 3 groups (see Figure 1): (1) preintervention (usual care), (2) postintervention (safety dashboard and bedside display), and (3) postintervention (safety dashboard, bedside display, and patient portal). We noted that the goal was not to compare PAM scores across services but to compare the scores before and after the intervention on the service level. To assess whether patient-reported characteristics could confound PAM score differences within each of the 3 services, we used a Fisher exact test to compare categorical variables across the 3 intervention groups and we used robust chi-square tests [30] (which do not assume normality) to compare continuous variables across the 3 groups (see Multimedia Appendix 2). Differences in patient characteristics among the 3 groups were controlled for using a weighted propensity score analysis [34]. Within each of the 3 services, the propensities of patients being in the 3 groups were estimated using a multinomial logistic regression model that included the variables in the table in Multimedia Appendix 2 as covariates. Each patient was weighted by the inverse probability of being in their observed group, with the goal of balancing observable characteristics among the 3 groups within service. After propensity weighting, the balance among the characteristics in the groups is also given in Multimedia Appendix 2. In addition, after propensity weighting, within the service, comparisons of the ordinal PAM scores among groups were performed using robust weighted linear regression [30]. All analyses were performed using SAS version 9.4 (SAS Institute).

Results

Patient Characteristics and Participation

Of the 18,075 patients on our study units, 12,737 (12,737/18,075, 70.47%) patients met the inclusion criteria and 2974 (2974/12,737, 23.35%) patients were asked to use the portal (Figure 2). Of the patients who were approached by study staff, 1755 (1755/2974, 59.01%) patients were enrolled in the patient portal. The most frequent reasons patients cited for declining were that they were not interested (56.52%), were leaving the hospital soon (14.68%), it involved too much technology (14.52%), or they felt too sick or too tired (4.59%). Patients who enrolled to use the portal tended to be younger, less sick, less likely to have Medicare as an insurer, and were more likely to be registered for the Partners Healthcare enterprise ambulatory portal (Patient Gateway; Table 1). A total of 80.49% of users were patients whereas 19.51% were care partners, only 1.60% created multiple accounts. Of all the users, approximately 37% preferred to use their own devices over the tablet computers provided by the study team.

Figure 2. Recruitment flow diagram.
Use of the Patient Portal

A total of 1637 patients and care partners were enrolled and received initial teaching on the portal. Approximately 65% of users did not use the portal beyond the first day, 20.28 used the portal for 2 days, and 14.66% used the portal for 3 or more days (Table 2). Most users (95.42%) accessed the portal from 1 to 4 days. On average, users logged into the portal at least once a day for 1.80 days (range: 1-32 days) and logged in 42.69% of the days that they had access during their hospitalization. The Test Results page was the most frequently visited, followed by My Care Team and Medications pages (Figure 3).

Table 2. Use of patient portal.

<table>
<thead>
<tr>
<th>Usage measure</th>
<th>Portal users&lt;sup&gt;a&lt;/sup&gt;, n=1637</th>
<th>Source of measure and source results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participated in teaching after enrollment, n (%)</td>
<td>1637 (100.00)</td>
<td>_b</td>
</tr>
<tr>
<td>Accessed portal (after initial teaching), n (%)</td>
<td>—</td>
<td>Grossman et al, 2017 [28], 10 (100)</td>
</tr>
<tr>
<td>Accessed portal for, n (%)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1 day only</td>
<td>1065 (65.06)</td>
<td>—</td>
</tr>
<tr>
<td>2 days only</td>
<td>332 (20.28)</td>
<td>—</td>
</tr>
<tr>
<td>3 or more days</td>
<td>240 (14.66)</td>
<td>—</td>
</tr>
<tr>
<td>Accessed portal for, n (%)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1-4 days</td>
<td>1562 (95.42)</td>
<td>Dalal et al, 2016 [27], 200 (84), n=239</td>
</tr>
<tr>
<td>5-10 days</td>
<td>61 (3.73)</td>
<td>Dalal et al, 2016 [27], 39 (16), n=239</td>
</tr>
<tr>
<td>&gt;10 days</td>
<td>14 (0.86)</td>
<td>—</td>
</tr>
<tr>
<td>Days used (logged in at least once per day)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.80 (2.28)</td>
<td>Runaas et al, 2018 [22], 7.6 (6.3), n=20</td>
</tr>
<tr>
<td>Range</td>
<td>1-32</td>
<td>—</td>
</tr>
<tr>
<td>Days users had access (during hospitalization)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>6.20 (7.24)</td>
<td>Runaas et al, 2018 [22], 21.3&lt;sup&gt;c&lt;/sup&gt;, n=20</td>
</tr>
<tr>
<td>Percentage of days used during access period (during hospitalization)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>42.69 (27.71)</td>
<td>Dykes et al, 2017 [5], Grossman et al, 2018 [11], Brigham and Women’s Hospital patient-centered toolkit,63&lt;sup&gt;c&lt;/sup&gt;, n=194</td>
</tr>
<tr>
<td>Range</td>
<td>1.5-100</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Number of patient portal users—there can be more than one portal user per patient enrolled. Total users n=1637 (patients with 1 user only, n=1602; 2 users only, n=16; and 3 users, n=1).

<sup>b</sup>No data.

<sup>c</sup>SD is not available.

<sup>e</sup>median=3.17.
Patient and Caregiver Activation

There was an increase in PAM scores between the preintervention (usual care) group and the postintervention (safety dashboard and bedside safety display only) group on the neurology and medicine services but not on the oncology service (Table 3). On the oncology service, the mean PAM score decreased in the safety dashboard and bedside safety display only group, but the PAM scores in the patient portal group increased when compared with the usual care group. On the medicine service, the PAM scores increased in the safety dashboard and bedside safety display only group; however, there was a nonsignificant decrease in the patient portal group. All services showed an increase in mean PAM score in the patient portal group compared with the usual care group. Overall, after propensity weighting, the increase in PAM scores was statistically significant on the neurology and general medicine services. Although the sample size was too small to make formal comparisons, the observed CG-PAM score trends were similar to those seen with the PAM scores.
we reported previously with the Patient Portal. We found that patients used the portal for fewer days during the access period than we reported previously with the Patient Portal. We leveraged existing patient portal usage measures to describe the use of the acute care patient portal among enrollees to tools in addition to an increase in the group with access to an acute care patient portal. Approximately 60% of the patients and care partners approached chose to enroll in the patient portal. This is much higher than the 18% enrollment rate we saw in our previous study with the Patient Centered Toolkit (also from our organization, implemented on a medical intensive care unit and an oncology unit) [5]. Despite successfully enrolling more patients than a previous study [5], many patients still chose not to participate. The leading reasons were that they were simply not interested, whereas others felt overwhelmed by unfamiliar technology or felt too sick to participate. Similarly, our previous study of the Patient Centered Toolkit found that 2 frequent reasons given for declining were personal preference or pending discharge [27]. Although we did not formally investigate the reasons that patients were not interested in using the portal, anecdotaly we observed that many patients cited the use of other ambulatory patient portals such as Patient Gateway and did not want to use a second portal. Interestingly, this did not match our comparison of patient characteristics between those that enrolled and those that declined, which found that enrolled patients were more likely to be Patient Gateway users. This potential barrier to adoption was noted previously, along with a lack of access to the portal outside the hospital for care partners, which we also experienced, and it was recommended that access to an acute care patient portal be offered through ambulatory portals [27]. Providing these options in the future may help engage more patients and care partners in using similar technology.

We leveraged existing patient portal usage measures to describe the use of the acute care patient portal among enrollees to conduct comparisons. Overall, our portal usage was not as high as seen in previous studies (Table 2). Many patients did not use the patient portal beyond the first day, although there was a wide range of time periods that patients accessed the portal. We found that patients used the portal for fewer days during the access period than we reported previously with the Patient Centered Toolkit [5]. We were not able to distinguish between use on the first day during and after the initial teaching, and therefore were not able to directly compare with other research describing spontaneous use after initial teaching [7,28,29]. The average duration of portal use was also lower than what Runaas et al reported in their evaluation of an acute care patient portal, but it is possible that this is a result of the longer lengths of stay of their bone marrow transplant patient population [22]. We did not study patients’ perceptions of the portal or evaluate the usability of the portal during the intervention period. Patients may have found that the content was not useful to them or may have discovered usability or technical issues in accessing the portal; however, we met regularly with research staff who were enrolling patients on the clinical units and did not hear reports of usability issues from these staff.

We noted that the sample sizes for previous patient portal studies were much smaller than our study, and there was not enough data to conduct direct comparisons. Most of the previous studies were conducted as feasibility studies with small sample sizes. In contrast, our portal was implemented as a clinical trial, we approached close to 3000 patients and had limited resources for user support and follow-up. Although our study’s portal use demonstrated lower usage, we suspect one of the contributing factors may have been less engagement with users to encourage them to use the portal throughout their hospital stay. Our usage data imply that a one-time engagement with patients during portal enrollment was not enough to encourage continued use of the portal throughout the patients’ hospital stay. We have learned that ongoing support implemented into a clinical workflow may be key to successful implementation of an acute care patient portal and sustaining use beyond the research study.

Patients most often viewed their test results, care team members, and medication lists, similar to findings of other studies of acute care patient portals [27,28]. The tailored patient safety educational features that were unique to our patient-centered portal were not visited as often as we expected. We anticipated that these features could have impacted patient activation and safety. Although patients are interested in accessing their clinical information, we need a strategy to promote the use of additional portal features. Such strategies might include emphasizing the safety modules during teaching sessions or incorporating the use of the portal into formal patient education.
We found an association between patient activation and the use of patient-facing HIT tools in all study units, though not statistically significant in oncology. We hypothesized that the oncology service experienced different results because of organizational changes that occurred during our implementation period. In addition, many oncology patients were not able to participate in the PAM surveys and often had longer lengths of stay than patients on other services, contributing to the small sample size of oncology patients. This may have affected the results. The introduction of the bedside safety display on the neurology and medicine units may have led to the improved patient activation, and the use of an acute care patient portal in addition to the bedside safety display may have further improved patient activation. It is also possible that the patient groups surveyed had differing levels of activation at baseline; the patients who agreed to use the patient portal may have been more activated at baseline. This assumption was not always true based on our results—the bedside safety display group was more activated than the patient portal group in the medicine service. Overall, patient portals may help engage hospitalized patients and encourage active participation in care.

Limitations
This study has several limitations: it was designed as a pre-post trial; it was conducted at a single academic medical center; the tools were independently designed; and it was only accessible to English-speaking patients or care partners. Additional studies are needed to assess the generalizability of our findings. We aimed to assess patient activation for patients using the acute patient portal; however, the other HIT tools such as the provider-facing safety dashboard and bedside patient display were implemented for all intervention groups and, therefore, we could not evaluate the effect of portal use on its own. We found an association between patient portal use and patient activation, but this may have been attributed to use and exposure to other components of the intervention.

In addition, our database had a technical issue causing some patient portal usage data to be lost; however, this was less than 10% of participants and other than length of stay, patient characteristics were similar to those of other portal users. Finally, our mobile app was only available on Apple smartphones, limiting some users that may have preferred to use their own mobile device.

Conclusions
We found an association between the use of HIT tools, including a patient portal and patient safety display, and improved levels of patient activation in the inpatient setting. Such tools may be an effective mechanism to engage patients in their care and improve outcomes. Future study should continue to leverage existing usage metrics to assess patient portal use and focus on the impact of patient portals on specific outcome measures in the hospital setting.

Acknowledgments
This study was supported by a grant from the AHRQ: 1P30HS0235335 Making Acute Care More Patient Centered. The funders had no role in the design or conduct of the study; collection, analysis, or interpretation of data; or preparation or review of the manuscript. The authors also thank all members of the BWH PSLL research team.

Conflicts of Interest
DWB consults for EarlySense that makes patient safety monitoring systems. He receives cash compensation from CDI Negev Ltd, a not-for-profit incubator for HIT startups. He receives equity from Valera Health that makes software to help patients with chronic diseases. He receives equity from Clew that makes software to support clinical decision making in intensive care. He receives equity from MDClone that takes clinical data and produces deidentified versions of it. DWB’s financial interests have been reviewed by BWH and Partners HealthCare in accordance with their institutional policies.

Multimedia Appendix 1
Detailed description of patient portal features.

[PDF File (Adobe PDF File), 1MB - jmir_v21i7e13336_app1.pdf ]

Multimedia Appendix 2
Demographics for patient activation measure survey (control factors).

[PDF File (Adobe PDF File), 140KB - jmir_v21i7e13336_app2.pdf ]

References


Abbreviations

AHRQ: Agency for Healthcare Research and Quality
BWH: Brigham and Women’s Hospital
CG-PAM: caregiver patient activation measure
EHR: electronic health record
HIT: health information technology
PAM: patient activation measure
PSLL: Patient Safety Learning Laboratory
Validation of the Electronic Version of the International Index of Erectile Function (IIEF-5 and IIEF-15): A Crossover Study

Rob A A van Kollenburg1, MD; Daniel Martijn de Bruin1, PhD; Hessel Wijkstra1,2, PhD, IR

1Department of Urology, Amsterdam University Medical Centers, Location Amsterdam Medical Center, University of Amsterdam, Amsterdam, Netherlands
2Signal Processing Systems, Eindhoven University of Technology, Eindhoven, Netherlands

Corresponding Author:
Rob A A van Kollenburg, MD
Department of Urology
Amsterdam University Medical Centers, Location Amsterdam Medical Center
University of Amsterdam
Meibergdreef 9
Amsterdam, 1105 AZ
Netherlands
Phone: 31 205666465
Email: r.a.vankollenburg@amsterdamumc.nl

Abstract

Background: Patient-reported outcome measures (PROMs) are increasingly used to measure patient’s perspective of functional well-being, disease burden, treatment effectiveness, and clinical decision making. Electronic versions are increasingly feasible because of smartphone and tablet usage. However, validation of these electronic PROMs (ePROMs) is warranted for justified implementation. The International Index of Erectile Function (IIEF) 5 and 15 are widely used PROMs in urology to measure erectile dysfunction. Measurement reliability and validity testing of the IIEF ePROMs are essential before clinical application.

Objective: The aim of this study was to assess reliability and validity of an ePROM version of both IIEF-5 and 15.

Methods: This study included 179 patients from our urology outpatient clinic. It also had a randomized crossover design—participants completed either a paper and electronic IIEF-5 or 15 or twice completed an electronic version—with a 5-day delay. Internal consistency was assessed using Cronbach alpha and Spearman-Brown coefficient, test-retest reliability using the intraclass correlation coefficient (ICC), and convergent validity using the Pearson and Spearman correlation coefficient.

Results: A total of 122 participants completed the study. Internal consistency was excellent for the electronic IIEF-5 (ICC 0.902) and good to excellent for the domains of the IIEF-15 (ICC 0.962-0.834). Test-retest reliability was excellent for the IIEF-5 (ICC 0.924) and good to excellent for the domains of the IIEF-15 (ICC 0.950-0.778). Convergent validity was excellent for the IIEF-5 and IIEF-15, with a correlation of r=0.923 and r=0.951, respectively.

Conclusions: We successfully introduced patient-acceptable ePROM versions of the IIEF-5 and IIEF-15. This study’s results demonstrate that the ePROM versions of the IIEF-5 and IIEF-15 can be reliably implemented, as outcomes are reliable and in accordance with findings of the paper version.

Trial Registration: ClinicalTrials.gov NCT03222388; https://clinicaltrials.gov/ct2/show/NCT03222388

(J Med Internet Res 2019;21(7):e13490) doi:10.2196/13490
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Introduction

Background
The International Index for Erectile Function (IIEF) is a patient-reported outcome measure (PROM), widely used in urology to measure erectile dysfunction (ED), applied both in clinical research and in daily clinical practice [1]. The 15-item version was developed by Rosen in 1997, and a 5-item short version followed in 1999 [2,3]. Translations into over 32 languages and validation of these translations followed [1,4,5]. Electronic PROMs (ePROMs), the electronic version of PROMs, are increasingly used, as the internet is easily accessible through
mobile devices. The standard PROM is shifting from conventional paper and pen toward electronic administration, making ePROMs the (upcoming) new standard [6]. Attributing factors are smartphone use and subsequent development of patient-focused apps. Advantages of electronic administration are feasibility, automated calculations, reduced missing and ambiguous data, and increased compliance [7]. However, simple digitalization of existing PROMs does not assure reliability of ePROMs as administration, and subsequently outcomes, may be altered [6,8]. Therefore, reliability testing is advised to assure quality of ePROMs [8]. The extent of ePROM testing depends on the changes made during the PROM to ePROM transformation. Layout changes, for example, splitting the format into single questions, can be classified as a moderate level of modification [8]. For moderate-level modifications, a formal equivalence assessment of the electronic measure is advised, to show no significant difference in paper and electronic PROM scoring [8]. Given the fact that smartphone- and tablet-feasible ePROM versions of the IIEF-5 and 15 will probably include layout changes, reliability and validity testing of the IIEFs is therefore needed to assure outcome quality.

Aim

The primary objective of this study was to develop an ePROM version of both the IIEF-5 and IIEF-15 and test reliability and validity in a male population.

Methods

This observational study was conducted in a tertiary medical center, the Amsterdam University Medical Centers (UMCs), location Amsterdam Medical Center. The study received an ethics review waiver from the Institutional Review Board (W17.281), and the study was registered on Clinical Trial.gov (NCT03222388).

Study Population

Male patients visiting the outpatient clinic of the urologic department were eligible for participation, patients were enrolled during a 6-month period, from July 2017 to December 2017. Screening for study eligibility (eg, inclusion and exclusion criteria and general health status) was based on information in the electronic patient file. Screening was performed by a medical doctor (RK, the primary author). Eligible patients were approached at the outpatient clinic before consultation. When interested, patients were informed about the study, and written informed consent was obtained. Inclusion criteria comprised males ≥40 years of age, in possession of an electronic device (smartphone/tablet/laptop), and fluent in Dutch. Exclusion criteria were adjustment of treatment during consultation (especially ED treatment), unable to provide informed consent, or unfit according to the medical doctor (eg, poor general health status).

International Index for Erectile Function 5 and 15

The IIEF-15 comprises 15 items divided into 5 domains: erectile function, orgasmic function, sexual desire, intercourse satisfaction, and overall satisfaction, respectively. The IIEF-5 comprises 5 items from the IIEF-15, 4 from the erectile function domain, and 1 from intercourse satisfaction. Response options for each item ranged from 1 to 5, and occasionally the option “0,” depicting no sexual stimulation/intercourse. Scores are summed. Both versions have official Dutch translations [2,4].

Study Design

A total of 179 participants were randomly assigned by the database management system (DMS) to the IIEF-5 or IIEF-15. Participants were hereafter randomly assigned to 2 groups: electronic version followed by electronic version (EE) or paper version and electronic version (PE). Primarily, participants in the PE group would randomly fill out either the paper or electronic IIEF to correct for order effects. This resulted in 6 different groups: (1) IIEF-5 paper electronic, (2) IIEF-5 electronic paper, (3) IIEF-5 electronic, (4) IIEF-15 paper electronic, (5) IIEF-15 electronic paper, and (6) IIEF-15 electronic. Participants were stratified on the basis of age <60 or ≥60, to improve group homogeneity on the basis of expected experience with internet/mobile devices.

Study Methods

Participants assigned to a group with paper IIEF received this PROM in a sealed envelope during inclusion. The paper IIEF was returned to the researcher by an included return envelope with a stamp.Received paper IIEFs were coded and data were entered in the DMS. In case of missing data, the input was left blank. Participants received 2 emails containing a link to the ePROM, which could be completed at home at any convenient moment. The first invitation was sent 1 day postinclusion. A second invitation was sent 5 days after completion of the first ePROM. Reminders were sent twice, with a 3-day delay. If necessary, a personal reminder followed. The emails contained a link that redirected to a Web-based questionnaire. The first questionnaire started with several general questions, followed by either instructions for paper IIEF administration or the ePROM IIEF. This second questionnaire started with instruction or ePROM, followed by several evaluation questions.

Electronic Patient-Reported Outcome Measure System

The electronic questionnaire system for IIEF administration was built as part of the DMS (available for specific users at ts-innovations.com) [9]. The system was equipped with an ePROM module and automated invitations. The system worked as a Web-based environment with an identical interface across platforms (eg, Safari, Chrome, computer, and smartphone). The system displayed one PROM item at a time, and the patient had to click for the next question. This made it possible to display almost all information on the screen, without the need for scrolling. A system preview is presented in Figure 1.
Electronic Patient-Reported Outcome Measure User Experience and Feasibility

After completion of the study, participants were asked about their willingness and preference to complete either only the PROM or ePROM or both. In addition, participants were asked to rate the overall ePROM quality on a scale of 1 to 10.

Statistical Methods

Descriptive analyses were used for comparison of patient characteristics and feasibility outcomes. A 2-sided alpha level of .05 was considered statistically significant. Statistical analyses were performed using SPSS version 24.0 (SPSS inc).

Sample Size

A total sample size of 172 participants was calculated for this study.

Sample Size: Paper Version and Electronic Version Groups

A 2-sided 95% CI was computed using the large sample normal approximation for an intraclass correlation on the basis of 2 PROMs, and it will extend about 0.100 from the observed intraclass correlation when the expected intraclass correlation is 0.880. This resulted in a sample size of 25. Anticipating a 20% dropout resulted in a sample size of 25 participants, thus resulting in 50 participants in total. The expected ICC of .88 was extracted from the Dutch IIEF-5 translation [4]. All sample sizes were calculated with the nQuery advisor software, provided by the Amsterdam UMC.

Measurement Properties

The measurement properties were tested by the following methods:

1. The internal consistency is a measure of the extent to which items in a questionnaire scales and subscales are correlated, thus measuring the same concept [10]. The internal consistency was calculated for both paper and electronic IIEF data from the PE groups by Cronbach alpha or Spearman-Brown coefficient for 2-item subscales. An alpha ≥ .9 reflected an excellent internal consistency, .9 > alpha ≥ .8 reflected good consistency, and .8 > alpha ≥ .7 reflected acceptable internal consistency.

Sample Size: Electronic Version Followed by Electronic Version

A 2-sided 95% CI was computed using the large sample normal approximation for an intraclass correlation based on 2 PROMs, and it will extend about 0.100 from the observed intraclass correlation when the expected intraclass correlation is 0.880. This resulted in a sample size of 21. Anticipating a 20% dropout resulted in a sample size of 25 participants, thus resulting in 50 participants in total. The expected ICC of .88 was extracted from the Dutch IIEF-5 translation [4]. All sample sizes were calculated with the nQuery advisor software, provided by the Amsterdam UMC.
2. The test-retest reliability is the reliability of a test over time. The agreement between 2 repeated measurements was addressed with use of the ICC. These results were calculated based on the EE group results.

3. Convergent validity was also assessed. Support for this type of validity is provided if the total scale score and the subscale scores of the electronic version correlate substantially with the concerning scores of the original paper version. Convergent validity was analyzed using the Pearson correlation coefficient (r) or, when appropriate, Spearman rank correlation coefficient (rs) to determine the strength of the association between the paper and electronic IIEF.

For the ICC, a 2-way mixed-effect model, single measurement, and absolute agreement model was used. An ICC ≥0.9 reflected an excellent reliability, 0.9> ICC ≥0.75 reflected good reliability, and 0.75> ICC ≥0.5 reflected acceptable reliability, and <0.5 reflected poor reliability [11]. Pearson values r ≥0.5 reflected strong correlation, 0.5> r ≥0.3 reflected moderate correlation, and a 0.3> r reflected weak correlation. A rank correlation of rs ≥0.5 reflected strong correlation, 0.5> rs >0.3 reflected moderate correlation, and 0.3> rs >0.1 reflected weak correlation [12].

Data Safety
Data safety was guaranteed, as the emailed link redirected participants to a safe, validated, secured, Web-based environment. Information was directly stored in the DMS. No information was saved on the device itself, and all communication with the DMS was via an encrypted connection. The DMS was certified to store medical data (ISO9001, 14001, 27001:2013, and NEN7510). This was in line with Dutch guidelines and law concerning electronic collection of medical information.

Results
Participant Characteristics
A total of 179 men were included in this study. A total of 122 participants completed the study and were included in the final analysis. Figure 2 provides an overview of participant allocation over groups, number of participants who completed the study, and numbers and reasons for participant exclusion. The overall mean age was 61.3±9.5 years (range 41-81 years). An extensive overview of participant characteristics is available in Multimedia Appendix 1. The mean time between (e)PROM completion was 7.26±4.23 days, ranging from 5 to 32.

Figure 2. Participant inclusion and group allocation criteria (dark grey boxes). In the white boxes, the boxes contain the number of included participants per group. In the red boxes, the boxes contain excluded participants with reasons for exclusion. The green boxes show the number of included participants in the final analyses. EE: electronic version followed by electronic version; IIEF: International Index of Erectile Function; PE: paper version and electronic version; PROM: patient-reported outcome measure.

Internal Consistency
The internal consistency of the IIEF-5 is excellent for both the paper and electronic version (Table 1). The internal consistency for the paper IIEF-15 domains is good to excellent, ranging from 0.846 to 0.971.
Table 1. Internal consistency measured by Cronbach alpha or Spearman-Brown coefficient.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Paper</th>
<th>Electronic</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIEF-5</td>
<td>.954^b</td>
<td>.902^b</td>
</tr>
<tr>
<td>IIEF-15</td>
<td>.974^b</td>
<td>.840^b</td>
</tr>
<tr>
<td>Erectile function</td>
<td>.955^b</td>
<td>.962^b</td>
</tr>
<tr>
<td>Orgasmic function</td>
<td>0.971^c</td>
<td>0.937^c</td>
</tr>
<tr>
<td>Sexual desire</td>
<td>0.887^c</td>
<td>0.848^c</td>
</tr>
<tr>
<td>Intercourse satisfaction</td>
<td>.935^b</td>
<td>.917^b</td>
</tr>
<tr>
<td>Overall satisfaction</td>
<td>0.890^c</td>
<td>0.924^c</td>
</tr>
</tbody>
</table>

^aIIEF: International Index for Erectile Function.
^bFor Cronbach alpha.
^cFor Spearman-Brown coefficient.

Table 2. Reliability of the electronic International Index for Erectile Function, calculated with the intraclass correlation coefficient.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Intraclass coefficient (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIEF-5 EE^b (n=25)</td>
<td>0.924 (0.837-0.966)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IIEF-15 EE (n=22)</td>
<td>0.933 (0.847-0.971)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Erectile function</td>
<td>0.778 (0.501-0.905)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Orgasmic function</td>
<td>0.823 (0.619-0.923)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sexual desire</td>
<td>0.950 (0.883-0.979)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intercourse satisfaction</td>
<td>0.878 (0.733-0.947)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

^aIIEF: International Index for Erectile Function.
^bEE: electronic version followed by electronic version.

cTest-Retest Reliability Electronic International Index for Erectile Function

The test-retest reliability of the electronic version of the IIEF-5 was excellent with an ICC of 0.924 and 95% CI of 0.837-0.966 (Table 2). For the IIEF-15, the test-retest reliability was excellent for the domains erectile function and intercourse satisfaction, with an ICC of 0.933 and 0.950, respectively. The domains orgasmic function, sexual desire, and overall satisfaction were good with an ICC of 0.778, 0.823, and 0.878, respectively. All calculated correlation coefficients were significant (P<.001).

Convergent Validity

The convergent validity for the IIEF-5 calculated by Pearson correlation coefficient was r=0.923 (Table 3). The overall correlation for the IIEF-15 scale was excellent, r=0.951. The correlations for the IIEF-15 subdomains ranged from 0.987 to 0.900. All calculated correlations were excellent and significant (P<.001).
Table 3. Concurrent validity across the paper and electronic International Index for Erectile Function, calculated with the Pearson correlation coefficient and Spearman rank correlation coefficient.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Correlation</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIEF²-5 PE a b (n=41)</td>
<td>0.923c</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IIEF-15 PE (n=34)</td>
<td>0.951c</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Erectile function</td>
<td>0.987c</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Orgasmic function</td>
<td>0.947d</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sexual desire</td>
<td>0.900d</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intercourse satisfaction</td>
<td>0.973c</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Overall satisfaction</td>
<td>0.917d</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aIIEF: International Index for Erectile Function.
bPE: paper version and electronic version.
cFor Pearson correlation coefficient.
dFor Spearman rank correlation coefficient.

Table 4. Feasibility outcomes.

<table>
<thead>
<tr>
<th>Evaluating question</th>
<th>IIEF²-5</th>
<th>IIEF-15</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Willingness to complete either</td>
<td>Only electronic 6 (15%);</td>
<td>Only electronic 8 (26%);</td>
<td>.81</td>
</tr>
<tr>
<td>complete paper, electronic, or</td>
<td>Only paper 6 (15%);</td>
<td>Only paper 1 (3%);</td>
<td></td>
</tr>
<tr>
<td>both IIEF</td>
<td>Both 27 (60%)</td>
<td>Both 22 (71%)</td>
<td></td>
</tr>
<tr>
<td>Preference to complete either</td>
<td>Electronic 25 (64%); Paper</td>
<td>Electronic 18 (58%); Paper</td>
<td>.52</td>
</tr>
<tr>
<td>the paper or electronic IIEF</td>
<td>8 (21%); None 6 (15%)</td>
<td>8 (26%); None 5 (16%)</td>
<td></td>
</tr>
<tr>
<td>Electronic IIEF: overall rating</td>
<td>7.8 (SD 1.3; range 4-10)</td>
<td>7.8 (SD 1.0; range 6-10)</td>
<td>_b</td>
</tr>
</tbody>
</table>

aIIEF: International Index of Erectile Function.
bNot applicable.

Feasibility

Participants preferred an electronic version of the IIEF. After completion of both the PROM and ePROM IIEF, 69% of the IIEF-5 and 71% of the IIEF-15 participants were willing to complete both paper and electronic versions (Table 4). A vast majority preferred the electronic versions with 64% and 58%, respectively. These numbers are similar to other studies [8]. Overall rating was 7.8 for both the IIEF-5 and IIEF-15.

Participant Dropout

The actual number of participant dropout was higher than expected during sample size calculation. The actual number is 57 (32%), compared with the expected number of 28 (20%). A considerable number of participant dropout was a consequence of participants not starting at all (n=28, 49%) and paper IIEF’s not received by the authors (n=19, 33%). All reasons for dropout and missing data are shown in Figure 2.

Discussion

Principal Findings

The objective of this study was to develop ePROM versions of the IIEF-5 and 15 and test reliability and validity. The findings from this study demonstrated that both the electronic IIEF-5 and the IIEF-15 showed good-to-excellent internal consistency, test-retest reliability, and convergent validity to their paper version.

Comparison With Literature

Outcomes of this study are in line with outcomes of previous validation studies of related PROMs. Reliability outcomes are in accordance with literature. The ICC of 0.924 for the IIEF-5 is in line with the ICC of 0.960 found in earlier research on electronic testing [13]. The ICC outcomes for the IIEF-15 ranging from 0.950-0.778 are in line with expectations of descriptive literature [8]. Findings are also in line with other review articles that compared ePROM validation outcomes [6,7]. It can be argued that the electronic IIEF-5 validation was redundant, as it was already shown on personal digital assistant (PDA) by Matthew et al [13]. However, a smartphone/computer differs from a PDA interface, and the study of Matthew at al used an interval of 30 min, whereas a washout period of at least 2 days is advised [8]. Therefore, we decided to include the IIEF-5 as well. Feasibility outcomes show that participants were willing to fill both versions, with a preference for the electronic version. This is in line with the increasing interest for ePROMs and their validation.

Strengths and Limitations

The strengths of this study are the time between administrations, inclusion of the test-retest group, and administration at home. As other studies complied with a time delay of 30 min between
administration moments, this study had a 5-day delay [6]. This reduced carryover effects, and this thus improved quality and reliability of the outcomes [8]. Furthermore, we decided to include a group that administrated the questionnaire twice electronically, hereby we could show the test-retest reliability of the electronic versions. A last strength of this study is the moment of administration. As invitations were sent via email, participants could complete the IIEF at home. This resulted in a standardized administration environment, which is identical to future administration factors; this improved the data quality. The limitations of this study concern the included population and dropout numbers. For this study, we chose the general population of our outpatient clinic. This resulted in a more heterogeneous population than specifically men with consultation for possible ED, the intended IIEF population. Men who are not sexually active were also included. We reasoned that this would not be a problem, as the objective was to show reliability and validity of the electronic IIEF version. Other issues that need to be addressed are the dropout numbers. The actual dropout number was higher (n=57, 32%) than anticipated (20%). All factors are shown in Figure 2. However, it is reasonable to assume that the missing data would not have significantly impacted the study outcome, as the obtained results were significant and in line with literature. The outcomes of this study are useful, as ePROMs are becoming more important in daily practice. For urology, it is likely that the ePROM version of the IIEFs will be used in clinical and research settings in the near future. Outcomes of this study are representable for IIEF application as ePROM as long as item presentation is in a similar, sequential manner.

Conclusions
This study, with a randomized crossover design, demonstrated that the electronic IIEF-5 and IIEF-15 showed equivalence to the paper version. Electronic versions can therefore be used reliably in clinical and research settings. Outcomes are reliable and in accordance with findings of the paper version.
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Abstract

Background: Simulators used in teaching are interactive applications comprising a mathematical model of the system under study and a graphical user interface (GUI) that allows the user to control the model inputs and visualize the model results in an intuitive and educational way. Well-designed simulators promote active learning, enhance problem-solving skills, and encourage collaboration and small group discussion. However, creating simulators for teaching purposes is a challenging process that requires many contributors including educators, modelers, graphic designers, and programmers. The availability of a toolchain of user-friendly software tools for building simulators can facilitate this complex task.

Objective: This paper aimed to describe an open-source software toolchain termed Bodylight.js that facilitates the creation of browser-based client-side simulators for teaching purposes, which are platform independent, do not require any installation, and can work offline. The toolchain interconnects state-of-the-art modeling tools with current Web technologies and is designed to be resilient to future changes in the software ecosystem.

Methods: We used several open-source Web technologies, namely, WebAssembly and JavaScript, combined with the power of the Modelica modeling language and deployed them on the internet with interactive animations built using Adobe Animate.

Results: Models are implemented in the Modelica language using either OpenModelica or Dassault Systèmes Dymola and exported to a standardized Functional Mock-up Unit (FMU) to ensure future compatibility. The C code from the FMU is further compiled to WebAssembly using Emscripten. Industry-standard Adobe Animate is used to create interactive animations. A new tool called Bodylight.js Composer was developed for the toolchain that enables one to create the final simulator by composing the GUI using animations, plots, and control elements in a drag-and-drop style and binding them to the model variables. The resulting simulators are stand-alone HyperText Markup Language files including JavaScript and WebAssembly. Several simulators for physiology education were created using the Bodylight.js toolchain and have been received with general acclaim by teachers and students alike, thus validating our approach. The Nephron, Circulation, and Pressure-Volume Loop simulators are presented in this paper. Bodylight.js is licensed under General Public License 3.0 and is free for anyone to use.

Conclusions: Bodylight.js enables us to effectively develop teaching simulators. Armed with this technology, we intend to focus on the development of new simulators and interactive textbooks for medical education. Bodylight.js usage is not limited to developing simulators for medical education and can facilitate the development of simulators for teaching complex topics in a variety of different fields.
Introduction

Background

Educators are tasked to develop innovative and creative educational materials that supplement and further enhance the traditional lecture format. This requires developing and disseminating materials that facilitate active learning, enhance problem-solving skills, and encourage discussion and interaction in small group environments. Computer simulations are one way to fulfill these requirements.

A simulation application, commonly called a simulator, comprises a mathematical model of the simulated object (a physiological system in this case) and a graphical user interface (GUI). The user interface visually represents the simulated object and its state (as computed by the model) and allows students to control the model via various inputs and controls.

Simulators are used globally to motivate students, enhance their understanding of complex topics, and foster critical thinking and problem-solving skills [1,2]. We have been creating and using simulators designed in various technologies [3] in our classrooms for many years with considerable success [4].

Complex simulators can be confusing for students and thus ineffective without additional explanation. New and effective teaching tools include interactive textbooks that integrate texts with simulators (interactive visualizations driven by models). Students can experiment with the systems and concepts under study using a simulator and thus verify and deepen their understanding. The function of the simulator is explained in the accompanying text and supplemented with suitable scenarios so that students gain maximal utility from the experience. As an example, the interactive textbooks on cardiovascular physiology by Burkhoff and Dickstein are among the first works in this field available on the internet [5] or as an iPad app [6].

Our goal was to develop a technology for the creation of similar teaching materials, but in contrast to Burkhoff [5], our innovations are designed to be platform independent and able to work offline. This technology is free and thus available for anyone to create new interactive teaching materials.

Creating books composed of texts and pictures or animations is technically not difficult. There are several suitable software tools available for this purpose. The challenging task is to include model-driven simulators that allow students to change variables, make predictions, and discover how the system works.

Production of teaching simulators is a demanding and multifaceted task requiring an interdisciplinary team of experts from multiple areas including education, graphics, modeling, and software development.

To begin the process, the educator defines the teaching objectives of the simulator, determines its main design to meet the objectives, and proposes scenarios that the simulator should be able to demonstrate. The educator also defines the demands on the model by determining the (physiological) processes that should be modeled, the parameters that are controlled by the user, and the variables that are displayed in the GUI. The educator also conceptually designs the GUI so that the system and its state is presented in a didactic way.

The modeler begins by finding a suitable model in the literature and often combines several models. If a convenient model cannot be found, the modeler derives the model from elementary (eg, physical and physiological) principles. At this point, the modeler implements the model in a programming or modeling language so that its calculation may be run on a computer. If the model is newly developed, it should be verified by comparing its results with credible reference data [7].

The artist designs the visual appearance of the GUI according to the educator’s assignment and decides the complete arrangement, including the colors and fonts. The artist also prepares all the drawings including interactive animations that may be linked to respective model variables and thus controlled by the model.

The software developer composes the GUI using the graphical components, stitches it with the model, and produces the final simulator. User controllable elements are bound with the inputs of the model. Output variables from the model are connected with the interactive graphical elements, plots, and other indicators of the GUI. The final application is then deployed on the target platform that can be a Web page or a classical native binary, and eventually, it is embedded into a broader teaching unit.

Finally, the educator tests the simulator in an educational setting and, based on the feedback from students, may decide to iterate a new version of the simulator (Figure 1). The specific roles of the developers, development phases, and several patterns that are useful through the process are described in CoSMos methodology in more detail [8].
Related Work and Approaches

We describe our software engineering efforts toward the development of a lightweight, easy-to-use, platform-independent, open, and standardized framework for creating interactive equation-based simulations for medical education. In this section, we discuss several existing tools related to simulator authoring to explain the reasons why we decided to develop a new toolchain and support our technological decisions.

Stand-Alone Executables

LINDSAY Virtual Human [9] is a 3D interactive model of human anatomy and physiology for medical education. The main focus is on anatomy. This innovative program allows virtual dissection and traveling through the body visualizations. The physiology models within LINDSAY Virtual Human are mainly implemented using the agent-based approach [10].

LINDSAY has been used in several projects [9]. For example, the anARtomy application allows the display and manipulation of anatomical models of several human systems and organs in augmented reality. Similarly, Zygote 3D Anatomy Atlas & Dissection Lab is a human anatomy interactive application available for iPad, iPhone, and iPod touch. It is composed of more than 4000 anatomical structures and allows the virtual dissection of any anatomical system. Finally, Prokaryo is an interactive simulation application of an Escherichia coli bacterium for the Mac OS. It presents intracellular structures and uses an agent-based physiological model.

The agent-based modeling approach [11] is a useful method applied in many areas where an interaction of multiple autonomous individuals (agents) is simulated. In biology, this method is used, for example, in epidemiological modeling [12], cellular modeling (eg, immune system [13] or tumor growth [14]), or molecular modeling [15]. We focus mainly on physiological models of organs or their systems where traditional modeling based on mathematical relations is predominant. The models we base our simulators on are usually published as systems of mathematical equations, and thus, usage of the equation-based approach is straightforward. Agent-based and equation-based modeling approaches are compared by Parunak et al [16].

Pulse Physiology Engine [17] is a comprehensive open-source human physiology model. It is implemented including a solver in C++ and it integrates many physiological systems [18].

Teaching simulators may be based on similar comprehensive physiological models. These models are required for several applications including virtual patient simulators [19], which simulate certain diseases, complex pathological states, or the responses of the body to medications that cannot be described with a simple model.

Subsystems of complex models usually interact in complicated feedback loops, which may be difficult to understand. Therefore, simulators explaining 1 particular system or a body organ are easier to comprehend when based on a smaller model focused only on that system [20], that is, because the single system or
the organ is disconnected from related subsystems and is not affected by the feedback loops. This method of disconnecting the subsystem is called Ceteris paribus (other things equal). Once the student grasps the behavior of an isolated subsystem, more complex and integrated models and simulators may be used to simulate how the subsystems mutually interact.

One important and pioneering tool in simulator production is National Instruments’ LabVIEW. LabVIEW is designed for control and optimization in engineering with the ability to easily connect to external hardware. Although it was not originally developed for this purpose, it can produce a complete simulator. It allows the developer to implement the model using the block-oriented approach [21] and produce the user interface.

LabVIEW produces an installable executable for multiple operating systems. It has been used for the production of physiological teaching simulators for a long period of time [22] and is currently used for that purpose [23,24], for example, simulators created by AP. Shepherd with LabVIEW are freely available on the Life Science Teaching Resource Community Web page [25]. LabVIEW was also used to control a hardware-based physiological mannequin simulator [26].

In the block-oriented modeling approach used in LabVIEW, the model comprises functional blocks (addition, multiplication, integration, and other more specific blocks). These blocks are connected by their inputs and outputs. The model input values are propagated through the block network and are modified and the output values are calculated [27]. The implementation is visual.

The disadvantage of the block-oriented modeling approach is that the modeler must know which variables are input and which are output before the model implementation. The modeler also has to derive the causality of the model evaluation, that is, the order in which the variables will be successively evaluated [27].

We find the equation-based modeling approach more convenient than the block-oriented approach. The reason for this is that with the equation-based modeling approach, the model components are implemented without any assumption about causality. The causality is resolved by the modeling tool automatically [27] when the model is being translated. Thus, the model components are reusable in different contexts. This makes the approach more convenient for complex models. We strongly prefer tools that offer the advantages of equation-based modeling. These considerations are explained in the Modelica section below in more detail.

The GUI is usually composed using predefined components in LabVIEW according to the tutorial [28] and the LabVIEW simulators [25]. These components are designated for the technical domain; thus, the resulting simulator usually has an industrial look.

New interactive animations may be included as a sequence of images using the picture ring function as recently described by Jerome [29]. Index of the image in the sequence may be bound to a model variable. This approach is convenient to control the animation with a single variable.

There are some new picture functions available [30] that could facilitate the complex animation production in recent versions of LabVIEW. The LabVIEW NXG Web Module [31,32] allows the programmer to export LabVIEW user interface to a Web browser using an approach technically similar to our own. Both these functionalities make LabVIEW possibly even more useful for teaching simulator production, but we have not found any physiological simulators using these new functions.

In addition to the block-oriented modeling issues discussed above, LabVIEW is a commercial product. This limits its use to individuals who are strongly determined to engage in modeling and simulator development because it requires an investment in a software license. In our experience, employment of commercial products may have the unfavorable effect of discouraging our occasional collaborators from participating in the simulator development.

The iPAD version of cardiovascular textbooks by Leisman and Burkhoff [6] is another example of a standalone simulator.

In general, the distribution of a standalone executable may bring installation issues and discourage its use. The executables are platform dependent and must be generated or compiled for each platform separately.

Browser-Based Client-Server

Examples of client-server simulators include JustPhysiology [33] and the Web version of the cardiovascular textbook series by Burkhoff et al [5]. Several technical approaches of how to realize client-server Web-based simulators with special emphasis on Modelica modeling are discussed by Meyer et al [34].

A platform for interactive Modelica content called Modelica University was developed by Tiller and Winkler [35]. Simulators created using this platform are included in the Modelica by Example Web-based book by Tiller [36]. The simulator GUI is composed manually in JavaScript.

Žákóvá and Cech [37] implemented a Web service that runs a Modelica model and implements the JSON-RPC (JavaScript object notation remote procedure call) protocol [38] for the communication with a client application. This application allows individuals to remotely upload, translate, and simulate a model. There are no special tools for the client application production. The client applications using this server back-end may be created using any suitable technology. Several teaching simulators using this technology were created [37], mostly for a course of Control Engineering. We did not find a website of the project nor any realized simulators; therefore, we assume that the project is available for the author’s purposes only.

Simulators using the browser-based client-server approach are already platform independent and do not require any installation. Unfortunately, usage in a classroom or during a lecture, where a multitude of students may use the simulator simultaneously, ramps up the computational and bandwidth demands on the server. This can be a major disadvantage.

Latency can be an additional disadvantage of this approach. In fast-paced games, latency greater than approximately 50 ms starts degrading the user experience [39]. Although it is clear that teaching simulators are not as sensitive to latency as
real-time gaming, low latency contributes to optimal user experience. For example, when the interaction with the UI produces instant effects, users can continuously move a slider to control a model parameter and quickly observe progressive responses of the system.

The total latency is caused by model evaluation, graphics rendering, and, in the case of client-server architecture, the network communication delay. The internet connection must be fast, and the server must be close enough to achieve low network latency [40].

To solve the issue with an unstable connection in a client-server architecture that would cause the animation to stutter, we would use a caching strategy such as has been done by Brukhoff [5], which would enable us to produce smoothly running animations.

Another disadvantage of this approach is that these simulators require continual connection to the server back-end, and thus, this approach is not suitable for interactive textbooks that need to work offline.

We consider the client-side approach more suitable because renting a cloud service providing enough computing power to serve numerous end users simultaneously and having data centers distributed around the globe to achieve a reasonable round-trip time may become expensive for many individuals and small teams.

On the other hand, the client-server approach is convenient in situations when the client device has insufficient performance to evaluate the model in reasonable time, and the server may deliver the results faster.

**Browser-Based Client Side**

To counter the drawbacks of stand-alone and client-server solutions, simulators could be run directly on the client, that is, the browser. Client-side simulators are platform independent. Additional advantages include that they do not require any installation, do not put a heavy load on the server, and can operate on a slower internet connection or fully offline. A major difficulty with this approach is the need to rework any existing platform into a JavaScript codebase. Some pioneering work has already been completed by Wagner [41].

Specifically, we developed a Bodylight(.Net) simulator framework [42], built on a Microsoft Silverlight browser plug-in. In this project, the OpenModelica compiler was extended so that it could translate the model in C# language. The OpenModelica runtime and solvers were rewritten manually into the F# language. A problem with this approach was that OpenModelica is developing rapidly, and the rewritten runtime must be updated constantly to stay compatible with the rest of the system. The Silverlight plug-in was finally discontinued, and the framework became obsolete and useless.

The openmodelica-javascript project by Tom Short [43] extends OpenModelica so that it can compile models and simulation runtime automatically to JavaScript using Emscripten (we also use emscripten). Browser-based simulators comprising text boxes to input parameter values and plots to visualize results can be created easily. As the simulation runtime code is generated automatically, it is much less laborious to keep the system compatible with OpenModelica compared with our obsolete Bodylight(.NET) solution based on Silverlight. The disadvantage is that this project relies only on OpenModelica, and other modeling tools are not supported. Furthermore, more complex GUI elements including sliders and interactive animations are not supported (although it is probably possible to implement them manually). Another concern is that it does not offer any tool to easily compose the GUI, for example, in a drag-and-drop fashion. Owing to the changes in OpenModelica, the openmodelica-javascript project does not currently work with recent versions of OpenModelica (personal communication with Tom Short).

**Related Software Frameworks and Libraries**

In addition to the technologies and the software libraries described in the Methods section, there are several other technologies that could possibly be beneficial for use. Here, we discuss some of them.

BabylonJS [44] is a free JavaScript 3D engine for games and other 3D visualizations in a Web browser using WebGL. It has several applications for medical e-learning (electronic learning). For example, EducaAnatomia3D is a serious game for human anatomy education [45]. The 3D models may be created in Blender [46] (a free 3D modeling tool) and exported for use in BabylonJS [47]. This combination of BabylonJS and Blender could conveniently extend our toolchain that aims to be based on free tools.

Tree.js [48] is another JavaScript engine for 3D visualizations in a Web browser based on WebGL, with applications in medical e-learning [49]. If we decide to include support for 3D graphics, for example, to enable more accurate anatomical visualizations, we could use one of these 2 engines.

Another important game engine and development platform is Unity [50], developed by the Unity Technologies company. It allows the innovator to create both 2D and 3D interactive experiences. Unity is available in several versions, and one of the versions is free. Another important aspect of Unity is that it has its own development editor. The main programming language is C#. Unity allows the innovator to build applications for many different platforms. One of the target platforms is WebAssembly [51], which allows the produced simulator to be run in the browser. It is used for the development of serious e-learning games [52-56] in many fields including medical education [57]. We have previously used Unity in combination with Bodylight(.Net) framework in Surviving Sepsis - a 3D integrative educational simulator proof-of-concept project (for the Windows Store platform) [58]. Unity is highly convenient to develop complex serious games. If we decide to focus on serious game development, we would consider using Unity, although it is a commercial product.

**Goals for the New Toolchain**

There are excellent Web technologies available based on JavaScript, including many useful frameworks and libraries that almost equalize the capabilities of browser and native applications. There are also great modeling tools available. The problem is that the models are deployed in native programming languages (C or C++) so that they cannot be run in a browser.
Our goal was to fill this gap and allow the use of the dedicated modeling tools and enable running the resulting models in the browser without a server-side back-end. On the basis of our previous experience, we have formulated the following requirements on the tool for simulator production:

- **Browser based**: to achieve widespread compatibility and avoid the necessity of an installation process, which could discourage many users.
- **Client side**: so that a multitude of users are able to run the simulator simultaneously without renting expensive computing hardware from a third-party provider.
- **Future proof**: the toolchain should be based on standards, which are unlikely to become obsolete in a reasonable time frame.
- **User friendly**: to enable all those participating in the simulator production to use an appropriate tool for their task so that the work is efficient and pleasing and the resulting simulator is satisfactory.
- **Equation based**: to facilitate model development, their implementation in an equation-based language, preferably Modelica (advantages discussed in the Methods section) should be allowed.
- **Open source and freely available**: our aim in building the toolchain is to use relevant open source projects and reap the fruits of the hard work of the developers and also contribute back and make the toolkit available for anyone to use under a copyleft license. Open-source licensing should also allow the project to grow in the future and nurture the collaboration between the developers and users. It is especially important for the modeling tool to be freely available. We often collaborate on model development with colleagues from different workplaces, and with a freely available tool, anyone can participate.

There are many tools available, which are useful in the process of the simulator production, and they meet several of the requirements. However, we were unable to find a single tool or toolchain meeting all our requirements. To address this limitation, we developed a toolchain that meets all our specific requirements.

**Methods**

We created a new toolchain within the confines of the specified requirements, using the following technologies.

**Modelica**

Modelica [59-61] is an equation-based, object-oriented, open standard language for the simulation of complex physical systems.

In the equation-based (acausal) approach, the model is composed of equations that state the relationship between the variables (eg, \( x^2 + y^2 = 1 \)) as opposed to assignments where 1 output variable (on the left-hand side) is assigned a value of an evaluated expression (right-hand side; eg, \( y := \sqrt{1 - x^2} \)) [62]. The causality of the evaluation (order in which equations are evaluated and which variables are calculated from which equation) does not have to be known in the modeling phase. It is derived automatically by the solution tool later [62]. We prefer this approach over block-oriented modeling because, in equation-oriented modeling, the modeler saves the labor of the causality derivation. Moreover, because the model components are implemented without any assumption about causality, they may be easily extended or later reused in various models, where the causality differs [62]. This is very useful in creating reusable component libraries. We base our simulators on models that are usually published as equation systems, and thus, their implementation in the equation-based approach is straightforward.

Below, we illustrate the difference between both approaches with example of harmonic oscillator model described in the equation \( m \cdot x'' = -k \cdot x - c \cdot x' \), where \( x \) is position, \( m \) represents mass, \( k \) represents spring constant, and \( c \) represents damping constant. Implementation of this model using the block-oriented approach in Modelica (as Modelica supports the block-oriented modeling as well) is illustrated in Figure 2. The code of the same model implemented using the equation-based approach in Modelica is listed in Figure 3. The equation-based (acausal) and block-oriented approaches are compared in several reports [27,62,63].

Owing to its object-oriented nature, Modelica scales very well for large complex models [62]. Basic model components (classes) are defined by equations. Components have connectors. More complex components are composed of other components that are connected using their connectors in a visual way. These connections are rendered into additional equations binding the variables of the connected component. Inheritance is also supported and enables significant code reuse. Numerous Modelica libraries of predefined components from many different domains exist. A Modelica library for physiology called Physiolibrary was developed in our laboratory [64,65]. The harmonic oscillator model implemented using Modelica Standard Library is illustrated in Figure 4. The model appearance intuitively explains the modeled system.

Modelica is supported by many different modeling tools, primarily because of the fact that it is an open standard. This is important because it allows the use of multiple tools that broaden and expand the modeling capabilities. We use either OpenModelica [66], which is free, or Dassault Systèmes Dymola [67], which is a more advanced, but a proprietary modeling tool.

Modelica is an open-standard language supported by open-source tools and, as such, is ideal for model sharing [68].

\( \text{https://www.jmir.org/2019/7/e14160} \)
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Figure 2. Harmonic oscillator model implemented using block-oriented approach in Modelica.

Figure 3. Harmonic oscillator model implemented using equation-based approach in Modelica.

```model OscillatorEq "harmonic oscillator model"
    Real x (start=1, fixed=true) "position";
    Real v (start=0, fixed=true) "velocity";
    parameter Real m = 2 "mass";
    parameter Real c = 10 "spring constant";
    parameter Real d = 0.2 "damping constant";
    equation
        m*der(v) = -c*x - d*v;
        der(x) = v;
end OscillatorEq;
```
Functional Mock-Up Interface

Functional Mock-up Interface (FMI) [69] is a standard for exchanging and cosimulation of dynamic models between different independent tools and applications. Both Dymola and OpenModelica allow for the model to be exported as a Functional Mock-up Unit (FMU). When exported in the mode FMI for Co-Simulation, the unit contains a simulation runtime, which takes care of the model calculation and execution. The data exchange with the outside world is restricted to discrete communication points, and between them, the unit is solved independently by the included solver [70].

The FMU can be exported with source code necessary to compile binaries, which implement the Co-Simulation standard. This ability is very advantageous for our purposes as we can compile the source code into a Web language and have full access to the FMI for Co-Simulation features in the browser, which allows us to interact with the model easily.

The FMI standard ensures compatibility with future versions of both OpenModelica and Dymola. Furthermore, the Bodylight.js system can be easily adapted to support other simulation tools implementing the FMI export option.

JavaScript Libraries

We use the GrapesJS open-source Web Builder framework [73] as our HyperText Markup Language (HTML) layout engine. GrapesJS allows us to use the drag-and-drop approach for designing how the simulators appear. There is a set of built-in blocks available to build the app, and it allows for easy customization and production of additional blocks as well. Available configuration panels enable the programmer to edit properties and the behavior of the components on the canvas. The modular design of GrapesJS allows us to hook into its user interface and extend it as a base of the main user experience.

EaselJS [74] is a component of the CreateJS toolkit. It allows for easy manipulation of HTML5 Canvas elements and can be used to create games, art, and other graphical experiences. More importantly, for our interests, Adobe Animate natively supports the export of animations to EaselJS. We can either use Adobe Animate to design the animations or EaselJS directly to create original animations.

Finally, Plotly.js [75] is a high-level, declarative charting library implemented in JavaScript. It can be used to display many types of charts and graphs.

WebAssembly

WebAssembly [76] defines a binary instruction format to be executed inside a stack-based virtual machine. Its primary use
is to be implemented inside Web browsers, aiming to provide code execution at near-native speeds. The binary format is designed to be efficient with respect to size and load time, reducing the time necessary to transmit and load the code.

WebAssembly is a target of compilation for high-level programming languages such as C or C++, enabling the compilation of existing and new code written in C/C++ to the browser platform. The compiler that facilitates this is the open-source project, Emscripten [77,78], which we use to compile source code inside the FMU. The compiled code can be considered obfuscated to the level similar to those with other binary instruction format representations. The algorithms can be disassembled into a pseudocode and with great effort and investment of time can even be reverse engineered [79]. For most practical purposes, the models can be considered obfuscated when compiled to WebAssembly.

**Results**

**Overview**

The new Bodylight.js toolchain uses the work of several third-party open-source tools and compilers and other newly written tools. The Web page [80] of this project includes documentation and tutorials. In this section, we describe the complete workflow in more detail and define all the processes involved and the tools used. We focus particular attention on the newly developed Bodylight.js Composer, which enables one to create the final simulator by composing the GUI using animations, plots, and control elements in a drag-and-drop style and bind them to the model variables.

**Model Processing**

The model workflow is schematically illustrated in Figure 5. The model is written in Modelica, usually inside one of the popular Modelica IDEs such as the open-source OpenModelica or the proprietary and well-established Dymola.

The next step is to export the model into an FMU. Dymola supports the export of source code inside the FMU under their *Source code generation* license [81], and OpenModelica seems to always export the source code inside the FMU. Unfortunately, OpenModelica, as of the date of publication, only allows the export of a Euler solver, which is insufficient for many models.

The FMU then needs to be compiled into WebAssembly and JavaScript. To complete this step, we have prepared a Docker container, which uses Emscripten to automatically compile FMUs into Composer compatible files [82].

The container accepts FMUs generated by Dymola with the *source code generation* license and FMUs generated from OpenModelica on a Linux platform. The requirement for Linux is because of FMUs from OpenModelica being generated with makefiles, which are not only platform dependent but also machine dependent. To facilitate easier environment setup for the OpenModelica part of this workflow, we have prepared another Docker container, which uses OpenModelica to export FMUs automatically [83].

Figure 5. Model workflow—Modelica model is exported from OpenModelica or Dymola to a Functional Mock-up Unit (FMU), which is compiled using emscripten into WebAssembly and JavaScript.
Animation Processing
We use Adobe Animate [84] in the process of designing the interactive animations. Adobe Animate supports native export to HTML5 and JavaScript using the library EaselJS. This process is fairly painless as all the post processing of the exported JavaScript code is handled by the composer. Furthermore, the user can opt to write all EaselJS directly without the need to use the Adobe product.

Bodylight.js Composer
Bodylight.js Composer is the main development focus of this project. Composer is a single-page application that can easily bring together models, animations, and control elements.

The core of Composer is built on React, an established and very popular JavaScript library. The HTML layout engine is provided by GrapesJS, around which the rest of the application was shaped. Composer allows the user to easily design an interactive HTML simulator. There are also several input and output widgets available. The range widget handles the control of the model variables. The chart widget uses plotly.js to display an output from the model in interactive charts. Toggle widgets and buttons can control Boolean values, and labels are used to display values.

The Composer is equipped with actions that are user-generated snippets of JavaScript code and can be attached to events of other widgets. For example, one of the prefilled actions is reset model with a model as a parameter. Users can attach actions to an onclick event of the button widget and select the appropriate model to reset. The animate widget is used to import complex animations created in Adobe Animate. These can contain continuously playing animations, whose speed and direction can be controlled by any model variable. Furthermore, it can control positional animations, where the timeline position is directly controlled by a model variable.

Users can also save and open shareable project files. The final export from the Composer is a stand-alone HTML file, containing the JavaScript and WebAssembly code. Composer workflow is depicted in Figure 6 and the composer itself in Figure 7.

We recommend readers to view the video tutorials on the Bodylight.js Web page [80] to get a better understanding of how Bodylight.js Composer works. The simple Bouncing Ball video on the main page demonstrates how to build a simulator comprised a simple interactive animation, a plot, a slider, and a reset button. It is also included in the Multimedia Appendix 1. There are 2 additional video tutorials available in the Documentation section of the Web page. The Simple Project tutorial [85] demonstrates how to build a simulator composed of sliders, plots, and a reset button. It is logically sectioned into different episodes. The steps are also explained below the tutorial videos. The second tutorial available is the more elaborate Physiological Application tutorial [86]. This tutorial demonstrates several advanced features for building a real simulation application of pressure-volume cardiac loops depicted in Figure 8. The additional features explained include creating a parametric plot, adding a start-stop button, controlling model parameters by events, and applying user functions on model variables. For example, descriptions on how to round the values or display string messages and other features are discussed. The translated models and the Composer project files are included in both tutorials.

Figure 6. Composer workflow scheme—HTML (Hypertext Markup Language) layout is created, animations are loaded, the model is loaded, model and animation variables are bound, and control elements and plots are added and bound with model variables.
Figure 7. The Glomerulus application page inside Bodylight.js Composer.
Original Simulators

Several simulators were created using Bodylight.js. In this section, one of the simulators is presented to demonstrate the capabilities of Bodylight.js. First, some basic physiology is introduced, and then the simulator is described, and the features of Bodylight.js are highlighted.

Nephron Simulator

The main purpose of the kidney is to produce urine and control its composition. The functional unit of the kidney is the nephron. There are approximately 2 million nephrons in a pair of kidneys. The nephron is composed of the glomerulus and a system of tubules. The glomerulus is a network of capillaries. The blood is filtered across the capillary walls; thus, primary urine (filtrate) is produced (approximately 180 L/day). The filtrate then flows through the system of consequent tubules, each having a slightly different function, where the water and specific solutes are reabsorbed so that the appropriate amount of urine with the required composition to maintain homeostasis is produced and excreted.

These processes are explained visually by the simulator. For simplicity, the stimulator only focuses on water and sodium. The simulator is available online [87] and is attached as the Multimedia Appendix 2. Multimedia Appendix 2 also includes the additional required libraries for offline use. A more detailed description of the simulator including its didactic objectives, models, and implementation is beyond the scope of this paper. More information is available in our recent work [88].

Glomerulus Screen

Figure 9 depicts the glomerulus screen. Resistances of the arterioles, mean arterial pressure, and the filtration coefficient are controlled with the sliders. Changes of these parameters affect pressures and flows in the system. Pressures are depicted by the liquid-column gauge and flows through the tubules by the speed of the propellers and the half-circle indicators (normal values are marked by a tick). Flow through the vessel walls is shown with the width of the dashed moving arrows. The hydrostatic and oncotic pressures are also indicated by the cylinders below the glomerulus. All the indicators are interactive and react to changes in values of the model variables.

Note that the numeric values of the flow indicators and the pressure values in the formulae are also controlled by the model. There is also a Reset simulation button which sets all the parameters to default values.

There is no time evolution in the model, and everything is computed in the initialization phase. The simulator operates in the so-called One shot regime. This means every time parameters are changed by the sliders, the model is automatically recalculated and the GUI is updated accordingly. The same also holds for the next screen.
**Figure 9.** Glomerulus. Pressure is visualized by the liquid-column indicators and flows by the propellers and half-circle indicators. The red arrows symbolize the blood flow direction, and yellow arrows represent urine flow direction. GFR: glomerular filtration rate.

The simulator of the complete nephron is shown in Figure 10. The glomerular filtration rate and the antidiuretic hormone (ADH) parameters are controlled with the sliders. Filtrate flow rate and the sodium mass flow rate are visualized by the half-circle indicators. Osmolarity (proportional to solute molar concentration) of the filtrate is determined by the numbers and the lightness gradient inside the tubules. Water and sodium flow through the tubule walls are determined by the width of the blue- and orange-dashed moving arrows. The amount of ADH and the consequent tubule water permeability is visualized by the varying width of the blue water channels in the last section of the tubule.

**Complete Nephron Screen**

The simulator of the complete nephron is shown in Figure 10. The glomerular filtration rate and the antidiuretic hormone (ADH) parameters are controlled with the sliders. Filtrate flow rate and the sodium mass flow rate are visualized by the half-circle indicators. Osmolarity (proportional to solute molar concentration) of the filtrate is determined by the numbers and the lightness gradient inside the tubules. Water and sodium flow through the tubule walls are determined by the width of the blue- and orange-dashed moving arrows. The amount of ADH and the consequent tubule water permeability is visualized by the varying width of the blue water channels in the last section of the tubule.
Flow and osmolarity are functions of distance along the nephron tubules and are plotted on the chart. The individual sections, whose variables are discretized using an array in the model, are highlighted in different colors for easier identification. The legend, the labels, the line color, and the width as well as several other plot properties are also adjusted.

**Blood Circulation**

The blood circulation simulator (Figure 11), available online [89], is another example illustrating the use of Bodylight.js Composer. The simulator depicts 2 general blood vessel circuits: (1) a large systemic circuit distributing blood to the body and (2) a small pulmonary circuit running through the lungs. The circuits are connected through the heart. The simulator is based on a basic physical model with the default parameter values fitted to clinical values to provide meaningful results. Students can modify various model parameters: (1) the compliance of systemic and pulmonary arteries and veins (reciprocal to elasticity), (2) the slope of the Starling curve reflecting cardiac contractility and cardiac output, (3) the total and nonelastic (unstressed, V0) blood volume, and (4) the pulmonary and systemic resistances. The simulator is supplemented with animated figures; therefore, the system response on external perturbation can be followed graphically (intuitively) as well as through the numeric values calculated by the model running in the background. Note that the human face animation is also controlled by arterial pressure, with facial changes in expression and color representing low, normal, or high pressures.
Figure 11. Blood circulation simulator. Pressures are visualized by liquid-column gauges, blood volumes are depicted by the width of the sections of blood vessels with black borders, blood flow rates are visualized by the frequency of blinking arrows. Changes in arterial pressure are also reflected by animated changes in facial expression and color.

Pressure-Volume Loop Simulator
A cardiovascular simulator (Figure 8), available on the Web page [90], displays the pressure-volume loops of the left ventricle. It is based on our Modelica implementation [91] of the model by Burkhoff and Tyberg [92]. The model-controlled image displays atrial and ventricular filling, as well as valve opening and closing during the cardiac cycle. Students can pause the simulation and track the names of the cardiac cycle phases, atrial and ventricular pressures and volumes, pulmonary artery and aortic pressures, and the current point on the pressure-volume loop. The multimedia tutorial on the Web page [80] describes how to create this simulator from the original Modelica model. The simulator was mainly developed for the purpose of the tutorial. If it was intended for education, more plots and sliders would be required.

Discussion
Principal Results
We created the Bodylight.js toolchain to facilitate the development of interactive simulators based on Modelica models. In this report, we focus on describing an important new component of the toolchain (Bodylight.js Composer), which enables the creation of browser-based simulators. More information about the toolchain and its use is available on the Web page [80].

The goals for the toolchain were addressed. Importantly, both Bodylight.js Composer and the simulators it produces are browser based and client side. The system runs in the browser without the need of any server-side back-end. It is also possible to distribute a standalone platform-independent HTML file and run it in the browser without an internet connection. This is enabled by the use of Web technologies such as JavaScript, WebAssembly, and HTML. We believe it will be future-proof (unlikely to become obsolete), as it is mainly based on open-standard technologies accepted and implemented by every major software vendor. If any of the applications in the toolchain are discontinued, it should be easy to replace them with another tool. We also find it to be user friendly. The models are implemented in the equation-based Modelica language using a modeling environment of the modeler’s choice, for example, OpenModelica or Dymola. Animations are created in a professional industry standard tool, Adobe Animate. The Composer uses the drag-and-drop technique to visually compose the simulator, and it is distributed under the General Public License 3.0 open source license and is freely available. Therefore, it is available for anyone to use and implement within their open-source projects. To our knowledge, no other tool exists, which meets all our requirements.
This approach brings together the domains of modeling, Web technologies, and graphical design, which supports better interdisciplinary cooperation of teachers, modelers, software developers, and graphic designers.

The Bodylight.js Composer is a self-contained client-side application, and anything submitted does not leave the user’s device; thus, there are no particular security or privacy issues.

Several simulators were created in Bodylight.js, and it proved to be a convenient solution fulfilling the needs of the designers. It would be extremely time consuming to implement these applications without this versatile toolchain. The new Nephron, Blood Circulation, and Pressure-Volume Loop simulators were presented in this paper to demonstrate the capabilities of Bodylight.js. The Nephron simulator was recently used in didactic classes of pathological physiology for medical students and was very well received by both the students and the teacher.

Comparison With Previous Work

The client-side approach has several advantages over the client-server solutions available today. First, the simulator is not bound by the computational limitations of the server. The scaling problem is bypassed by avoiding the necessity of any server-side computations. Instead, we simply serve a Web page, which can be hosted on any Web server. Second, the client-side solution does not require a low-latency connection to the server. Thus, the client-side approach avoids the need for expensive Web hosting services.

E-learning and distance learning are becoming increasingly important in the world and particularly important in developing countries, where teachers are not easily accessible by many potential students [93]. Furthermore, because reliable internet connections may not be available for many people [94] and a round-trip latency is often high [95] in developing countries, the client-side solution could be more suitable here.

Limitations

The OpenModelica export to FMU for Co-Simulation is currently limited to the Euler solver, without the option to include any of the other solvers available in the OpenModelica compiler. Euler is the simplest solver available, and its numerical performance is generally poor compared with more advanced solvers included in OpenModelica. Thus, the export from OpenModelica is currently not viable for many models. We are often forced to export the FMU from the proprietary Dymola, and this will continue at least until the issue with OpenModelica FMU export has been resolved.

The Adobe Animate, which is used for creation of the animations, is a commercial tool. JavaScript code describing the animations using the EaseJS library may be written by hand as an alternative.

In situations of a computationally complicated model or multiple plots or animations in the simulator, the performance drop becomes noticeable. The slower frame rate or model update rate does not make the simulator useless, but the user experience is reduced.

Bodylight.js relies on relatively new Web technologies; therefore, only browsers after late 2017 are able to run our simulators. However, because running older browsers is a security risk, most browser vendors have already switched to an automatic update system.

Future

We will extend OpenModelica so that it can use advanced solvers in the FMU for Co-Simulation. We plan to optimize the model calculation and graphics rendering to achieve higher frame rates. The composer is modular in design; therefore, we are planning to add support for new libraries, such as different charting libraries or even other animation libraries, and external code contribution is welcomed.

Conclusions

The new toolchain facilitates the production of teaching simulators not only in physiology but also in other fields where the behavior of systems can be described by mathematical equations, including biology, physics, chemistry, engineering, and economics. Furthermore, the technology is not limited to education or academia. Anyone with the ability to model their system, whatever it may be, can use Bodylight.js to visually explain it to any interested party.

New generations of electronic textbooks combining texts with images, animations, multimedia, and interactive model-driven simulators are emerging. These textbooks allow for experimentation with the simulation of the particular systems being taught, which contributes to a deeper understanding of the topics of interest.

We recommend that the teaching materials be developed as platform independent in-browser applications, which do not require installation and can operate without an internet connection. Bodylight.js fulfills all these requirements and is free and available for anyone to use, which can only help to increase its impact. We hope that this project will help people better understand a multitude of diverse systems.
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Abstract

Background: Internet use within health care contexts offers the possibility to provide both health information and peer support. Internet Support Groups (ISGs) for patients may offer advantages, which are not found in face-to-face support. In patients undergoing lumbar spine fusion (LSF), ISGs could have a particular potential, as peer support on the web might bridge the decreased satisfaction with social life and social isolation found within these patients. ISGs might in this way contribute to increasing the functioning and overall health-related quality of life. However, LSF patients may generally belong to a group of citizens not prone to internet and online peer support. However, our knowledge of how LSF patients use ISGs is limited.

Objective: The aim of this study was to describe the characteristics of users of an ISG and thematically explore the content of ISG interactions in Danish patients undergoing instrumented LSF because of degenerative spine disorders.

Methods: Participants were recruited from a randomized controlled trial and included in a prospective cohort with a mixed methods design. Sociodemographic characteristics and information on psychological well-being (symptoms of anxiety and depression) were obtained at baseline and 1 to 5 weeks before surgery. Usage of the ISG was registered from baseline until 3 months after surgery. All posts and comments were collected, and content analysis was performed.

Results: A total of 48 participants comprised the study population, with a mean age of 53 years (range 29-77). Of the participants, 54% (26/48) were female, 85% (41/48) were cohabitating, 69% (33/48) were unemployed, and the majority (69% [33/48]) had secondary education. Approximately one-third of the participants had symptoms of depression (35%, 17/48) and anxiety (29%, 14/48). Overall, 90% (43/48) of the participants accessed the ISG. No correlations were found between sociodemographic characteristics and access to the ISG. Women were more prone to be active users, contributing with posts ($P=0.04$). Finally, active users contributing with posts or comments had viewed more pages, whereas passive users, users without posts or comments, had more interactions with the ISG ($P=0.001$). The ISG contained 180 conversation threads, generating 354 comments. The 180 conversation threads in the ISG were constituted by 671 independent dialogue sequences. On the basis of those 671 dialogue sequences, 7 thematic categories emerged.

Conclusions: Sociodemographic characteristics were not predictors of ISG use in this study, and active use was found to be gender dependent. Content of interactions on the ISG emerged within 7 thematic categories and focused on social recognition, experience of pain or use of pain medication, experience of physical activity or physical rehabilitation, expression of psychosocial...
well-being, advising on and exploring the ISG, and employment, which seemed to correspond well with the prevalent occurrence of symptoms of anxiety and depression.

(J Med Internet Res 2019;21(7):e9805) doi: 10.2196/jmir.9805

KEYWORDS
spinal fusion; medical informatics; self-help groups; eHealth; online social networking; social support

Introduction

Background

The aim of this study was to describe the characteristics of users of an Internet Support Group (ISG) and thematically explore the content of interactions in an ISG for patients undergoing instrumented lumbar spine fusion (LSF). The ISG was embedded on a platform also containing animated information and training instructions, designed to support LSF patients primarily within the first 3 months after LSF.

Peer support has been found to be applicable in the general population [1], and the desire from patients to connect with each other has been found to grow [2]. During the last decade, the body of literature exploring the use of ISG in cancer patients, patients with depression, patients with HIV/AIDS or other long-term conditions has grown [3-9]. Some of these studies find a positive effect, when providing ISG, on patients' depression, anxiety, or on quality of life [6-9], and it has been suggested that connecting with others on an ISG reduces the sense of isolation [10,11]. Other studies have mixed results or no positive results [12-14]. In addition, some studies even find negative results, as a Web-based survey suggests that the lack of actual physical proximity makes relationships developed within an ISG less meaningful and actually makes patients feel even more isolated [4].

The possibility of providing electronic health (eHealth) interventions is growing with the increasing availability of the Internet [15,16-19]. With the use of ISG, peer support is made easier for citizens who, because of their health status, cannot participate in face-to-face groups, and peer support is made easier for citizens in remote areas, citizens with social anxiety, or those who feel uncomfortable disclosing personal experience in a room with others [9,20]. Particularly for patients with anxiety and depression, the ability to remain anonymous might enable them to use ISGs and gain support from peers [21].

In this study, LSF patients were targeted. These patients represent a quite substantial group of back patients, as fusion of the lumbar spine is a commonly performed surgical procedure when treating various conditions of the spine [22]. Approximately 488,000 spinal fusions were performed during US hospital stays in 2011 (3.1% of all operating room procedures) [23], lumbar fusions being the most common type of fusion performed, approximately 210,000 operations in the United States each year [22].

Introducing ISGs to patients undergoing LSF might have potential, as anxious and depressed patients are found to be more prone to take part in an ISG [24], and as symptoms of anxiety and depression are found in approximately one-third of these patients [25-28]. Furthermore, limiting seated transportation is recommended during the first 6 weeks after surgery, and active rehabilitation starts no sooner than 3 months after surgery [29]. This limits LSF patients’ ability to attend face-to-face meetings in this period, and studies find a significant decline in satisfaction with social life after LSF [30], predicting worse score in health-related quality of life after surgery [31]. Thus, several LSF patients are found to have symptoms of anxiety and depression and to be bound to their homes, and thus they might be more prone to use an ISG. In a previously published randomized controlled trial (RCT), we examined the effect of the total Web-based platform (including animated information and training instructions, a click-through diary, written information, and the ISG) on symptoms of anxiety and depression and on pain. We found no additional effect of the Web-based platform on any of the outcome parameters [14].

Objective

We need to further explore the use of an ISG within this group of patients. Higher age and lower socioeconomic background seem to characterize people who are less frequent Internet users and who potentially benefit less from Web-based support [6,32-35], characteristics which generally match those of LSF patients [36]. Thus, we need to explore and describe the characteristics of users and describe the content of the Web-based interaction in an ISG provided to LSF patients, to inform future design and use of such interventions to this patient population. In addition, most studies exploring the use of ISG use already established forums, and little is known about newly initiated forums [37].

Methods

Study Design and Setting

This study’s population comprises the patients enrolled and randomized from September 2015 to May 2017 [14] to an intervention group in a 2-arm RCT at a single-center orthopedic spine department in Denmark.

The population comprises 48 participants receiving access to an ISG as part of their pre and postsurgical care. All patients were scheduled for first time 1- to 3-level instrumented LSF because of degenerative disorders. Patients were excluded if they were below the age of 18, if they had a known psychotic disorder, if they were unable to communicate in Danish, or had no access to the Internet. Patients were invited to participate in the study by a study nurse, receiving written and verbal information, when the patients attended the outpatient clinic and were scheduled for surgery.

Final decision of participation was made, and written consent was collected at a following baseline visit 1 to 5 weeks before surgery. At baseline, participants were introduced and received
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access to the ISG, and a 15-min hands-on introduction in the use of the website was provided by a study nurse. During the introduction, all participants were encouraged to share their experience, thoughts, and questions on the ISG, and all were encouraged to use a respectful tone. Participants were told to use the ISG in a way that made sense to them and fulfilled their needs. During the study, the participants received no notifications of activity on the ISG. Posts or comments would only be visible when the participants choose to access the ISG.

Patients were continuously included as they attended the outpatient clinic, but because of a variation of patient flow, the speed of inclusion was uncertain. Thus, 6 former patients were invited as facilitators to start the dialogue and post updates in the common space, creating activity and engaging the first participants entering the group. These 6 facilitators were not excluded from the ISG during the study period, and 1 of them contributed to the dialogues throughout the study. We did not include these former patients in the descriptive analysis, describing the characteristics of users during the first 3 months after surgery. The main reason for this was that they had a different role than those participating in the study, as they were committed differently. However, their comments and posts are included in the content analysis, as these were part of the conversational context of what was posted by study participants. The content data were collected from the first participant through to 6-month follow-up of the last attending participant.

It was decided to promote implementation by providing participants with easy access. This was decided as a previous study introducing a similar Web-based platform for patients undergoing total hip replacement found the access rate as low as 61% [38]. With reference to theories within implementation [39], attention was given toward easy access. Thus, patients who were not in possession of a tablet were offered the use of one from baseline and until 3 months after surgery. The science ethics committee was notified of the study, and it did not find that permission was required (J.no. 1-10-72-36-15). Data management and security were approved by the Danish Data protection agency (J.no. 2014-41-3583). In line with the Helsinki Declaration [40], patients were informed about the study both in writing and verbally and had at least 24 hours to consider their participation.

The Internet Support Group

The ISG could be accessed from any browser through a designated website. The ISG was closed to the public, and participants logged on using an individual password. Participants were assured that all data were kept for research purposes only and that all correspondence was kept in accordance with data management and security regulations. Furthermore, all participants were informed that it would not be possible to identify any of the participants in any published work. A researcher and a study nurse provided technical support if this was needed, and the researcher would intervene if any offensive remarks were posted or if an aggressive tone was used. No technical support or mediation of such behavior was ever needed, and no intervention or moderation was provided by either the researcher or the study nurse.

The ISG comprised a message board visible to all participants (Figures 1 and 2). In this space, participants could post their experience, thoughts, or questions for other participants to comment on. On a designated page, each participant could upload a picture, note date of birth and date of surgery, and write a personal or background story. No restrictions were made on as to what this personal or background story should include, and no restrictions were made on the length of the post or how frequently participants could write in this space (Figure 3). Everything written here was visible for all participants.
Figure 1. The message board visible to all lumbar spine fusion patients assigned to an Internet Support Group. The board is a reconstruction, names are invented, pictures are stock photos, and the text is fictional, based on inspiration from real posts.

Figure 2. The message board with comments, visible to all lumbar spine fusion patients assigned to an Internet Support Group. This message board is a reconstruction, names are invented, pictures are stock photos, and the text is fictional, based on inspiration from real posts.
Personal page on the Internet Support Group platform, with the possibility to upload a picture, note date of birth and surgery, and write a personal background story. The page is a reconstruction, the name and dates are invented, picture is a stock photo, and the text is fictional based on inspiration from a real story.

Data Collection
Data collection to describe the characteristics of the use of the ISG during the first 3 months after surgery was partly done in person by a study nurse at baseline visit and partly by manually tracking activity on the ISG until the participant had passed 3 months after surgery. Baseline data were collected by a study nurse, and the data comprised gender, age, sociodemographic background, and psychological well-being. Marital status was classified as married/cohabiting or living alone (including widow, single, or divorced). Educational status was classified into 3 categories, using the International Standard Classification of Education 2011 [41]: basic education (early childhood education, primary education, and lower secondary education), secondary education (upper secondary education), and higher education (postsecondary nontertiary education, short-cycle tertiary education, bachelor’s or equivalent, master’s or equivalent, and doctoral or equivalent level). Employment status was classified as 1 of 3 categories: (1) employed/full or part-time, (2) pensioner/other (includes participants not employed for other reasons than illness or unemployment, such as housewife, on leave, or student), and (3) sick leave/unemployed. Psychological well-being was obtained using self-administered, paper and pencil Hospital Anxiety and Depression Scale (HADS), which was distributed in person. HADS is a 14-item scale, in 2 subscales for anxiety and depression. The cut-off point has been identified at a score of 8/21 for symptoms of anxiety and depression [42]. For anxiety, this gave a specificity of 0.78 and a sensitivity of 0.9. For depression, this gave a specificity of 0.79 and a sensitivity of 0.83 [42].

Data Collection to Analyze the Content of Interactions
From baseline until 3 months after surgery, participants’ activity on the ISG was monitored manually. This was done by tracking the use of google analytics, which is a free Web analytics tool generating detailed statistics concerning user behavior on websites. Google analytics were used, including location data, browser data, device type, event type, and event time; user-generated content data, including all posts, comments and stories by individual users, and personal data, including location,
access date, date of operation, and from which device the participant gained access.

Activity was measured as interactions; 1 interaction is when 1 participant interacts with the ISG. An interaction often comprised a group of page views taking place within the same session. Distinctions were made between posts and comments. A post is a new upload of a question, update, or other, and a comment is an answer or comments written in a thread of an uploaded post.

Participants accessing the ISG without making posts or comments are defined as passive users, and those participants who contribute with posts or comments are defined as active users. The entire group entering the ISG will be referred to as users. Time spent on pages was not utilized, as it was not possible to ascertain whether the ISG was used when the pages were open.

Statistical Analysis
All data were coded to compute the data statistically and then entered twice into Excel. The data were then transferred to StataCorp. 2017. STATA Statistical Software: Release 15, here all statistical analyses were performed.

Demographics were utilized to describe the sample. Descriptive statistics were done using frequencies and percentages to describe the sample profile and summarize data. Means and standard deviations were reported for continuous variables. Nonparametric data were analyzed using Spearman correlation tests to detect correlation among variables. Kruskal-Wallis ranks tests and Wilcoxon rank-sum test were used to establish any significant differences among unordered groups.

Results

The Characteristics of Internet Support Group usage
This paper represents 48 patients undergoing instrumented LSF, and out of these participants, 57% of the participants were females. The mean age was 53 years (range 29-77). A total of 69% of the participants completed secondary education, whereas 27% of the participants had completed basic education, and only 6% of the participants had completed higher education. Preoperatively, a total of 40% of the participants were on sick leave or for other reasons unemployed; 31% of the participants were employed, and 29% of the participants were pensioners/other. Thus, approximately 70% of the participants were outside the labor market. A clear majority of participants were married/cohabitating (84%; Table 1).
Table 1. Sociodemographic characteristics of the participants (n=48).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>22 (46)</td>
</tr>
<tr>
<td>Female</td>
<td>26 (54)</td>
</tr>
<tr>
<td>Age (years), mean age (range)</td>
<td>53 (29-77)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Married/cohabitating</td>
<td>41 (84)</td>
</tr>
<tr>
<td>Living alone</td>
<td>7 (15)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Basic education</td>
<td>12 (25)</td>
</tr>
<tr>
<td>Secondary education</td>
<td>33 (69)</td>
</tr>
<tr>
<td>Higher education</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Employed full/part time</td>
<td>15 (31)</td>
</tr>
<tr>
<td>Pension/other</td>
<td>14 (29)</td>
</tr>
<tr>
<td>Sick leave/unemployed</td>
<td>19 (40)</td>
</tr>
</tbody>
</table>

\[ a \] Includes participants who are widowed, single, or divorced.
\[ b \] Basic education level comprised International Standard Classification of Education levels 0-2.
\[ c \] Secondary education comprised International Standard Classification of Education levels 3.
\[ d \] Higher education level comprised International Standard Classification of Education levels 4-8 [41].
\[ e \] Includes participants not employed for reasons other than illness or unemployment, such as housewives, those on leave, or students.

A total of 59% of the participants (n=29) chose to borrow a tablet. No correlations were found among gender, age, or sociodemographic data or among any of the valuable of use in relation to whether the participant chose to borrow a tablet or not (\( P > .45 \)).

The 48 participants had a total of 933 interactions on the ISG during their first 3 months after surgery. A total of 90% of the participants (n=43) were users of the ISG, and 5 participants (10%) never used the ISG. The mean number of interactions for the 48 participants was 19.4 (range 0-90, SD 19.28); however, the 3 most active users had a total of 25.5% (238) of all interactions.

In the 933 interactions, the total number of page views was 2093. The mean number of page views for each of the 48 participants was 42.7 (range 0-312, SD 62.84). Of the 48 participants, a total of 48% participants (n=23) participated with posts or comments. The total number of posts and comments the during first 3 months after surgery was 288, and the mean number of posts or comments for the 48 participants was 6 (range 0-61, SD 13). Spearman rho was performed, looking for correlation between variables of use of the ISG and age and education. No significant correlations were found (Table 2).

Analysis was performed to detect differences between groups (Tables 3 and 4). No differences were found except for gender, indicating that contributing posts were more common in women.

At baseline, 14 participants (29%) scored 8 or more on the HADS anxiety subscale, indicating the presence of symptoms of anxiety, and 17 participants (35%) scored 8 or more on the HADS depression subscale, indicating the presence of symptoms of depression. A total of 8 (16%) of the participants had symptoms of both depression and anxiety, leaving only 25 participants (52%) without either symptoms of anxiety or depression (Table 5).

No significant differences were found among groups regarding the use of the ISG and the presence or absence of anxiety and depression (Table 6). However, participants with symptoms of anxiety tended to be more prone to contribute with posts or comments on the ISG than those without anxiety.

Table 2. Correlation between variables of use and demographic data. No significant correlations were found between age or education and the variables of Internet Support Group use (Spearman correlation).

<table>
<thead>
<tr>
<th>Demographic data</th>
<th>Interactions</th>
<th>Page views</th>
<th>Posts</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spearman rho</td>
<td>Spearman rho</td>
<td>Spearman rho</td>
<td>Spearman rho</td>
</tr>
<tr>
<td>Age</td>
<td>-0.0706</td>
<td>0.63</td>
<td>0.0530</td>
<td>-0.1305</td>
</tr>
<tr>
<td>Education</td>
<td>-0.0920</td>
<td>0.53</td>
<td>-0.1702</td>
<td>0.24</td>
</tr>
</tbody>
</table>
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**Table 3.** Correlation between activity on the Internet Support Group and the participants’ employment status. No significant correlations were found between employment status and the variables of Internet Support Group use (Kruskal-Wallis test).

<table>
<thead>
<tr>
<th>Group</th>
<th>Rank sum</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Interaction (n)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed/full or part time (15)</td>
<td>88.00</td>
<td>.90</td>
</tr>
<tr>
<td>Pension/other (14)</td>
<td>329.50</td>
<td></td>
</tr>
<tr>
<td>Sick leave/unemployed (19)</td>
<td>507.50</td>
<td></td>
</tr>
<tr>
<td><strong>Page views (n)</strong></td>
<td></td>
<td>.80</td>
</tr>
<tr>
<td>Employed/full or part time (15)</td>
<td>388.00</td>
<td></td>
</tr>
<tr>
<td>Pension/other (14)</td>
<td>319.50</td>
<td></td>
</tr>
<tr>
<td>Sick leave/unemployed (19)</td>
<td>517.30</td>
<td></td>
</tr>
<tr>
<td><strong>Posts (n)</strong></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Employed/full or part time (15)</td>
<td>399.00</td>
<td></td>
</tr>
<tr>
<td>Pension/other (14)</td>
<td>344.00</td>
<td></td>
</tr>
<tr>
<td>Sick leave/unemployed (19)</td>
<td>481.00</td>
<td></td>
</tr>
<tr>
<td><strong>Comments (n)</strong></td>
<td></td>
<td>.95</td>
</tr>
<tr>
<td>Employed/full or part time (15)</td>
<td>370.00</td>
<td></td>
</tr>
<tr>
<td>Pension/other (14)</td>
<td>362.50</td>
<td></td>
</tr>
<tr>
<td>Sick leave/unemployed (19)</td>
<td>492.00</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.** Correlation between activity on the Internet Support Group and marital status and gender (n=48).

<table>
<thead>
<tr>
<th>Group</th>
<th>Sex</th>
<th>Interaction Rank sum</th>
<th>P value</th>
<th>Page views Rank sum</th>
<th>P value</th>
<th>Posts Rank sum</th>
<th>P value</th>
<th>Comments Rank sum</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| **Sex**                      |     |                      | .31     |                     | .35     |                |        |                  | .04*
| Male                         |     |                      |         |                     |         |                |         |                   | .10     |
| Male                         | 22 (46) | 475.5 |              | 478.5 |              | 442.5 |              | 451 |
| Female                       | 26 (54) | 749.5 |              | 746.5 |              | 782.5 |              | 774 |
| Marital status               |     |                      | .85     |                     | .87     |                | .71     |                  | .26     |
| Married/cohabitating         | 41 (85) | 1032 |              | 1030 |              | 1036.5 |              | 1062.5 |
| Living alone                 | 7 (15) | 193 |              | 194 |              | 188.5 |              | 162.5 |

*aSignificant correlation was found between female gender and the contribution of posts on the Internet Support Group (Wilcoxon Rank-sum).*

**Table 5.** The presence of anxiety and depression at baseline (n=48).

<table>
<thead>
<tr>
<th>Anxiety/Depression</th>
<th>+Depression, n (%)</th>
<th>−Depression, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>+Anxiety</td>
<td>8 (17)</td>
<td>6 (14)</td>
<td>14 (29)</td>
</tr>
<tr>
<td>−Anxiety</td>
<td>9 (19)</td>
<td>25 (52)</td>
<td>34 (73)</td>
</tr>
<tr>
<td>Total</td>
<td>17 (35)</td>
<td>31 (65)</td>
<td>48 (100)</td>
</tr>
</tbody>
</table>
Table 6. Use of Internet Support Group (ISG) in participants with or without anxiety and depression at baseline (n=48). No significant correlations were found between the presence of anxiety or depression and variables of ISG use (Kruskal-Wallis ranks test).

<table>
<thead>
<tr>
<th>Group</th>
<th>n (%)</th>
<th>Rank sum</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interactions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>–</td>
<td>34 (73)</td>
<td>841.50</td>
<td>.85</td>
</tr>
<tr>
<td>+</td>
<td>14 (29)</td>
<td>383.50</td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>–</td>
<td>31 (65)</td>
<td>868.50</td>
<td>.35</td>
</tr>
<tr>
<td>+</td>
<td>17 (35)</td>
<td>356.50</td>
<td></td>
</tr>
<tr>
<td>Page views</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>–</td>
<td>34 (73)</td>
<td>830.50</td>
<td>.67</td>
</tr>
<tr>
<td>+</td>
<td>14 (29)</td>
<td>394.50</td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>–</td>
<td>31 (65)</td>
<td>888.00</td>
<td>.17</td>
</tr>
<tr>
<td>+</td>
<td>17 (35)</td>
<td>337.00</td>
<td></td>
</tr>
<tr>
<td>Posts and comments</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>–</td>
<td>34 (73)</td>
<td>773.50</td>
<td>.07</td>
</tr>
<tr>
<td>+</td>
<td>14 (29)</td>
<td>451.50</td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>–</td>
<td>31 (65)</td>
<td>848.00</td>
<td>.59</td>
</tr>
<tr>
<td>+</td>
<td>17 (35)</td>
<td>377.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Interactions and page views in groups who are passive users or active users (n=48).

<table>
<thead>
<tr>
<th>Group</th>
<th>n (%)</th>
<th>Rank sum</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interactions</td>
<td></td>
<td></td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Passive users</td>
<td>25 (52)</td>
<td>485.00</td>
<td></td>
</tr>
<tr>
<td>Active users</td>
<td>23 (48)</td>
<td>374.00</td>
<td></td>
</tr>
<tr>
<td>Page views</td>
<td></td>
<td></td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>Passive users</td>
<td>25 (52)</td>
<td>463.50</td>
<td></td>
</tr>
<tr>
<td>Active users</td>
<td>23 (48)</td>
<td>761.50</td>
<td></td>
</tr>
</tbody>
</table>

*aSignificant correlation was found between passive users and interactions.
*bSignificant correlation was found between active users and page views.

Table 7 shows the analysis of user variables comparing passive users with active users. Those users who were active had the most page views and passive users had the most interactions (Table 7).

Interaction on the Internet Support Group

The total number of interactions on the ISG was 3357 in a 2-year period from the first participant entered until the last included participant reached 6 months follow-up after surgery. The ISG contained 180 conversation threads, generating 354 comments. The 180 conversation threads in the ISG were constituted by 671 independent dialogue sequences. On the basis of those 671 dialogue sequences, 7 thematic categories emerged: social recognition, experience of pain or use of pain medication, experience of physical activity or physical rehabilitation, expression of psychosocial well-being, and advising on and exploring the ISG and employment. Examples of findings within the 7 categories are shown in Textbox 1, and a short description of each of the categories is provided below. The categories are presented starting with the one including the largest number of threads and dialogue sequences and ending with the one with the fewest.
**Textbox 1.** The 7 categories and their associated dialogue sequences extracted from dialogs among the 23 active users of the Internet Support Group, including the 6 former patients who had a facilitating role.

### Social recognition
- Dialogue sequence 3: “I would like to hear more from you, lets hook up on Facebook.”
- Dialogue sequence 6: “Now it is holiday for a lot of people...I hope for sun to shine.”
- Dialogue sequence 170: “I was wondering, where are you all from?”
- Dialogue sequence 175: “I would like to meet up with you, I will text you.”
- Dialogue sequence 209: “Today I have been visiting Eva, it was very nice. I am grateful that she wanted to meet up with me and share her experiences.”
- Dialogue sequence 120: “Hello and welcome to all new...”
- Dialogue sequence 303: “The best to you all...and have a nice weekend.”

### Experience of pain or use of pain medication
- Dialogue sequence 308: “I have had a lot of pain since the operation...I guess that is what to expect.”
- Dialogue sequence 317: “I am in a lot of pain, but until now I have been able to keep it on a bearable level using medication and red wine at night. That doesn’t work anymore...now I can’t walk.”
- Dialogue sequence 332: “I decreased the medication to quickly...I have no patience.”
- Dialogue sequence 389: “...I do not use morphine anymore and my nausea is gone as well. I take paracetamol four times a day and that is enough.”

### Experience of physical activity or rehabilitation
- Dialogue sequence 426: “Hello! Today I have been walking for an hour, but it was hard, I had to rest when I got home. We were walking quite calm, but I had to rest during the walk as well.”
- Dialogue sequence 454: “I am only able to do the exercises some days and I can’t do all of the exercises. I just started walking outside and it is eight weeks since I was operated.”
- Dialogue sequence 483: “Yes, you need to be careful and not pressure you self too much. I walked a bit more than one kilometre yesterday, it went okay. But when I came home my back hurt...I had gone too far.”
- Dialogue sequence 503: “I start rehabilitation next week, I am looking forward to it.”

### Expression of psychosocial well-being
- Dialogue sequence 521: “I wept of pain and experienced the feeling of being small and miserable.”
- Dialogue sequence 524: “I do believe it will get better, I have always said that I would turn 107.”
- Dialogue sequence 531: “I want to hear how you are...I am going out of my mind”
- Dialogue sequence 534: “It is very difficult when I am used to being social and active, it almost makes me cry. I am almost eight weeks after surgery and now I think it is time it got better. I need more patience – I am looking forward to hearing from you all.”

### Expression of everyday activities
- Dialogue sequence 565: “I have found a new rhythm for my day, I watch TV, I do crosswords and I relax, it is nice.”
- Dialogue sequence 575: “Can anyone suggest things I should prepare for when I get home.”
- Dialogue sequence 596: “to those of you who are past the operation...is it possible to bend forward to tie your shoes? Or how do you do?”
- Dialogue sequence 600: “any suggestions of how-to relief the back when cooking? I want to cook; however, I can’t stand by the kitchen table for so long.”

### Advising on and exploring the Internet Support Group
- Dialogue sequence 608: “I have worked out how to get in (on the ISG) using my PC, so I am still here.”
- Dialogue sequence 618: “God morning everyone – I was thinking how do we get more activity here? I know that when all newly operated may not have the energy. But the rest of us? Any ideas?”
- Dialogue sequence 621: “I hope you all want to join; our experiences are worth gold for others.”
- Dialogue sequence 625: “Just write something about the weather, if you don’t want to share your health – that is okay. It is better to write something than nothing.”

### Employment
Social Recognition

The category represented the largest number of threads (n=145, 81%) and largest number of dialogue sequences (n=307, 46%) related to social recognition in and of the ISG. This category had 3 subthemes: The largest subtheme comprising a substantial number of the total dialogue sequences (n=233, 35%) was supportive comments, where group members welcomed new members to the ISG, expressed thinking of each other, and expressed concern and well-wishes for other group members. Another subtheme within social recognition was the invitation to other group members to interact outside the ISG. Finally, a number of dialogue sequences comprised more ordinary chitchat unrelated to the LSF surgery and recovery; they also comprised exchanging stories on how to spend their vacation, enjoying the spring or about serious subjects, such as losing a family member.

Experience of Pain or Use of Pain Medication

The discussion of pain or pain medication was prevalent in 56 threads (31%), comprising 116 dialogue sequences (17%). Dialogues concerning pain medication either contained posts or comments on how to decrease the use of pain medication or expressions of what was found to be the side effect of the medication. Finally, expressions of either increase or decrease of pain after surgery was a recurrent topic of conversation.

Experience of Physical Activity or Physical Rehabilitation

In 45 threads (25%) and 82 dialogue sequences (12%), posts or comments focused on the experience of walking or seeking to motivate each other to walk. Finding the balance between walking and resting was another recurrent line of conversation, as well as the start of active rehabilitation.

Expression of Psychosocial Well-Being

Psychosocial well-being was a key focus in 34 threads (19%) of the discussion, appearing in 54 dialogue sequences (8%). These could be divided in 2 subthemes, 1 which was positive statements of future expectations, such as expressions of being optimistic of future recovery. The other was expressions of anxiety, lack of energy, or hard times.

Expression of Everyday Activities

The request of information from peers was a key theme in the use of the ISG. A total of 24 threads (13%) contained 42 dialogue sequences (6%) concerning request of information. A total of 35 of these focused on expression of everyday situations, sharing with the groups their experience on how to manage cooking, pass time, etc. A total of 9 dialogue sequences focused on health-related information, such as how to tend to the bandages or the itching of the wound.

Advising on and Exploring the Internet Support Group

In 18 threads (10%), 28 dialogue sequences (4%) were passing advice among members on the use of the ISG. These dialogue sequences were a mixture of advice from one to the other of where to write what type of content, invitations to upload posts and to share stories, and dialogues on how to create more activity in the ISG.

Employment

A common concern for many of the LSF patients who used the ISG was related to employment. This came up in 16 threads (9%), comprising 42 dialogue sequences (6%), for example, commenting on the number of hours of employment it was possible to undertake, the lack of employment, or the experience of being fired following the LSF surgery.

Discussion

Socially Constructed Patterns in Internet Support Group Usage

Gender distribution was almost equal in this study, with no significant differences between men and women with regard to the use of the ISG, which is in line with previous findings [35,45,46]. However, significantly, more women were active users, contributing by uploading posts. This is in line with other findings where women were found to be more than 4 times as likely to be active users, contributing with written uploads [47].

Explanations are offered for this discrepancy, focusing on socially-constructed patterns of behavior [46]. The general division of labor and the pay gap within and between occupations are generally responsible for larger incomes among men. Thus, it rationally makes more financial sense that the woman in a partnership takes time off to perform care duties, making them more acquainted with and prone to engage in health care information on the internet [46]. Another explanation proposed as to why men may be averse to asking questions and posting comments in an ISG is that they generally act according to a set of masculine values: asking questions requires a confession of ignorance or need, which may pose a threat to masculinity [46]. Furthermore, men generally tend to consider health situations to be less harmful, generating less motivation to ask questions and seek information from others [46].

Supporting this argument, the Comprehensive Model of Information Seeking points out that a person’s needs or perceptions of risk influence the degree to which the ability to do something about a health problem is considered to be realistic, thereby generating information seeking behavior [48]. That perceived risk influences social behavior is also found in another study published from the United Kingdom that included 863 depressed and anxious participants [24]. They found that anxious and depressed participants were more prone to take part
in an ISG [24]. Participants with symptoms of anxiety in this study also tended toward being more prone to uploading posts and comments. Thus, the degree of contribution in this study seems to be gender related and could further be related to mental health state.

There was no sociodemographic variable in this study that correlated with the use of the ISG. Lack of such predictors was also found in the previous mentioned study from the United Kingdom [24]. However, others find that socioeconomic status, comprising education and employment status, correlates with ISG use [6,35,47,49]. Some of the explanation for the discrepancy among findings might be found in the results of a US study, with data drawn from 2358 participants [47]. In that study, a differentiation was made between seeking information and engaging in social media. It was concluded that lower socioeconomic status, older age, and male gender were associated with less likelihood to engage in eHealth activities, such as seeking information; it was also concluded that lower socioeconomic status was associated with a greater likelihood to use health-related social media [47]. In the context of this study, the ISG was hosted on a website with additional animated information. Thus, the website incorporated both information and social interaction, and it might appeal to a broader audience, limiting the possibility of finding predictors for ISG use.

**Provision of Information and the Nature of Posts**

Provision of animated information on the website might have had further influence on the ISG use. We chose not to extract dialogue sequences categorized as seeking of information, as the request of information or giving recommendations did not dominate the correspondence. Posts and comments were to a larger extent characterized by the expression of sharing experience, supporting each other and engaging in common dialogues. In a recently published study, done on bariatric surgery support groups and pages on Facebook, 11% of the content indicated seeking of information and 53% of the content contained the provision of information and recommendations [50]. The additional animated information might have reduced the need for information from peers.

Furthermore, post hoc analysis found no posts or comments containing incorrect or contradictive information in this study. Using ISGs, patients are found to be concerned about the quality of information being shared, and they occasionally encounter contradictive information, actually adding to patient’s insecurity rather than the opposite [5]. The animated information provided on the website, together with the ISG, may have reduced some of these misconceptions. Thus, the provision of an ISG on a website, together with information, might appeal to a larger audience and might also reduce the sharing of misinformation. In addition, the ISG was used in the context of a research study, where the participants were being monitored, which also might have made them reluctant to exchange information.

**Social Recognition**

Social recognition was the largest thematic category emerging from the posts and comments, with a substantial number of dialogue sequences (n=307, 46%), and with supportive posts and comments being the largest subtheme with 233 (35%) dialogue sequences. A possible explanation for the many supportive comments and posts might be found in the characteristics of the patient group. There seems to be a distinction between which condition the participant has and the nature of posts and comments made. Mental health disease ISGs comprise more emotional support, although it seems that the requests for information relate more toward physical conditions [51]. LSF is performed because of a physical condition; however, as presented above, half of the participants had symptoms of anxiety or depression, and 16% had symptoms of both, which might contribute to the large amount of supportive posts. Furthermore, the 7 thematic categories emerging from the content analysis, social recognition, experience of pain or use of pain medication, experience of physical activity or physical rehabilitation, expression of psychosocial well-being, advising on and exploring the ISG and employment, correspond to a large extent to the factors, which have been found to be associated with symptoms of anxiety and depression within patients undergoing spinal surgery, such as pain, information, disability, employment, and mental health [52]. Thus, the often occurrence and nature of supportive posts might be because of the prevalent occurrence of symptoms of anxiety or depression, which have been found to accompany one-third of spine surgery patients [25-28].

**Implementation of the Internet Support Group**

A greater percentage of participants accessed the ISG in this study than in other studies evaluating a wider use of ISGs and in participants with other diagnosis [24,35]. There may be several reasons for this degree of participation. A total of 3 possible explanations will be explored below. First, a choice was made to increase accessibility, and patients were offered the use of a tablet. This choice may have increased the participants’ perceived ease of use and accessibility of the ISG, which may have facilitated a more positive attitude and frequency of use. That ease of use influences acceptance and adoption is in concordance with the theory of the Technology Acceptance Model [53] and the previously mentioned implementation theory [39]. Second, all participants in this study agreed to participate, knowing that they would have to relate to an ISG. Agreeing to these terms may have created more motivated users. A third possible explanation could be related to the ISG being embedded on a website, with an additional number of separate components available as well. A broader assortment of support may be appealing and useful for a wide range of participants, attracting both those seeking information and those seeking health-related social media. The influence of perceived usefulness is in accordance with the Technology Acceptance Model and implementation theories, and it is found to support a positive attitude and a behavioral intention toward use of a new technology [39,53]. Thus, in the light of the above the choice to increase accessibility, the motivation and the perceived usefulness might have been facilitators, increasing the use of the ISG in this study.

A small number of the participants in this study were responsible for the majority of interactions. The 3 most active users contributed 25% of the total number of interactions. This phenomenon that a few contribute a lot is known as the peer leader phenomenon, characterized by a high posting frequency.
This tendency is found to the extent that 1% of participants are seen to contribute 75% of all posts [54]. Such peer leaders identify themselves as active help providers, tending to provide a high level of social support, which contributes to an increased effect of the ISG if social support underpins the improvement [54]. There is a high amount of supportive comments comprising 35% of all extracted dialogue sequences in this study. This provides some indication of the nature of the social behavior in the ISG employed in this study, as there seems to be a positive tone among the participants.

Approximately half of the participants in this study (48%) contributed by posting or making comments. It is known that members of online groups often begin their membership as visitors or so-called lurkers, who just observe, and that not all members shift from being visitors to active users [55]. Some retain a passive behavior, as members are mainly interested in the information they can access through the online group [55]. In this study, the passive users are those with the most page views, which may indicate that they were interested in the information they could retrieve. It is possible that the fact that interactions within ISGs comprise mainly of text has an impact on patterns of use to the extent that only half of the users were active and contributors in this study. This type of Web-based interaction does require that participants are comfortable writing and reading information on the Web. eHealth literacy (defined as the ability to seek, find, understand, and appraise health information from electronic sources and apply knowledge gained to address or solve a health problem) [56] is known to correlate with social position, older age, and chronicity of disease [47], and it may be one of the reasons why some of the participants in this study did not contribute actively to the ISG. It is suggested that education might be a more salient proxy for ISG use than income, indicating that determinants of eHealth literacy may be important predictors [47]. It was not possible to find correlations in this study confirming the level of education as a predictive factor for ISG use, the reason for this might be found in the high percentage of participants (69%) with a secondary education. However, it seems plausible that eHealth literacy must be taken into consideration when developing internet interventions. Failure to do so could increase the already existing inequality of health care. Further research should be done accessing eHealth literacy and its influence on eHealth engagement across social groups.

In the literature, expressed limitations of ISG use can also be found. Even though it is acknowledged that the key reason for citizens to participate in an ISG is the connection with others, a Web-based survey suggests that the lack of actual physical proximity makes relationships developed within an ISG less meaningful and actually makes patients feel even more isolated outside of the ISG [5]. Looking at the content of posts and comments, a subtheme did reveal invitation to other group members to interact outside the ISG.

**Limitations**

This study has several limitations. First of all, the use of google analytics, together with user data and personal data, to uncover activity on the ISG has limitations. The quality of data could have been increased by the use of a unique user ID added to the platform’s user accounts. This could have automatically identified behavior on the ISG, providing more accurate data and a clearer picture of events than that provided in our manually generated process.

The number of participants is small, limiting the strength of the analysis and making it difficult to draw statistically sound conclusions. However, our sample does not deviate markedly from those in the Danish population who report having a spinal condition in relation to gender, age, educational level, and employment status [33]. Moreover, the prevalence of both anxiety and depression in this sample of LSF patients is equal to that found in the literature among a similar group of patients [25,27,28,57]. However, further research with a larger group of participants should be done, and it might uncover further knowledge on the characteristics of use of an ISG in patients undergoing LSF.

All participants not owning a tablet were offered to borrow one, and thus half of the participants (59%) chose to borrow such a device, clearly influencing the use of the ISG and the generalizability of the study results, as we are not able to conclude on the use of the ISG in a home without the use of a tablet.

All the participants did not access the ISG at the same time; the recruitment process was consecutive and slow in periods. It is not possible to know what influence this had on the frequency of use. To accommodate the slow recruitment process, 6 former patients were invited to help engage participants. The role of these 6 patients is not further uncovered within this study; however, their role as moderators may have had an influence on the usage, the content of uploaded posts and comments, and the quality of the study. Furthermore, all participants were aware that their interactions were being studied, and thus some might be more reluctant to engage in the ISG; this could be uncovered in future studies.

Activity on the ISG is seen as a positive contribution; however, the perceived value of the different contributions was not considered. We did look at the content of posts and comments that contributed to the knowledge of behavior within an ISG; however, an exploration of how the posts and comments were received could have been relevant and would provide additional knowledge on behavior in an ISG.

The full potential of internet use within health care has not yet been reached, for example, with regard to dissemination of information, establishing health community networks, blogging, and establishing support groups. It is important to acknowledge that this global availability of information and support comes with difficulties. We need to strive to accommodate these difficulties by providing high-quality eHealth accessible to all.

**Conclusions**

This paper contributes to the literature on the use of ISGs within health care and especially within the group of patients undergoing LSF. Socioeconomic status was not an important barrier in this study, and it was not possible to find characteristic determinants for the use of ISG among this group of patients; however, the high use of an ISG in this study may confirm that an ISG is relevant for patients undergoing LSF. Socially
constructed patterns of behavior may make women more prone to be contributors, and the perceived risk of spinal surgery experienced by participants with symptoms of anxiety may likewise make them more prone to ask questions and contribute actively. A total of 7 thematic categories emerged when exploring the content of posts and comments on the ISG: social recognition, experience of pain or use of pain medication, experience of physical activity or physical rehabilitation, expression of psychosocial well-being, and advising on and exploring the ISG and employment. The nature of posts and the thematic categories seem to correspond well to the prevalent occurrence of symptoms of anxiety and depression within the group of participants. Future studies need to focus on the perceived value of the ISG in LSF patients and on the usage behavior in an ISG when incorporating other features, such as animated information or instructions on a joint website.
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Abstract

Background: Early pregnancy ultrasound scans are usually performed by nonexpert examiners in obstetrics/gynecology (OB/GYN) emergency departments. Establishing the precise diagnosis of pregnancy location is key for appropriate management of early pregnancies, and experts are usually able to locate a pregnancy in the first scan. A decision-support system based on a semantic, expert-validated knowledge base may improve the diagnostic performance of nonexpert examiners for early pregnancy transvaginal ultrasound.

Objective: This study aims to evaluate a novel Intelligent Scan Assistant System for early pregnancy ultrasound to diagnose the pregnancy location and determine the image quality.

Methods: Two trainees performed virtual transvaginal ultrasound examinations of early pregnancy cases with and without the system. The ultrasound images and reports were blindly reviewed by two experts using scoring methods. A diagnosis of pregnancy location and ultrasound image quality were compared between scans performed with and without the system.

Results: Each trainee performed a virtual vaginal examination for all 32 cases with and without use of the system. The analysis of the 128 resulting scans showed higher quality of the images (quality score: +23%; P<.001), less images per scan (4.6 vs 6.3 [without the CDSS]; P<.001), and higher confidence in reporting conclusions (trust score: +20%; P<.001) with use of the system. Further, use of the system cost an additional 8 minutes per scan. We observed a correct diagnosis of pregnancy location in 39 (61%) and 52 (81%) of 64 scans in the nonassisted mode and assisted mode, respectively. Additionally, an exact diagnosis (with precise ectopic location) was made in 30 (47%) and 49 (73%) of the 64 scans without and with use of the system, respectively. These differences in diagnostic performance (+20% for correct location diagnosis and +30% for exact diagnosis) were both statistically significant (P=.002 and P<.001, respectively).
Conclusions: The Intelligent Scan Assistant System is based on an expert-validated knowledge base and demonstrates significant improvement in early pregnancy scanning, both in diagnostic performance (pregnancy location and precise diagnosis) and scan quality (selection of images, confidence, and image quality).

*J Med Internet Res 2019;21(7):e14286*  doi:10.2196/14286

**KEYWORDS**

decision support system; ontology; knowledge base; medical ultrasound; ectopic pregnancy

**Introduction**

**Background**

Ectopic pregnancy (EP) is defined by implantation of the gestational sac outside the endometrial cavity and occurs in 1%-2% of all pregnancies [1]. EP accounts for approximately 3%-5% of pregnancy-related deaths in developed countries [2]. Around 95% of EPs implant in the fallopian tubes and 5%-7% implant within the uterine wall but outside the uterine cavity. Nontubal EPs are more difficult to diagnose than tubal EP and are associated with a higher mortality and morbidity [3]. Delayed diagnosis is the main factor for EP associated with maternal death [4] and affects the success rate of future pregnancies [5]. Skilled ultrasound operators can diagnose an EP at an early stage by transvaginal sonography (TVS), often at the first examination [6]. However, less experienced operators perform first-line screening for patients at risk of EP in most emergency units; for them, this diagnosis remains difficult and more than three examinations are often needed [7].

**Prior Work**

We have developed the first Intelligent Scan Assistant System for early pregnancy TVS examination. This clinical decision support system (CDSS) [8,9] is a computer program that provides diagnosis assistance during TVS examination of pregnancy of unknown location. During an ultrasound examination and in real time, this system assists the operator by suggesting ultrasound views to acquire and relevant signs to look for; it also displays reference ultrasound images demonstrating these relevant signs and views (from expert-reviewed collections of early pregnancy cases). The semantic design and features of this CDSS have been published in the medical semantics informatics community [10]. One key feature of this system is the personalized imaging protocol [11]: The system guides the operator through a structured acquisition of decisive ultrasound images to optimize the diagnostic pathway. We deemed this system “intelligent” because these personalized imaging protocols are not precalculated, but dynamically derived by the system (by SPARQL queries on the early pregnancy ontology of the knowledge base) from the guided image analysis of the current case.

In a preliminary study, this novel system demonstrated efficient support for a precise ultrasound image analysis, with a precision of 83% for the identification of signs in a series of 208 retrospectively collected ultrasound images of various types of ectopic pregnancies [10,11].

**Study Goal**

In this study, we aimed to assess the added value of this novel CDSS for early pregnancy ultrasound. Our objective was to evaluate the effect of using the CDSS during TVS on scan quality and accuracy of the diagnosis of pregnancy location.

**Methods**

**Clinical Decision Support System Evaluation Overview**

Two obstetrics and gynecology (OB/GYN) trainees with basic national training in ultrasound imaging (including early pregnancy courses and simulation sessions) performed 32 ultrasound examinations in early pregnancy patients without and with the CDSS. These were re-examinations of prospectively collected 3D volumes from ultrasound data from the gynecology emergency unit at a university hospital. At the beginning of the study, the two trainees viewed a 2-minute video presentation of the CDSS and had a 10-minute hands-on session with the team who developed the CDSS. The TVS of early pregnancy cases was performed using a simulation device with and without the CDSS.

**Ultrasound (Transvaginal) Simulator and 3D Ultrasound Volume Collection**

The simulation device was the interpolative model-based ultrasound simulator ScanTrainer (MedaPhor, Wales, United Kingdom) with a realistic haptic feedback transvaginal probe. This ultrasound simulator produces 2D images generated from 3D vaginal ultrasound volumes, which had been acquired during actual vaginal scans [12]. The complete virtual TVS platform used for the study integrates the ultrasound simulator and the CDSS with a dual screen setting (Figure 1). One screen displays the usual information for scanning as a regular ultrasound system. The other screen displays the CDSS interface for the image analysis and scan assistance (Figure 2).

Thirty-two 3D vaginal ultrasound volumes for this study were collected from patients during early pregnancy emergency examinations in one university hospital center (Figure 3), using an expert 3D ultrasound system (GE Healthcare Voluson E10/E8 with a RIC5-9-D vaginal probe, Cincinnati, OH). In our center, the first ultrasound examinations are always performed by junior OB/GYN examiners. In case of pregnancy of unknown locations or EP, a second vaginal scan is performed by a senior OB/GYN examiner. We collected 16 consecutive cases of pregnancy of unknown locations and 16 consecutive cases of EP diagnosed after the first ultrasound examination. For this study, three additional 3D volume acquisitions were performed by the senior OB/GYN examiner during the second TVS (acquisition field of 180°/100°): one volume for the uterus and one adjacent...
volume for each adnexal region. In case of a suspected ruptured EP, the volume acquisition was not performed, to avoid any delay in performing the surgical procedure. Additionally, when the diagnosis of intrauterine pregnancy was obvious (normal pregnancy of 6 weeks of gestation or more) at the second examination by the senior, no 3D volume was acquired. Rare types of ectopic pregnancy (heterotopic pregnancy, interstitial pregnancy, caesarean-section scar pregnancy, and cervical pregnancy) were also excluded from this study. Thus, a consecutive series of 32 sets of 3D vaginal ultrasound volumes was collected, deidentified, and imported in the ultrasound simulator. The final diagnoses of the 32 cases in this series were intrauterine pregnancy (n=18) and tubal EP (n=14), all correctly diagnosed by senior TVS experts and confirmed by pregnancy outcomes.

**Figure 1.** Global view of the virtual vaginal ultrasound platform for evaluation of the Intelligent Scan Assistant System. The left monitor displays the ultrasound simulator interface (ScanTrainer, MedaPhor, Wales, United Kingdom) and the right monitor displays the decision support system (Intelligent Scan Assistant System).

**Figure 2.** Detailed view of the Intelligent Scan Assistant System (right monitor). The two main steps with the decision support system on the right monitor are image analysis and scan assistance.
Clinical Decision Support System Evaluation Protocol

Virtual Ultrasound Examinations

The two trainees performing the virtual TVS were independent of acquisition of 3D volumes and were unaware of the medical report and final diagnosis. The clinical information provided for the scans were identical for all cases and limited to “moderate pelvic pain and positive pregnancy test.” The 32 scans were performed twice by each trainee without supervision in a random order in a nonassisted mode (without the CDSS) and 2 months later in assisted mode (with the CDSS). The potential recall bias was also controlled by the 2-month interval between the two TVS sessions. Additionally, it should be mentioned that during these 2 months, the two trainee operators did not receive any ultrasound training and did not have any ultrasound scanning activity. In the nonassisted mode, the scans were performed following the usual protocol for OB/GYN emergency ultrasound in our center [13,14], using a standardized reporting system. In the assisted mode, the scans were performed following a personalized image analysis and acquisition protocol suggested by the CDSS [10,11]. The personalized imaging protocol and the CDSS workflow are presented in Figure 4. Briefly, in step 1, the operator performs the scan and acquires ultrasound images. In step 2, he/she follows the system guidance for a precise analysis of these acquired images: He/she describes the image with keywords for anatomical structures, ultrasound signs, and technical elements (ultrasound route, mode, and view). The keywords are displayed with text definitions and are illustrated by expert-validated images. In step 3, if necessary, the system suggests providing additional imaging elements (ultrasound views, signs, and anatomical structures), thus assisting the operator in establishing a comprehensive image set in order to reach a precise diagnosis. This is a personal imaging protocol that is automatically calculated by the system. The personal imaging protocol is derived from computer-based reasoning over the early pregnancy knowledge base. After step 3, the user may either follow the personal imaging protocol and provide the additional requested elements or proceed to the final report and finish the examination (step 4).
Ultrasound Images and Report Scoring Methods

For each examination, we collected the images, reports, and data on duration of the scans. Two senior experienced ultrasound operators reviewed the images and reports of the virtual examinations. During the review, they were blinded to the use of the CDSS and the final diagnosis. They had the same minimal clinical information for all cases as the two trainees: “moderate pelvic pain and positive pregnancy test.”

They scored the images according to the quality criteria for the sagittal view of the uterus and the ovaries as per a previous study [14]. The maximum quality score was 15 points (Textbox 1). They also performed a subjective scoring of the scans and reports, reflecting their trust in the conclusion of the report associated with the images. This level of trust was assessed with a 5-level scale (Textbox 2).

Textbox 1. The image set quality was assessed using a score based on 15 items.

| On the sagittal view of the uterus, the five quality criteria were as follows: |
| --- | |
| • “uterine cervix visible” (1 point) |
| • “uterine fundus visible” (1 point) |
| • “endometrial midline echo visible” (1 point) |
| • “endocervix visible” (1 point) |
| • “uterus occupying more than half of the total image size” (1 point) |

| On each of the views of the ovaries, the 5x2 quality criteria were as follows: |
| --- | |
| • “side stated” (1 point) |
| • “follicle(s) visible” (1 point) |
| • “iliac vein visible” (1 point) |
| • “long axis of the ovary <30° with the horizontal line” (1 point) |
| • “vary occupying more than a quarter of the total image size” (1 point) |
The level of trust in the report was assessed using a 5-level scale.

- **Level 1: No trust in the final diagnosis (incorrect):** The diagnosis is most likely incorrect, and the image set suggests another diagnosis. Immediate supervisor examination is needed.
- **Level 2: No trust in the final diagnosis (low quality):** The image set quality is insufficient and/or does not support the final diagnosis. Immediate supervisor examination is needed.
- **Level 3: Moderate trust in the final diagnosis:** Although the diagnosis might be correct, the image set quality is insufficient, and a supervisor examination is needed.
- **Level 4: The image set quality could be improved:** However, it is of sufficient quality to accurately support the final diagnosis. No supervisor examination is needed.
- **Level 5 represents a total trust in the final diagnosis:** The image set effectively supports the diagnosis, and no supervisor examination is needed.

Statistical Analysis

The reproducibility of the scoring methods for quality and trust was assessed on a random sample of 20% of all scans (n=25) and independently reviewed by both experts. We tested for the differences in trust and quality scores. We also tested for the differences between examination modes (assisted vs nonassisted mode) in the diagnosis of location of pregnancy (ectopic OR nonectopic) and in the final diagnosis precision (exact location of the ectopic pregnancy, ie, “tubal pregnancy” explicitly stated in the report conclusion). The gold standard for the diagnosis was the final diagnosis in all cases, as reported in the senior TVS report and confirmed by the pregnancy follow-up.

Statistical analysis was performed using R, version 3.3.1 (R Foundation for Statistical Computing, Vienna, Austria) and STATA, version 15 (StataCorp, College Station, TX). Paired *t* tests were performed to compute the difference in continuous variables (scan duration, image count, quality score, and trust score). Exact McNemar tests were used to test for the differences in categorical variables (presence of the three mandatory ultrasound views, diagnosis of location, and final diagnosis precision). We also calculated differences in the proportions of outcomes, with 95% CIs, for assisted versus nonassisted modes. Adjusted kappa coefficients (Cohen weighted kappa) for quality scores and trust scores were computed to test for the reproducibility of the scoring methods.

For all tests, a *P* value ≤.05 was considered statistically significant. Adjusted kappa values <0.6, between 0.6 and 0.8, and >0.8 were considered to represent poor, moderate, and good agreement, respectively.

Impact of the Clinical Decision Support System on Image Quality

The scan quality differences are presented in Table 1. We found that the average quality score for ultrasound images was 23% higher when using the CDSS than with the nonassisted mode, with an average value of 12.6 of 15 (*P*<.001). Additionally, when using the CDSS, the number of images per scan was lower than that with the nonassisted mode (4.6 vs 6.3, *P*<.001).

The average trust score was 20% higher when using the CDSS than with the nonassisted mode, with an average value of 4.12 of 5 (*P*<.001).

### Table 1. Differences in scan quality with (assisted mode) and without (nonassisted mode) the decision support system.

<table>
<thead>
<tr>
<th>Scan quality parameter</th>
<th>Assisted mode (64 scans)</th>
<th>Nonassisted mode (64 scans)</th>
<th>Difference</th>
<th><em>P</em> value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image count in report, mean (SD)</td>
<td>4.64 (0.80)</td>
<td>6.33 (2.07)</td>
<td>-1.69 (-27%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Scan duration (minutes), mean (SD)</td>
<td>14.7 (7.1)</td>
<td>6.4 (3.3)</td>
<td>+8.3 (+129%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quality score of image sets, mean (SD)</td>
<td>12.5 (1.86)</td>
<td>10.2 (1.90)</td>
<td>+2.3 (+23%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trust score of report, mean (SD)</td>
<td>4.12 (0.83)</td>
<td>3.42 (1.04)</td>
<td>+0.70 (+20%)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*The tests for difference were paired *t* tests.
Impact of the Clinical Decision Support System on Diagnosis of Pregnancy Location

The diagnosis differences are displayed in Table 2. We observed a correct diagnosis of location in 39 (61%) and 52 (81%) of 64 scans in the nonassisted mode and assisted mode, respectively. Additionally, the exact diagnosis was achieved in 30 (47%) and 49 (77%) scans in the nonassisted mode and assisted mode, respectively. These differences (+20% for correct location diagnosis and +30% for exact diagnosis) were both statistically significant ($P=.002$ and $P<.001$, respectively).

Without the use of the CDSS, we recorded 8 false-negative diagnoses of tubal EP (cases 44 and 23 for both trainees and cases 50, 45, 33, and 1 for one trainee). With the CDSS, the false-negative result for ectopic pregnancy was a scan of a tubal pregnancy case (case 44 for one trainee). In the other seven cases with false-negative diagnoses of EP, all relevant signs associated with the final diagnosis (with reference images) were presented to the trainee when using the CDSS. More precisely, images exhibiting the key features of tubal pregnancy were acquired following the personalized protocol of the CDSS and correctly diagnosed. Additionally, the quality score, trust score, and number of images per scan were significantly different when using the CDSS as compared to not using the CDSS: 12.6 versus 10.2 ($P=.01$), 4.0 versus 3.0 ($P=.02$), and 4.7 versus 6.5 ($P=.04$), respectively. The scan duration was also significantly different when using the CDSS as compared to not using the CDSS (14.4 versus 7.6 min; $P=.003$).

We observed 3 false-positive EP diagnoses in the assisted mode and 3 other false-positive EP diagnoses in the nonassisted mode, which were the 6 cases of intrauterine pregnancies.

### Discussion

**Principal Results**

Our study demonstrated a significant improvement in early pregnancy ultrasound examination, both in diagnostic performance (pregnancy location and precise diagnosis) and scan quality (selection of images, confidence, and image quality) for OB/GYN trainees using the CDSS, when pregnancy of unknown locations or EP was suspected.

Definitive diagnosis of ectopic pregnancy can be achieved by TVS, but it relies on a precise analysis of ultrasound findings [1,15-19]. However, in most emergency units, the initial TVS is usually performed by trainees or sonographers with basic expertise in OB/GYN scanning. The support of expert-validated images in addition to the personalized protocol (intelligent suggestions of ultrasound signs, views, and modes) are key features of the CDSS, especially for improving the false-negative diagnoses of EP. During the examination, it provides actionable knowledge to less experienced operators, thus improving their diagnostic capabilities in real time. Our results suggest that the CDSS improves not only the diagnosis of early pregnancy location, but also the diagnostic accuracy. The use of the CDSS resulted in a better selection of images with higher quality. This facilitates the review of the scans by the senior experts in our department, as suggested by their higher trust scores.

**Limitations**

The main limitation of our study is that our evaluation relies on virtual TVS. In a previous study, Infantes et al [20] showed that offline analysis of 3D TVS static datasets has limitations in terms of the diagnostic accuracy for EP [20]. However, their study was not conducted with ultrasound simulation platforms [12,21]. In our study, we chose the best simulation options for realistic 2D ultrasound examinations. This led to a moderate loss in image quality, but with this study design, the same patient would have been scanned twice (with and without the CDSS) and by each trainee (32 patients, 128 scans; 4 scans per patient), thus specifically assessing the potential added value of the CDSS itself. A key skill in ultrasound is to find the pathology and, in the simulator, the trainees were presented with volumes that contained all necessary information to make a diagnosis; therefore, their scanning skills were not properly evaluated in this study. However, even if the interpretation was easier, we believe this was not a bias in favor of the CDSS. Interestingly, the trainees complained about the lack of color Doppler imaging (CDI) in the simulator, but only when they used the CDSS and, in particular, for the cases of false-positive diagnoses of EP. Better ultrasound imaging quality and access to the CDI mode might change the performances of the CDSS. As the CDSS includes a rich CDI semiology of EP, this change might even be in favor of the CDSS. Pulpation by a transvaginal probe often provides critical information to make the correct diagnosis. This cannot be done on current simulators, which is another limitation of the study.

We observed an increase of 8 minutes in the scan duration. Similar additional time costs were observed in a pilot study when using standardized protocols with integrated software for

---

**Table 2.** Differences in the diagnostic performance of trainees with (assisted mode) and without the decision support system (nonassisted mode).a

<table>
<thead>
<tr>
<th>Diagnostic performance parameter</th>
<th>Assisted mode (64 scans), n (%)</th>
<th>Nonassisted mode (64 scans), n (%)</th>
<th>Difference, n</th>
<th>Difference, % (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct pregnancy location (ectopic/nonectopic)</td>
<td>52 (81)</td>
<td>39 (61)</td>
<td>13</td>
<td>+20 (7-33)</td>
<td>.002</td>
</tr>
<tr>
<td>Exact diagnosis (with precise ectopic location)</td>
<td>49 (77)</td>
<td>30 (47)</td>
<td>19</td>
<td>+30 (15-44)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>False-negative of ectopic pregnancy</td>
<td>1 (1.6)</td>
<td>8 (12.5)</td>
<td>-7</td>
<td>-10.9</td>
<td>b</td>
</tr>
<tr>
<td>False-positive of ectopic pregnancy</td>
<td>3 (4.7)</td>
<td>3 (4.7)</td>
<td>0</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

aThe test for difference was exact McNemar test.
bNot available.

---

http://www.jmir.org/2019/7/e14286/
the second trimester screening [22]. Consequently, we believe that technical improvements, in particular, integration in the ultrasound platform, could improve examination durations; in our study, each image file was manually imported in the CDSS during the TVS. Overall, an additional 8 minutes is a reasonable cost for significant diagnostic improvements, and consequently, for a reduction in the number of visits to diagnose the correct location of the pregnancy.

**Comparison With Prior Work**

This CDSS is the first computer-based reasoning system in the field of OB/GYN. In the current trend of new technical solutions to improve ultrasound examinations, this CDSS has been evaluated, offers novel intelligent scan assistance in real time, is dynamically based on previous ultrasound findings, and has salient reference images in backup. In contrast, only 58% of CDSSs demonstrated improvements in the processes of care [23].

Software-enforced standardized protocols for screening offer interesting solutions for ultrasound scan improvement [22]. These systems implement static checklists to improve the acquisition of standard image sets. Other tools automated the 2D images processing (eg, for caliper positioning) and the 3D/4D volume processing (eg, to derive 2D images of the fetal brain and heart) [24-26]. Finally, online resources provide access to collections of medical images, including ultrasound and OB/GYN material [27-29].

Our choice of a CDSS based on ontology and semantic Web technologies have several significant advantages. The ontology is a model representing the medical knowledge involved in TVS for early pregnancy. This model allows computer-based reasoning and enables the personalized imaging protocol feature of the CDSS. Of particular interest, this type of ontology-based reasoning CDSS differs from current systems (eg, deep learning and neural network systems) and does not integrate any “black-box” component [9]: Every step of the calculation can be audited and is readable by a human. More specifically, Figure 5 illustrates the effective support of the ontology to derive a personalized imaging protocol. Every step of the protocol relies on SPARQL queries to navigate through the graph of the knowledge base (XML/RDF). This knowledge base is present in a triplestore with semantic inference capabilities (OWL/HermIT). Consequently, the result of every step of the protocol is a set of resource description framework triple, with labels (skos:prefLabel) that can be reviewed by medical experts.

When a sign is identified during the scan, in an echographic view, the clinical reasoning principle is formalized as follows:

1. List all disorders suggested by the identified sign(s).
2. For all these disorders, list all associated sign(s).
3. For all these signs, list all required echographic view(s).
4. Provide support to the operator: ordered list of echographic views required to look for relevant signs for differential diagnosis.

The CDSS design implements international standards (RDF, SPARQL, and OWL) with a generic strategy for medical imaging. The CDSS was initially developed for early pregnancy ultrasound. There is no technical obstacle to extending the system to other areas of ultrasound imaging such as diagnosis of placentation disorders or morphological ultrasound examination of the fetus. Furthermore, it allows for a simple curation process (eg, addition of new signs or new cases in the collection) and does not require specific skills in informatics. For example, when new ultrasound imaging features are described in medical publications (eg, when fetal ultrasound features of postnatal disorders are discovered, as it was recently the case for the limited dorsal myeloschisis, which is a well-known postnatal disorder [30]), updating the whole system is easy. In contrast, updating usual expert systems would require technical developments. Finally, semantic Web technologies are designed to scale and support interoperability. The scaling capability is the capability to handle a large amount of data and is a prerequisite to cover the large domain of fetal abnormalities, including ultrasound features, anatomical locations, adequate ultrasound views, and nosology of fetal disorders. The interoperability capability opens data integration with other databases, in particular, genetic data repositories. This interoperability is a possible way to establish correlations between ultrasound phenotypes and genetic variants [31].
Conclusions

In the growing ecosystem of emerging new tools for medical imaging assistance, the Intelligent Scan Assistant System is a CDSS based on a semantic representation of expert knowledge, consistent with a complementary solution that promotes improvement of both scan quality and diagnostic accuracy. The evaluation of the system on a simulation platform demonstrated its added value for trainees in TVS. Consequently, the implementation of this CDSS in routine care may reduce the number of TVS examinations to the minimum number of TVSs required to diagnose (or exclude) EP. These results await confirmation by randomized control trials and further use in different areas of OB/GYN imaging.
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Abstract

Background: Continuous patient monitoring has been described by the World Health Organization as extremely important and is widely used in anesthesia, intensive care medicine, and emergency medicine. However, current state-of-the-art number- and waveform-based monitoring does not ideally support human users in acquiring quick, confident interpretations with low cognitive effort, and there are additional problematic aspects such as alarm fatigue. We developed a visualization technology (Visual Patient), specifically designed to help caregivers gain situation awareness quickly, which presents vital sign information in the form of an animated avatar of the monitored patient. We suspected that because of the way it displays the information as large, colorful, moving graphic objects, caregivers might be able to perform patient monitoring using their peripheral vision, which may facilitate quicker detection of anomalies, independently of acoustic alarms.

Objective: In this study, we tested the hypothesis that avatar-based monitoring, when observed with peripheral vision only, increases the number of perceptible changes in patient status as well as caregivers’ perceived diagnostic confidence compared with a high-fidelity simulation of conventional monitoring, when observed with peripheral vision only.

Methods: We conducted a multicenter comparative study with a within-participant design in which anesthesiologists with their peripheral field of vision looked at 2 patient-monitoring scenarios and tried to identify changes in patient status. To ensure the best possible experimental conditions, we used an eye tracker, which recorded the eye movements of the participants and confirmed that they only looked at the monitoring scenarios with their peripheral vision.

Results: Overall, 30 participants evaluated 18 different patient status changes with each technology (avatar and conventional patient monitoring). With conventional patient monitoring, participants could only detect those 3 changes in patient status that are associated with a change in the auditory pulse tone display, that is, tachycardia (faster beeping), bradycardia (slower beeping), and desaturation (lower pitch of beeping). With the avatar, the median number of detected vital sign changes quadrupled from 3 to 12 (P<.001) in scenario 1, and more than doubled from 3 to 8 (P<.001) in scenario 2. Median perceived diagnostic confidence was confident for both scenarios with the avatar and unconfident in scenario 1 (P<.001), and very unconfident in scenario 2 (P=.024) with conventional monitoring.

Conclusions: This study introduces the concept of peripheral vision monitoring. The test performed showed clearly that an avatar-based display is superior to a standard numeric display for peripheral vision. Avatar-based monitoring could potentially make much more of the patient monitoring information available to caregivers for longer time periods per case. Our results indicate that the optimal information transmission would consist of a combination of auditory and avatar-based monitoring.

(J Med Internet Res 2019;21(7):e13041) doi:10.2196/13041
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Introduction
Patient Monitoring Background
In its Guidelines for Safe Surgery, the World Health Organization describes continuous patient monitoring by an attentive and professionally trained caregiver as extremely important for perioperative safety [1]. Noninvasive standard monitoring offers an excellent risk-benefit ratio, as it is not dangerous for patients, yet through earlier, clearer detection of vital sign abnormalities than is possible by assessing clinical signs alone, it may prevent potential catastrophic complications, for example, brain damage [2-6]. Patient monitoring enjoys widespread acceptance among caregivers and professional associations in anesthesia, intensive care medicine, and emergency medicine [17]. With technological progress in sensor and computer technology, patient monitoring can be expected to increasingly be extended to areas where patients are currently not routinely monitored, thereby detecting vital sign anomalies even earlier than is now the case, for example, in general hospital wards [8].

Introduction to Conventional Patient Monitoring
Human factor experts have long recognized that representation of vital sign data in the form of a multitude of numbers and waveforms in today’s state-of-the-art monitors does not ideally support human users in arriving at a quick interpretation with a high degree of confidence and with a low cognitive effort [9]. Several characteristic aspects of conventional representation are responsible for this: (1) people can only read numbers one by one [10]; (2) the numbers displayed represent low-level data and, only indirectly, the relevant information [11]; (3) many of the numbers displayed have the same ranges, for example, pulse rate, blood pressure, oxygen saturation, and others can all be 95; (4) people can only remember 7 digits plus or minus 2 at a time in their short-term memory [12]. The resulting need for piecemeal data acquisition, mental decoding, and subsequent interpretation of the meaning of the data requires much time and cognitive effort on the part of the caregiver to obtain adequate situation awareness of the patient’s current condition. Situation awareness refers to the correct perception of a situation and its expected course [13]. It is an essential prerequisite for informed decision making, and research has identified situation awareness errors in up to 80% of adverse events [14,15]. Patient monitors, to mitigate some of their limitations, use audible and visual alarms to warn caregivers when vital signs diverge from their normal range. However, around 80% of issued alarms are false-positives that do not lead to a therapeutic consequence, leading to a crying wolf phenomenon, that is, caregivers experiencing alarm fatigue, with resulting failure to detect truly positive alarms [16]. In a recent study, 56% (14/25) of anesthesiologists agreed with the statement that problems with alarm settings make their work with patient monitors more difficult [17]. Studies investigating patient monitoring behavior have found that anesthesia providers look at patient monitors for only about 5% of the time during a procedure and that they tend to look less often in high-workload situations, when other tasks cause cognitive saturation [18,19].

Introduction to Avatar-Based Monitoring
One possible way to optimize the process of information transfer between patient monitors and caregivers may be to present the vital sign information in the form of graphical objects [9,20,21]. Applying principles of situation awareness design [22], we developed an avatar-based visualization technology (Visual Patient) that presents vital sign information as an animated avatar of the monitored patient and is specifically aimed at helping caregivers gain situation awareness quickly and with low cognitive effort. In a previous study [23], we found that compared with conventional technology monitoring the same short clinical scenarios, this technology increased both the number of correctly perceived vital signs and the diagnostic confidence reported by the participating anesthesia providers, while reducing perceived workload. Furthermore, users considered the technology intuitive, easy to learn, and helpful [24].

Patient Monitoring With Peripheral Vision
We suspected that because of the way the avatar representation displays the information as large, colorful, moving graphical objects, caregivers might be able to perform patient monitoring using their peripheral vision. Conventional monitoring is particularly unsuitable for monitoring with peripheral vision because of the presentation of information in the form of numbers and figures as described above. To be able to read a number, a caregiver must fix their foveal or sharp vision directly on the number they intend to read. Foveal vision corresponds to the small central part of the retina in which a large number of cones are concentrated. Outside the area of foveal vision, color perception deteriorates and vision becomes blurry, rendering people unable to read glyphs with their peripheral vision [10,25,26]. Patient monitoring with peripheral vision could provide several theoretical advantages. It could increase the time per case that a caregiver has direct visual contact with the monitoring information, from approximately 5% of the time during which they observe the monitor with foveal vision to all the time they have the monitor in their peripheral visual field. Considering that the human binocular visual field encompasses approximately 214 arc degrees horizontally and 150 arc degrees vertically, the monitor is within the visual field virtually all of the time [27]. Peripheral vision monitoring may facilitate quicker detection of anomalies independently of acoustic alarms. Furthermore, the feeling of always keeping an eye on the situation may reduce caregiver stress levels, as uncertainty is a psychological stress factor [22,28]. Figure 1 shows an example of a potential future use of peripheral vision monitoring.
Figure 1. An example of a possible future application of peripheral vision monitoring in the form of an augmented reality application for patient monitoring, as Philips (Koninklijke Philips NV, Amsterdam, Netherlands) has tested on a Google (Alphabet Inc) Glass headset. If the reader looks at the center of the operating field in this photo, they can no longer read the numerical monitoring information, for example, saturation: 88%, however, they can still see that the avatar is purple and thus desaturated.

Objective
In this study, we tested the hypothesis that avatar-based monitoring with peripheral vision increases the number of vital signs perceptible as well as perceived diagnostic confidence compared with conventional monitoring with peripheral vision.

Methods
The Cantonal Ethics Committee in Zurich, Switzerland, reviewed the protocol of this study and issued a declaration of no objection (Business Administration System for Ethical Committees-Number 2017-00795 issued on October 23, 2017). All participants gave their written informed consent to the use of the data collected for scientific evaluation. The participants participated voluntarily in this study and received no financial compensation.

Description of Visual Patient Technology
The version of the technology used in this study can display the 11 most commonly monitored vital signs: pulse rate, blood pressure, oxygen saturation, ST segment of the electrocardiogram, central venous pressure, respiratory rate, tidal volume, expired carbon dioxide concentration, body temperature, brain activity, and degree of neuromuscular relaxation.

We developed the avatar as a situation-awareness tool, analogous to the so-called synthetic vision technology in aviation, and according to the principles of situation-awareness design and logic [22,29]. The synthetic vision technology renders a virtual image of the environment from data measured by the aircraft, for example, altitude information, and global positioning system–referenced elevation data. To the pilot, the virtual image it creates looks identical to the view outside the window in perfect weather. This similarity is what makes it intuitively understandable and allows for the quick and uncomplicated perception of the flight situation. Visual Patient technology does the same, in this case, by creating a virtual image of the patient from vital sign data. Similar to synthetic vision technology, it presents the numerical data in a way that corresponds to the physical phenomena they engender in the patient. For example, low oxygen saturation is represented with cyanotic skin color because this is what hypoxia causes in a patient, and that is what caregivers expect.

This so-called direct presentation of information eliminates the necessity for a caregiver to calculate the relevant information mentally from lower level data, for example, is the patient hypoxic or not if oxygen saturation is 85% [11]. In addition to this direct presentation of information, the 2 other main characteristics of the avatar are the preprocessing of the data for each vital sign into the categories too low, normal, or too high and the presentation of the vital sign information in several visualizations at the same time. For example, caregivers can judge the respiratory rate by the respiratory rate of the avatar’s lungs as well as the formation rate of the carbon dioxide cloud exhaled by the avatar.
These functions combined translate the multitude of numerical values into an animated model of the patient situation, which the caregiver can evaluate and remember at a glance. The translation of the vital signs into the avatar model takes place in real time from the monitoring data. We have described the validation and evaluation process of the avatar in detail in previous studies [23,24].

Study Participants
For this study, we included anesthesia providers in 2 study centers. The University Hospital of Zurich, a University maximum care hospital with more than 30,000 anesthesia cases per year and the Cantonal Hospital of Winterthur, a regional teaching hospital with more than 10,000 cases per year. Both centers included balanced proportions of female and male participants as well as equal proportions of the different professional groups (senior and resident physicians and anesthesia nurses). To participate in the study, we freed the participants from their respective tasks during their regular working hours so that they could participate undisturbed by external influences.

Study Procedure
We collected the data for this experiment as part of a session in which we also collected the data for 2 more experiments. Each of the participants sat in a quiet room of the University Hospital Zurich or the Cantonal Hospital Winterthur accompanied by a data collector, who guided the participant through the experiments. During the experiments, the participants sat in front of 2 computer screens. Initially, they watched an instructional video about Visual Patient technology and familiarized themselves with the layout of the conventional monitoring display. After the introduction and after they had completed a short personal information questionnaire (gender, age, and years of professional anesthesia experience), the experiments were conducted in sequence. In a pilot study, we discovered that the approximate duration of 1 data collection session would be about 1 hour and 15 min. With 2 short pauses between the 3 experiments, we considered this duration acceptable for the participants’ ability to remain concentrated during the tests. The peripheral vision experiment conducted for this study was experiment number 3. We will report on the results of experiments 1 and 2 in separate papers. For all 3 experiments, we used an iPad-based (Apple Inc) data entry tool for data entry during the experiments [30].

Peripheral Vision Experiment
As the first step in the peripheral vision experiment, we positioned the participants at a distance of approximately 60 cm directly in front of a laptop screen. Then a stationary eye tracker (Gazepoint GP3 by Gazepoint) was calibrated to capture the foveal vision, that is, gaze plot, a sequence and durations of visual fixations, of the participants on the laptop screen directly in front of them.

For the peripheral vision scenario, we played the monitoring scenario evaluated by the participants on the second screen on the left side of the participant, which we placed at an angle of 45° to the visual axis of the participants and, thus, in their peripheral field of view. We instructed the participants never to look away from the central screen during the entire 8-min test. On this central screen, we showed a Microsoft (Microsoft Corp) PowerPoint presentation showing an animated graphic of a cat in an endless loop. This ensured that the foveal vision of the participants remained on the central screen and that they, therefore, could only see the scenario played on the second monitor with their peripheral field of view. This method ensured that the volunteers really only looked at the scenario with their peripheral vision and that the data collected were, therefore, valid for this evaluation. Even if the participant’s view were to wander to the left edge of the screen, the monitor at a 45° angle, that is, the monitor on which the monitoring scenario was running, would still be deep in the middle peripheral field of view, which extends from 30° to 60° from the point of sharpest vision.

We used this method based on research that showed that the human observer’s vision is only sharp enough to read numbers or glyphs at an angle of 10° around the point of sharp vision. At a distance of 60 cm from the screen, the area of sharp vision is about the size of a fingernail, or more precisely, a circle about 2 cm in diameter. Outside of this small area, people only recognize blurred images and monochromatic colors [10,25].

In this study, we only included participants who did not look to the left of the monitor more than twice during the test. Two short glances at the monitor would, if both glances were successful and allowed for perception of 2 status changes, only account for a maximum of 5% of the participant’s dataset, given the 36 evaluated status changes per dataset.

Figure 2 shows a picture of the experimental setup. A video showing a complete peripheral vision scenario is available (Multimedia Appendix 1). We recorded this video with a wide-angle camera, which we placed in such a way that it is possible for the reader to repeat the experiment by just looking at the cat and trying to identify the patient status changes on the screen to the left. The test works most realistically on a large screen and corresponds to our setup when the reader scales the video so that the central laptop screen has a diagonal of 15 inches.
Figure 2. (A and B) Study setup: A study participant sits in front of 2 computer monitors. An eye tracker records the participant’s eye movements, which we used to confirm that the monitor on which the changes in patient condition were displayed was located in the peripheral field of view of the participant. The green funnel shows where the participant is looking and confirms that the monitor to the left remains in the peripheral visual field of the participant as long as they do not look away from the laptop screen in front. The base of the green cone corresponds to a radius of approximately 30° around the participant’s point of sharpest vision. Everything outside the funnel lies in the participant’s peripheral field of view. (C and D) The gaze plot data for 1 participant. Each point indicates a gaze fixation. A line links successive fixations.

Scenarios
This experiment aimed to find out how many changes in patient status the participants could detect by peripheral vision with the 2 technologies (ie, avatar-based and conventional patient monitoring). For the 11 most important vital signs in today’s clinical routine presented in our scenarios, there were 18 possible changes. Among them, 7 vital signs could become too high or too low (eg, blood pressure and pulse) and 4 vital signs could become abnormal only in 1 direction (eg, oxygen saturation). For the 2 technologies, we presented 36 scenarios in all. In these scenarios, all vitals remained normal for 5 seconds, after which one vital sign changed into the abnormal range. In the conventional scenarios, the changing vital signs were highlighted in yellow and an alarm tone sounded to allow for a high degree of realism. After each change, the data collector asked the test persons whether they had recognized which vital sign had just changed and, if yes, in which direction. The participants also indicated how confident they were that their assessment was correct. Participants were to choose from 0=very unconfident, 1=unconfident, 2=confident, and 3=very confident. In the videos, we showed the vital sign changes, half of the participants evaluated a video in which we completely reversed the order of the vital sign changes compared with the first video.

Outcome Measures
The primary objective of this study was to compare the performance of avatar-based monitoring with that of conventional patient monitoring in terms of the perception of patient status changes with peripheral vision. To quantify performance, we compared the number of recognized changes in vital signs with the 2 technologies. The higher the number of recognized vital sign changes, the more efficient the technology.

Secondary goals were to find out which vital signs the participants detected with the respective technologies and how confident they felt about the diagnoses they made.

Statistical Analysis
As each participant evaluated the same vital sign changes using the 2 technologies, we used paired Student t test to check the differences for statistical significance. To compare subgroup data, we used Mann-Whitney U test, and for contingency tables, we used Fisher exact test, as appropriate.
Sample Size
The sample size planning was based on the results of a pilot study and a post hoc sample size calculation for a paired $t$ test. On the basis of these results, a sample size of 8 participants could demonstrate a difference in one of the 11 vital signs with a power of 80% at a significance level of 5%. In this calculation, we assumed that an improvement of a single perceived patient status change corresponds to the minimum clinically relevant difference.

For both scenarios, we expected significantly more than 8 participants and a higher difference than 1 patient status change between the technologies. Therefore, it was clear that with a total of 30 participants, the minimum requirements for a power of 80% at a significance level of 5% were exceeded.

Results
Study and Participant Characteristics
Table 1 shows the characteristics of this study and its participants in detail. Overall, 38 participants took part in the 2 study centers. Eye-tracking data were missing in 5 of the 38 participants because of technical recording problems. We excluded 3 more participants from the analysis because they looked to the left of the central monitor several times. In the end, we included data from 30 participants for evaluation. The 2 groups of participants at the Cantonal Hospital Winterthur and University Hospital Zurich were not significantly different in terms of gender, composition (professional groups), and anesthesia experience. The only difference was that participants from the Cantonal Hospital Winterthur more frequently belonged to a higher age group than did those from the University Hospital Zurich.

<table>
<thead>
<tr>
<th>Name of study center with number of participants.</th>
<th>Cantonal Hospital Winterthur (n=22)</th>
<th>University Hospital Zurich (n=16)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants included in data analysis, n (%)</td>
<td>17 (77)</td>
<td>13 (81)</td>
<td>&gt;.99a</td>
</tr>
<tr>
<td>Senior anesthesiologists, n (%)</td>
<td>4 (25)</td>
<td>5 (38)</td>
<td>.69a</td>
</tr>
<tr>
<td>Resident physicians, n (%)</td>
<td>4 (25)</td>
<td>2 (15)</td>
<td>.66a</td>
</tr>
<tr>
<td>Nurse anesthetists, n (%)</td>
<td>8 (50)</td>
<td>6 (46)</td>
<td>&gt;.99a</td>
</tr>
<tr>
<td>Number of female/male participants, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>9 (56)</td>
<td>8 (62)</td>
<td>.69a</td>
</tr>
<tr>
<td>Male</td>
<td>7 (44)</td>
<td>5 (38)</td>
<td>.69a</td>
</tr>
<tr>
<td>Age group of participants (years), median (IQRb)</td>
<td>45-54 (25-34 to 45-54)</td>
<td>25-34 (25-34 to 35-44)</td>
<td>.05c</td>
</tr>
<tr>
<td>Anesthesia experience group of participants (years), median (IQR)</td>
<td>More than 10 (5-10 to &gt;10)</td>
<td>5 to 10 (1-5 to &gt;10)</td>
<td>.32c</td>
</tr>
<tr>
<td>Duration of data collection (minutes), median (IQR)</td>
<td>77 (70-86)</td>
<td>76 (70-80)</td>
<td>.39</td>
</tr>
<tr>
<td>Duration of peripheral vision experiment (minutes), median (IQR)</td>
<td>13.5 (12-15)</td>
<td>13 (12-15)</td>
<td>.43c</td>
</tr>
</tbody>
</table>

aFisher exact test.

bIQR: interquartile range.

cMann-Whitney U test.

Eye-Tracking Results
The eye-tracking data acquisition worked well. The success rate was 87% (33/38 participants). The most common reason for technical problems was thick eyeglass lenses, which did not allow for a successful calibration of the eye tracker. According to the study protocol, we excluded these data from the analysis. We provide the eye-tracking gaze plots of all individual participants (Multimedia Appendix 2).

Primary Outcome
When the avatar was used, the number of changes in the patient’s condition noticed with peripheral vision was higher. In scenario 1, it was higher by 9 vital signs, rising from a median (with interquartile range) of 3 (2-5) with the conventional monitor to 12 (10-13) with the avatar-based monitor ($P<.001$). In scenario 2, it was higher by 5 vital signs: increasing from 3 (2-5) with the conventional monitor to 8 (7-11) with the avatar-based monitor ($P<.001$). Figure 3 shows these results on individual participant level.
Figure 3. The results enabled 30 direct intraparticipant comparisons. All except 2 participants achieved a better performance with the avatar. The number of perceived changes in the patient’s condition quadrupled in scenario 1 and more than doubled in scenario 2. Median perceived confidence: 0=very unconfident, 1=unconfident, 2=confident, and 3=very confident. Paired Student t tests showed statistical significance for all results.

Only 2 of 30 participants achieved the same result with conventional monitoring as with avatar-based patient monitoring. No participant performed better with conventional monitoring.

With conventional monitoring, only 2 changes in the patient’s condition could be detected by more than half of the participants: pulse too high and pulse too low.

With the avatar, more than half of the participants recognized the following 8 out of 18 vital sign changes: (1) pulse rate too high, (2) blood pressure too high, (3) saturation too low, (4) central venous pressure too high, (5) expiratory carbon dioxide concentration too high, (6) respiratory rate too high, (7) body temperature too high, and (8) body temperature too low.

Only the vital sign change pulse too low was recognized by more participants with conventional monitoring than with avatar-based monitoring (Fisher exact test \( P < .001 \)).

Table 2 shows exactly how many participants recognized each patient status change with each technology.
Table 2.

<table>
<thead>
<tr>
<th>Vital sign</th>
<th>Scenario 1 (n=16)</th>
<th>Avatar, n (%)</th>
<th>Conventional, n (%)</th>
<th>Avatar, n (%)</th>
<th>Conventional, n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Scenario 2 (n=13)</th>
<th>Avatar, n (%)</th>
<th>Conventional, n (%)</th>
<th>Avatar, n (%)</th>
<th>Conventional, n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse too high</td>
<td>16 (100)</td>
<td>16 (100)</td>
<td>&gt;.99</td>
<td></td>
<td></td>
<td></td>
<td>13 (100)</td>
<td>12 (92)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Pulse too low</td>
<td>8 (50)</td>
<td>0 (0)</td>
<td>.002</td>
<td>9 (69)</td>
<td>1 (8)</td>
<td>&lt;.004</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood pressure too high</td>
<td>0 (0)</td>
<td>16 (100)</td>
<td>&lt;.001</td>
<td>1 (8)</td>
<td>13 (100)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood pressure too low</td>
<td>4 (25)</td>
<td>4 (25)</td>
<td>&gt;.99</td>
<td>0 (0)</td>
<td>6 (46)</td>
<td>.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saturation too low</td>
<td>10 (63)</td>
<td>15 (94)</td>
<td>.080</td>
<td>2 (15)</td>
<td>9 (69)</td>
<td>.020</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central venous pressure too high</td>
<td>2 (13)</td>
<td>15 (94)</td>
<td>&lt;.001</td>
<td>0 (0)</td>
<td>7 (54)</td>
<td>.005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central venous pressure too low</td>
<td>0 (0)</td>
<td>10 (63)</td>
<td>&lt;.001</td>
<td>1 (8)</td>
<td>2 (15)</td>
<td>&gt;.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST-Segment abnormal</td>
<td>4 (25)</td>
<td>7 (44)</td>
<td>.46</td>
<td>4 (31)</td>
<td>2 (21)</td>
<td>.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expiratory carbon dioxide concentration too high</td>
<td>4 (25)</td>
<td>16 (100)</td>
<td>&lt;.001</td>
<td>3 (21)</td>
<td>13 (100)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expiratory carbon dioxide concentration too low</td>
<td>5 (31)</td>
<td>10 (63)</td>
<td>.16</td>
<td>2 (15)</td>
<td>1 (8)</td>
<td>&gt;.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respiratory rate too high</td>
<td>1 (6)</td>
<td>14 (88)</td>
<td>&lt;.001</td>
<td>3 (23)</td>
<td>11 (85)</td>
<td>.005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respiratory rate too low</td>
<td>2 (13)</td>
<td>2 (13)</td>
<td>&gt;.99</td>
<td>2 (15)</td>
<td>2 (15)</td>
<td>&gt;.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tidal volume too high</td>
<td>2 (13)</td>
<td>15 (94)</td>
<td>&lt;.001</td>
<td>1 (8)</td>
<td>6 (46)</td>
<td>.070</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tidal volume too low</td>
<td>2 (13)</td>
<td>2 (13)</td>
<td>&gt;.99</td>
<td>1 (8)</td>
<td>1 (8)</td>
<td>&gt;.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brain activity high</td>
<td>2 (13)</td>
<td>9 (56)</td>
<td>.020</td>
<td>0 (0)</td>
<td>5 (38)</td>
<td>.040</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body temperature too high</td>
<td>2 (13)</td>
<td>16 (100)</td>
<td>&lt;.001</td>
<td>0 (0)</td>
<td>12 (92)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body temperature too low</td>
<td>0 (0)</td>
<td>9 (56)</td>
<td>&lt;.001</td>
<td>0 (0)</td>
<td>7 (54)</td>
<td>.005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neuromuscular relaxation high</td>
<td>0 (0)</td>
<td>5 (31)</td>
<td>.040</td>
<td>0 (0)</td>
<td>2 (15)</td>
<td>.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Fisher exact test.

Secondary Outcomes

The participants’ perceived confidence in the correctness of their diagnoses reflected the higher number of perceived changes in the patient’s condition. Only one of the 30 participants rated perceived confidence higher with conventional monitoring than with avatar-based monitoring. In scenario 1, median perceived confidence in the correctness of the diagnoses was 1, that is, unconfident with conventional monitoring and 2, that is, confident with avatar-based monitoring (P<.001). In scenario 2, this was 3, that is, very unconfident with conventional monitoring and 2, that is, confident with avatar-based monitoring (P<.001).

Discussion

Principal Findings

In this study, we found substantial differences between avatar-based and conventional patient monitoring with peripheral vision. In avatar-based monitoring, more than half of the participants in both scenarios detected the following 8 changes in patient status: (1) pulse rate too high, (2) blood pressure too high, (3) oxygen saturation too low, (4) central venous pressure too high, (5) expiratory carbon dioxide concentration too high, (6) respiratory rate too high, (7) body temperature too high, and (8) body temperature too low. In conventional patient monitoring, the only 2 changes that more than half of the participants in both scenarios detected were (1) pulse rate too high and (2) pulse rate too low. The pulse rate too low signal was the only one of the 18 total vital sign changes that was better detected with conventional monitoring (Table 2). Anesthesia providers are trained to detect a too slow pulse rate via the acoustic pulse tone because it implies serious a problem in a real patient. However, a nonpulsating avatar, as is the case for a low pulse rate, was not as well detected with peripheral vision. This finding suggests that optimal information transmission could be achieved with a combination of auditory and avatar-based monitoring; it also emphasized the potential benefits of further development of audio displays in patient monitoring, as also found previously [31].

Potential Significance of Peripheral Vision for Patient Monitoring

Ford et al showed that anesthetists only looked directly at the screen of the patient monitor for about 5% of the time during anesthesia cases. This means that anesthesia providers spend much of their time at an angle where patient monitoring with peripheral vision would in theory be possible [18,19]. On the one hand, monitoring with peripheral vision has the theoretical advantage that a care provider can determine which vital signs lie outside the patient’s normal range without having to look away from the patient or current tasks. This easing of workload would already be an advantage over today’s industry...
standard monitoring devices and would become even more of an advantage with an augmented-reality head-mounted monitoring device in the future [32,33]. On the other hand, even during foveal viewing of the avatar, the information around the point of sharpest vision can still be perceived in parallel using peripheral vision. This method of information reception is not possible when reading a number from a conventional patient monitor interface, as humans can only read and process individual numbers in sequence [10,25]. Various sources have suggested that it is desirable for patient safety and operator well-being to design the exchange of information between an instrument and its human user as efficiently as possible [9,18,22]. A caregiver can only make the right decision for a patient if situation awareness is high. By definition, the concept of situation awareness encompasses 3 levels: (1) perception of elements in the environment within a volume of time and space, (2) understanding their meaning, and (3) projection of their status into the near future [13,22,34,35]. A lack of situational awareness prohibits sound decision making and is increasingly recognized as the cause of incidents and accidents in the medical field and in aviation [13-15,22,36]. Inadequate situation awareness constitutes a hole in the Swiss cheese model of Reason’s theory of human error causation [37]. For patients who are connected to a patient monitor, the real-time and trend information from the screens and the acoustic displays are essential to the caregiver’s situation awareness. Alarm fatigue and too frequent alarms are a major problem for anesthesia providers in their daily interaction with patient monitoring [17,38-40]. Avatar-based monitoring could theoretically provide a way to reduce audible alarms if, for example, an initial alarm was only visual and would only trigger an audible alarm after some time without a reaction.

The high ratings of the subjectively perceived certainty that their diagnoses were correct shows that the users had confidence in their assessment, despite the fact that they had only seen it with their peripheral vision and therefore hazily.

This study showed us that there are numerous potential advantages of patient monitoring by means of peripheral vision and that an animated patient avatar appears to be a good tool for evaluating the real-life usability of the concept of monitoring with peripheral vision. We plan to conduct further studies along this line.

Limitations
We conducted this study as a computer-based laboratory study; therefore, it has limitations.

For instance, we have not yet tested the avatar in a real operating room and have not evaluated any clinical patient outcomes, such as clinical status of patients after surgery or adverse events. Although only a study conducted in a real-life environment or a high-fidelity simulator will ultimately allow for confident conclusions about the true benefits of avatar-based and peripheral vision monitoring, it is plausible that the large and reliable intraindividual improvements we observed would also manifest outside of the laboratory. In addition, we are at a very early stage of concept development, where it is crucial to identify potential theoretical benefits to determine whether clinical use is ultimately warranted.

In this study, we used a realistic simulation of a conventional monitor for conventional patient monitoring, including audio alarms and color highlighting of pathological values, such as the state-of-the-art devices that are currently in routine clinical use. It would be theoretically conceivable that further developments of these devices, which make pathological vital signs larger than normal vitals, would also be better readable with peripheral vision than today’s devices. Nevertheless, even with critical numbers larger than the other numbers on a monitor, an avatar might have advantages because theoretically, although it is not yet tested, several vital signs could be readable simultaneously.

Another limitation is that we did not randomize the selection of participants for this study but that we recruited participants according to availability. However, we followed a plan made before the beginning of the study to include equal numbers of male and female participants and to balance participant numbers from the different occupational groups in the 2 centers. This standardization ensured that the groups were representative for all personnel groups and reduced the risk of sampling errors. Furthermore, the tendency of our anesthesia provider participants to look at the monitoring scenarios with foveal vision turned out to be low. Indeed, we only had to exclude 3 of 33 participants (10%) for looking at the peripheral monitor more than twice with foveal vision. All of the included participants looked at the peripheral monitor twice or less. Even if these 2 views of the monitor had allowed the perception of 2 status changes with foveal vision, this would have only affected 5% of the participants data, as each participant evaluated a total of 36 status changes. The low percentage of excluded participants and the eye-tracking method applied to confirm that the participants watched the scenarios with peripheral vision increase the validity of the study by reducing the risk of selection bias.

Finally, an inherent limitation of the avatar design that we would like to mention is the preprocessing of vital signs into categories, which causes a reduction of data accuracy. For example, pulse rate in the avatar can assume one of only 3 individual states, that is, too low, normal, or too high. Conversely, number and waveform monitoring can assume about 300 individual states between 0 and 300. Therefore, the avatar cannot replace routine monitoring, but it may serve as a supplement that explicitly aims at enhancing situation awareness.

Conclusions
This study introduces the concept of peripheral vision monitoring. It provides empirical evidence that an avatar-based instrument can significantly improve the perception of patient status through peripheral vision. Further studies using the technology in real-life situations are necessary to show whether the benefits found can be translated into reality. This study represents a further building block in the literature on avatar-based monitoring by presenting and validating a hitherto unknown characteristic of the technology, namely, patient monitoring by means of peripheral vision.
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A video showing the complete peripheral vision test.
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Multimedia Appendix 2

The eye-tracking gaze plots of all individual study participants.
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Abstract

Background: In the new media age, the public searches for information both online and offline. Many studies have examined how the public reads and understands this information but very few investigate how people assess the quality of journalistic articles as opposed to information generated by health professionals.

Objective: The aim of this study was to examine how public health care workers (HCWs) and the general public seek, read, and understand health information and to investigate the criteria by which they assess the quality of journalistic articles.

Methods: A Web-based nonprobability sampling questionnaire survey was distributed to Israeli HCWs and members of the public via 3 social media outlets: Facebook, WhatsApp, and Instagram. A total of 979 respondents participated in the online survey via the Qualtrics XM platform.

Results: The findings indicate that HCWs find academic articles more reliable than do members of the general public (44.4% and 28.4%, respectively, P < .001). Within each group, we found disparities between the places where people search for information and the sources they consider reliable. HCWs consider academic articles to be the most reliable, yet these are not their main information sources. In addition, HCWs often use social networks to search for information (18.2%, P < .001), despite considering them very unreliable (only 2.2% found them reliable, P < .001). The same paradoxes were found among the general public, where 37.5% (P < .001) seek information via social networks yet only 8.4% (P < .001) find them reliable. Out of 6 quality criteria, 4 were important both to HCWs and to the general public.

Conclusions: In the new media age where information is accessible to all, the quality of articles about health is of critical importance. It is important that the criteria examined in this research become the norm in health writing for all stakeholders who write about health, whether they are professional journalists or citizen journalists writing in the new media.

(J Med Internet Res 2019;21(7):e14105) doi:10.2196/14105
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Introduction

Searching for Web-Based Health Information

In the last decade, the internet has become a powerful instrument for searching for health information because it provides the opportunity to access information from varied and diverse sources [1]. According to current estimates, over 4 billion people have access to the internet [2]. An analysis of global internet use indicates that Israelis are second among the top ten countries worldwide in time spent online among individuals age fifteen or above [3]. Israelis use the internet more than Americans and...
Europeans [4] and spend the most time on the internet among global users [5].

As for science and health-related information, Israelis exhibit high levels of interest in science, with 62% of the public stating that knowing about science and technology in their everyday life is a necessity [6]. Moreover, polls have documented that health-related news is the most popular news topic among Israelis [7]. A recent study of otolaryngology patients found that Israelis turn to the internet as a source of health information significantly more than to books or newspapers [8].

Numerous studies have focused on factors that influence users in searching for health information. One such factor is health literacy [9-13]. Low health literacy is related to the limited ability to search, understand, and assess Web-based health information [14-16]. In contrast, high health literacy leads to more frequent Web-based searches for medical information [9,12].

Other variables found to influence the preference for internet sources include socioeconomic variables [13,17-19], cultural aspects [20,21], age variables [22-24], gender [25-28], and individual’s level of self-efficacy [27,29,30].

One of the main consequences of searching for health information is its impact on actual behavior [31,32]. Some studies have indicated a connection between information seeking and actual behavioral improvement [33,34], with effective searching for Web-based health information leading to positive outcomes such as an improved understanding of medical conditions, an improved understanding of treatment options, informed decision making, and effective stress reduction [35-39]. On the contrary, Web-based health information can also contain misinformation and disinformation and can influence the behavior of people from various health fields [16,40-42].

**Traditional Information Sources Versus Web-Based Sources**

Before the digital age, the general public depended heavily on health organizations and official sources for health information. The digital revolution provided new alternatives that enabled laypersons to rely on additional and alternative information sources and to self-manage their information [43-45]. The internet revolution has made it possible for people to take an active part in their medical care and manage their daily health needs [46]. This process has led to a shift in the perceived role of the public, from passive recipient to active consumer of health information [16,45,47-49].

Web-based media constitute an important source of health-related information [50,51], as well as a platform for discussing and sharing personal experiences, opinions, and concerns regarding illnesses and treatments [49,52-57]. Furthermore, the internet serves as a democratic, accessible, and interactive source of diverse information, thus enabling patients to make informed decisions [58,59]. Seeking and sharing Web-based information provides people with social support while enabling them to maintain their anonymity [60,61].

As a result of this revolution, health information no longer belongs exclusively to health professionals but rather is also accessible to the general public [22,48,62]. Thus, patients tend to bring information from Google to their appointments to discuss with their doctors so that the patient–physician discourse has changed from one-directional to two-directional communication [10,63-65]. During consultations with their doctors, patients seek to verify the information they obtained from other sources. After a doctor’s appointment, some patients continue to search for information as a second opinion to verify the information they received from their doctor [18,62,66,67].

The reasons to continue searching information are as follows: the use of medical terminology in the physician–patient discourse impedes the patient’s understanding [50] and the short duration of physician–patient encounters leads patients to seek other information sources to find answers to questions that remain open. These and other factors often lead the public to doubt the credibility of physicians and to consume medical information from Web-based sources [16,27,50].

In contrast, other studies show that despite the internet revolution, doctors are still considered the main source of reliable information [22,68-71]. Some studies indicate that searching for Web-based information can improve physician–patient communication [72]. Moreover, some patients do not see the internet as replacing the doctor but rather as another resource that can help them better understand medical recommendations [73]. Some studies indicate that consuming Web-based information also increases the public’s reliance on medical professionals [74] for 2 main reasons: (1) the low reliability of the information on social networks [14,18,63,75-79] and (2) the low level of health literacy among the public, which makes it difficult for patients to understand and integrate health information and motivates them to turn to physicians as reliable sources [80-82].

In addition to doctors, before the digital revolution, the main agents through which the public obtained medical information were traditional media sources (eg, television and the press) [22,83-87]. Journalists who write about health acted as middlemen in communicating information to the public [16,42,88,89]. In today’s age of new media, professional journalists constitute a new voice in the discourse, alongside citizens who also define themselves as journalists [16,42,90]. Nevertheless, health journalists still play an important role because they are considered to be professionals by the general public, which continues to read their Web-based articles [16,88,91]. For example, the study by Pew Research Center reported that 95% of all new information being disseminated via news media came from old media—especially newspapers [87]. According to Walsh-Childers et al (2018), because patients become increasingly involved in the direction of their health care:

...*health journalism will likewise increase in salience for audiences as an education source. The current climate encourages a level of patient involvement in medical decision making that requires health care consumers to have a much better understanding of the benefits, harms, and costs of all options available to them.* [16]
The literature analyzing journalistic quality points to the problematic nature of transmitting reliable information. Numerous studies over the past decade have found many problems in the media coverage of medications and medical treatments. These problems primarily emerge in the tendency toward sensationalism and over-enthusiasm in describing medications and medical technologies by placing excessive emphasis on their benefits while ignoring or hardly mentioning their risks, side effects, or costs [92-98]. The literature also found that journalists rely increasingly on websites and press releases from the medical industry and health organizations, which can result in the public perceiving professional journalism as biased and lacking credibility [42,99-101].

In light of the aforementioned changes, it is important to examine how the public in general and health care workers (HCWs) in particular assess the quality of the journalistic articles they read.

The Quality of Health Information

Retrieving Web-based information often leads to misinformation or disinformation [102]. The quality of the information offered on the internet varies, ranging from evidence-based scientific data quoting scientific research and clinical experiments to questionable information that could imperil the individual’s health. Therefore, the challenge in searching for Web-based information and on social networks lies in the difficulty in finding sound, valid, and reliable information [103-105].

The proliferation of Web-based health information has led to a rise in the number of studies analyzing the quality of the published information. The first such study, published in 1997 by Impicciatore et al, evaluated the accuracy and integrity of the information on a website on fever management in children. According to the authors, out of 41 websites, only 4 provided full and accurate information about the subject [106]. This historic study provided a framework for subsequent studies of information quality. Accordingly, measurement tools were developed that usually included the following parameters: accuracy, completeness, readability, accountability, and technical criteria [103]. Additional specific parameters were added according to the subject of interest, for example, Eysenbach’s 6 criteria [103], the WebMedQual Scale [107], and Godin’s Quality Assurance Rating Tool for Internet Health Sites [108].

In recent years, these measurement tools and others have been used to assess information quality in different areas of medicine and health. All the studies point to the need to create reliable websites, improve information quality, improve access, increase oversight of Web-based medical information, and manufacture and distribute sound and customized materials [109-113]. Furthermore, websites have emerged that are dedicated to improving information quality for health writers. For example, the Health News Review website is an Australian-based website that aims to improve the public dialogue about health care by helping readers critically analyze health care news.

In general, most of the relevant literature in the new media age has focused on the reasons for seeking medical information, on diverse criteria that experts consider important to have on websites, and on the consequences of information seeking, whereas few studies have examined how the public reads and understands health information or what the public considers to be reliable.

This study sought to examine not only the ways in which the general public seeks information but also how the public understands this information and what information sources it sees as reliable. In addition, in view of the ongoing role of the press even in the new media era, the study also examines whether HCWs and the general public are capable of identifying quality criteria that influence behavioral intentions.

Objectives

This research had 2 main objectives:

1. To examine how HCWs and the general public seek out, read, and understand health information.
2. To examine perceptions among HCWs and the general public regarding criteria for judging the quality of journalistic articles.

The specific objectives included the following: (1) to examine the differences between the general public and HCWs in how they seek and read information and how this new information influences their behavior and (2) to examine the criteria readers use to determine the quality of an article written by a journalist.

Comparing HCWs with the general public is based on the following rationale: As part of their daily work routine, HCWs are required to read and understand up-to-date information to be able to answer questions posed by the public. In addition, the public expects HCWs to answer questions about the information it encounters [10,16,63-65,72,114,115]. This raises questions regarding whether HCWs are able to discern the quality of journalistic information and whether they can refer the public to tools or criteria that can help in assessing the quality of articles appearing in the press.

The study is based on the following hypotheses:

1. The general public and HCWs will indicate that they will change their behavioral intentions after being exposed to health information.
2. The general public and HCWs will seek more health information from social networks than from scientific articles published in international journals.
3. The general public and HCWs will perceive scientific articles published in international journals as more reliable than information from social networks.
4. The general public and HCWs will be partially aware of the components that determine the quality of journalistic articles.
5. HCWs will perceive the criteria for determining the quality of health articles as more significant than will the general public.

Methods

A survey was distributed to Israeli HCWs and members of the public via 3 social media outlets: Facebook, WhatsApp, and Google+. A total of 979 respondents participated in the online
survey via the Qualtrics XM platform. The research was approved by the Faculty of Social Welfare and Health Sciences Ethics Committee for research with human subjects at the University of Haifa (Approval no. 266/18).

**Study Design**

**Sampling**

Our sample was designed using Qualtrics XM online survey software as it provided rapid and efficient distribution of an interactive online questionnaire (see Multimedia Appendix 1) to our research population (HCWs and the general public in Israel). We used the self-selection in Web survey method of nonprobability sampling [116] to recruit participants through posts on social networks asking the general public (over the age of 18 years) to answer the survey.

**Development of the Questionnaire and Research Procedure**

**Stage 1: Building the Questionnaire**

The questions were based on a literature review in the field of health information seeking and on HealthNewsReview.org, an Australian website (https://www.healthnewsreview.org/) designed to rank health articles according to quality criteria. The questionnaire consisted of 3 parts. The first part asked the participant for sociodemographic details.

The second part included questions about information searching and reliability attributed to health information sources (eg, “Where do you usually search for information?” and “Which of the aforementioned information sources (social networks, health organization websites, human sources, web-based newspapers, public healthcare workers) do you consider the most reliable?”). Respondents were also asked about health issues that concern them: “What main health area usually interests and concerns you; what type of health information do you search for and read about?” Respondents chose from a list of medical topics: nutrition, physical activity, illnesses, medications, vaccinations, alternative therapies, safety, environmental exposure, and other. Questions also focused on how the public reads health articles (eg, “Do you read the whole article or just parts of it?”) and the impact of the information on behavior change (eg, “If you encounter health information which seems important to you, to what extent would you change your behavior after learning about this?”). An example is information published by the World Health Organization indicating that processed meat raises the risk of cancer.

The third part of the questionnaire focused on what determines whether a health article is of high quality. Respondents were asked to rank the list of criteria they were given (see Table 1) on a 5-point Likert scale ranging from 1 (completely agree) to 5 (completely disagree).

**Table 1.** Importance of health information criteria to health care workers and to the general public.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Respondents&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>The article also presents the drawbacks of the intervention.</td>
<td>4.27</td>
</tr>
<tr>
<td>The “tone” of the article is more scientific than marketing.</td>
<td>4.18</td>
</tr>
<tr>
<td>The article presents alternatives to medical intervention.</td>
<td>4.17</td>
</tr>
<tr>
<td>The article is based on a number of articles.</td>
<td>4.16</td>
</tr>
<tr>
<td>Details of the study.</td>
<td>4.09</td>
</tr>
<tr>
<td>The article cites results from an article from an academic journal.</td>
<td>4.06</td>
</tr>
<tr>
<td>Presentation of quantitative findings and not personal stories.</td>
<td>4.04</td>
</tr>
<tr>
<td>The article presents a scientific controversy in the field.</td>
<td>4.01</td>
</tr>
<tr>
<td>The article notes the availability and accessibility of treatment to the general public.</td>
<td>3.97</td>
</tr>
<tr>
<td>The article explains and simplifies professional concepts.</td>
<td>3.96</td>
</tr>
<tr>
<td>The article presents an opposing professional opinion.</td>
<td>3.93</td>
</tr>
<tr>
<td>The article presents existing conflicts of interest of the researchers.</td>
<td>3.76</td>
</tr>
<tr>
<td>The article presents information that has implications for policy.</td>
<td>3.75</td>
</tr>
<tr>
<td>The article presents a response by the regulator.</td>
<td>3.72</td>
</tr>
<tr>
<td>The article presents the findings even in the event that science indicates that there are no unequivocal answers.</td>
<td>3.68</td>
</tr>
</tbody>
</table>

<sup>a</sup>Respondents were asked to rank the list of criteria they were given on a 5-point Likert scale ranging from 1 (completely agree) to 5 (completely disagree).

**Stage 2: Criteria Validation Process**

Before distributing the questionnaire to each population group, we analyzed the validity of the criteria using a focus group consisting of 25 students and 7 researchers at the School of Public Health (University of Haifa, Israel), who rated 3 health articles according to the criteria. We measured their overall percentage of agreement, as well as Krippendorff alpha (representing the level of agreement between coders beyond mere chance) for each answer [117]. Overall, for all the criteria, the between-coder agreement was satisfactory (alpha=.79; 92%).
Stage 3: Pilot Survey for Content Validation

In the pilot, we distributed the questionnaire to 80 Arab and Jewish members of the general public and HCWs. The participants were asked to provide feedback on the questionnaire’s content. Subsequently, we focused on adjusting the questions to make them more culturally sensitive. For example, we used the word regulator in Hebrew, but as that term is not used in Arabic, we modified the word to policy. Similarly, conflict of interest is not a familiar concept in Arabic, so in the interest of clarity, an example was provided. Furthermore, as the general public did not always understand the full meaning of a question, we added clarifying examples. For instance, for the item stating that “The article gives possible solutions for different medical issues”, we gave examples of a possible solution (eg, making a lifestyle change instead of taking medicine to lower high blood pressure).

Stage 4: Running the Study

To recruit as many participants as possible, we used intensive sampling in the first step and distributed the questionnaires via social media platforms (WhatsApp, Facebook, and Instagram). After this initial sampling, we continued to recruit participants through snowball sampling to reach enough participants among HCWs by distributing the questionnaire via specialized HCW Web-based forums and by directly asking them to distribute the questionnaire to additional HCWs they knew.

At interim meetings during the survey, we monitored the social demographic variables and noted a lack of young men among the general public and the HCWs who responded to the survey. As our audience was a deliberate sample, we looked for ways to distribute the survey to more HCWs and turned to health forums. By means of diffusion, the survey was distributed from our inner circles to extended circles.

Analysis

To check whether people intended to change their behavior after being exposed to health information, we used a chi-square test in which the answers are reduced to 3 levels (not at all or to a small extent, to a medium extent, and to a high to very high extent). Chi-square tests for independence were conducted to examine the differences between HCWs and others with regard to information seeking, sources of information, source reliability, and the manner in which the information was read. Wilcoxon Rank-Sum tests were used to examine the differences between HCWs and the public regarding behavioral change following exposure to information and the criteria for a high-quality article.

Regarding the quality criteria for articles, separate chi-square tests were conducted for each criterion to examine the differences between HCWs and others. To avoid the inflation of a type I error owing to multiple testing, adjusted P values were calculated using the false discovery rate method.

Results

A total of 979 respondents participated in the survey. The vast majority of the respondents (96%) were below retirement age (<66 years) and female (76%), almost half were Jewish (49%) and somewhat fewer (42%) were Muslim. Table 2 depicts the respondents’ sociodemographic and health status information.
Table 2. Sociodemographic and health status characteristics (n=979).

<table>
<thead>
<tr>
<th>Sociodemographic characteristics and category</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>232 (23.7)</td>
</tr>
<tr>
<td>Female</td>
<td>747 (76.3)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>&lt;29</td>
<td>363 (37.1)</td>
</tr>
<tr>
<td>30-45</td>
<td>397 (40.6)</td>
</tr>
<tr>
<td>46-65</td>
<td>177 (18.1)</td>
</tr>
<tr>
<td>66+</td>
<td>42 (4.3)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
</tr>
<tr>
<td>Jewish</td>
<td>481 (49.1)</td>
</tr>
<tr>
<td>Muslim</td>
<td>410 (41.9)</td>
</tr>
<tr>
<td>Christian</td>
<td>65 (6.6)</td>
</tr>
<tr>
<td>Druze</td>
<td>12 (1.2)</td>
</tr>
<tr>
<td>Other</td>
<td>11 (1.1)</td>
</tr>
<tr>
<td>HCWs&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>363 (37.1)</td>
</tr>
<tr>
<td>No</td>
<td>616 (62.9)</td>
</tr>
<tr>
<td>Suffering from a chronic disease</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>203 (20.7)</td>
</tr>
<tr>
<td>No</td>
<td>776 (9.3)</td>
</tr>
<tr>
<td>Child suffers from a chronic disease</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>145 (14.8)</td>
</tr>
<tr>
<td>No</td>
<td>834 (85.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HCWs: health care workers.

Behavioral Intentions Following Exposure to Health Information: General Public Versus Health Care Workers

Respondents were asked about the extent to which they would change their behavior after receiving health information of personal importance: “If you encounter health information that seems important to you, to what extent would you change your behavior following your exposure to this information?” The research findings indicate that more than half the HCWs and more than half the respondents from the general public reported they would change their behavior to a large or very large extent (Table 3).

Table 3. Intention to change behavior after receiving health information of personal importance. Question: If you encounter health information that seems important to you, to what extent would you change your behavior following exposure to this information?

<table>
<thead>
<tr>
<th>Respondents</th>
<th>Intent to change</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not at all or to a low extent, n (%)</td>
<td>To a moderate extent, n (%)</td>
</tr>
<tr>
<td>HCWs&lt;sup&gt;a&lt;/sup&gt;</td>
<td>20 (5.51)</td>
<td>132 (36.36)</td>
</tr>
<tr>
<td>GP&lt;sup&gt;b&lt;/sup&gt;</td>
<td>66 (10.71)</td>
<td>220 (35.71)</td>
</tr>
<tr>
<td>Total</td>
<td>86 (8.78)</td>
<td>352 (35.96)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HCWs: health care workers.
<sup>b</sup>GP: general public.
Seeking Health Information and Perceived Reliable Sources—the General Public Versus Health Care Workers

Table 4, Table 5 and Table 6 show where the general public and HCWs search for health information. In comparison with the general public, HCWs mainly search on health organization sites and in academic articles, as they consider academic articles more reliable. The general public seeks more information from social networks and Web-based newspapers and considers social networks, human resources, and HCWs to be more reliable.

Table 4. Seeking information and source reliability: comparison between health care workers and the general public.

<table>
<thead>
<tr>
<th>Sources for health information</th>
<th>Respondents, %</th>
<th>GP, %</th>
<th>HCWs, %</th>
<th>Chi-square (df)</th>
<th>P value</th>
<th>Adjusted P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social networks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Where do you usually search for health information?</td>
<td>30.34</td>
<td>37.50</td>
<td>18.18</td>
<td>40.33 (1)</td>
<td>&lt;.001d</td>
<td>&lt;.001d</td>
</tr>
<tr>
<td>Which source is most reliable in your opinion?</td>
<td>6.13</td>
<td>8.44</td>
<td>2.20</td>
<td>15.45 (1)</td>
<td>&lt;.001d</td>
<td>&lt;.001d</td>
</tr>
<tr>
<td>Health organizations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Where do you usually search for health information?</td>
<td>33.40</td>
<td>27.11</td>
<td>44.08</td>
<td>29.56 (1)</td>
<td>&lt;.001d</td>
<td>&lt;.001d</td>
</tr>
<tr>
<td>Which source is most reliable in your opinion?</td>
<td>44.13</td>
<td>43.02</td>
<td>46.01</td>
<td>0.83 (1)</td>
<td>.36</td>
<td>.36</td>
</tr>
<tr>
<td>Human sources</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Where do you usually search for health information?</td>
<td>4.80</td>
<td>5.84</td>
<td>3.03</td>
<td>3.96 (1)</td>
<td>.05</td>
<td>.06</td>
</tr>
<tr>
<td>Which source is most reliable in your opinion?</td>
<td>5.82</td>
<td>7.79</td>
<td>2.48</td>
<td>11.76 (1)</td>
<td>&lt;.001d</td>
<td>&lt;.001d</td>
</tr>
<tr>
<td>Academic articles</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Where do you usually search for health information?</td>
<td>17.06</td>
<td>12.82</td>
<td>24.24</td>
<td>21.05 (1)</td>
<td>&lt;.001d</td>
<td>&lt;.001d</td>
</tr>
<tr>
<td>Which source is most reliable in your opinion?</td>
<td>34.32</td>
<td>28.41</td>
<td>44.35</td>
<td>25.76 (1)</td>
<td>&lt;.001d</td>
<td>&lt;.001d</td>
</tr>
<tr>
<td>Public health care workers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Where do you usually search for health information?</td>
<td>5.52</td>
<td>5.68</td>
<td>5.23</td>
<td>0.09 (1)</td>
<td>.77</td>
<td>.77</td>
</tr>
<tr>
<td>Which source is most reliable in your opinion?</td>
<td>8.27</td>
<td>10.71</td>
<td>4.13</td>
<td>13.04 (1)</td>
<td>&lt;.001d</td>
<td>&lt;.001d</td>
</tr>
<tr>
<td>Web-based newspapers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Where do you usually search for health information?</td>
<td>8.89</td>
<td>11.04</td>
<td>5.23</td>
<td>9.51 (1)</td>
<td>.00e</td>
<td>.00f</td>
</tr>
<tr>
<td>Which source is most reliable in your opinion?</td>
<td>1.33</td>
<td>1.62</td>
<td>0.83</td>
<td>1.11 (1)</td>
<td>.29</td>
<td>.35</td>
</tr>
</tbody>
</table>

aGP: general public.
bHCWs: health care workers.
cFalse discovery rate.
dP<.001.
eP<.05.

Table 5. Primary information source and perception of reliability (percentage of health care workers).

<table>
<thead>
<tr>
<th>Information source</th>
<th>Source used to search for information</th>
<th>Most reliable source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health organizations</td>
<td>44%</td>
<td>46%</td>
</tr>
<tr>
<td>Academic articles</td>
<td>24%</td>
<td>44%</td>
</tr>
<tr>
<td>Social networks</td>
<td>18%</td>
<td>2%</td>
</tr>
<tr>
<td>Public health workers</td>
<td>5%</td>
<td>4%</td>
</tr>
<tr>
<td>Human sources</td>
<td>3%</td>
<td>2%</td>
</tr>
<tr>
<td>Web-based newspapers</td>
<td>5%</td>
<td>1%</td>
</tr>
</tbody>
</table>
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Table 6. Primary information source and perception of reliability (percentage of general public).

<table>
<thead>
<tr>
<th>Information source</th>
<th>Source used to search for information</th>
<th>Most reliable source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health organizations</td>
<td>27%</td>
<td>43%</td>
</tr>
<tr>
<td>Academic articles</td>
<td>13%</td>
<td>28%</td>
</tr>
<tr>
<td>Social networks</td>
<td>38%</td>
<td>8%</td>
</tr>
<tr>
<td>Public health workers</td>
<td>6%</td>
<td>11%</td>
</tr>
<tr>
<td>Human sources</td>
<td>6%</td>
<td>8%</td>
</tr>
<tr>
<td>Web-based newspapers</td>
<td>11%</td>
<td>2%</td>
</tr>
</tbody>
</table>

Health Care Workers Perceive the Criteria for Quality Health Articles as More Significant Than the General Public

The differences between HCWs and the general public in their perceptions of the importance of health information quality criteria are statistically significant, with the exception of 2 criteria: the article explains and simplifies professional concepts and the article notes the availability and accessibility of treatment to the general public. Inclusion of the criteria in the articles is more important for HCWs than for the general public (Table 1).

The comparison between the criteria rankings of the HCWs and those of the general public shown in Table 1 indicates that both groups ranked the following criteria at the top of the list: intervention drawbacks; tone more scientific than commercial; offers alternatives to medical interventions; based on several articles; and details of the study. Among the HCWs, the importance of citing results from academic articles was next on the list, whereas the general public ranked this criterion in the tenth place, instead ranking presentation of quantitative findings and not personal stories in the sixth place. Both the HCWs and general public ranked conflict of interest at the bottom of the chart (not shown in Table 7).

Table 7. Ranking of top 6 health information criteria among health care workers versus the general public.

<table>
<thead>
<tr>
<th>Group and criteria</th>
<th>5-point Likert scale ranging from 1 (completely agree) to 5 (completely disagree)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCWsb</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drawbacks of the intervention</td>
<td>4.27</td>
<td>.01b</td>
</tr>
<tr>
<td>Tone more scientific than commercial</td>
<td>4.18</td>
<td>.00c</td>
</tr>
<tr>
<td>Alternatives to medical interventions</td>
<td>4.17</td>
<td>.04c</td>
</tr>
<tr>
<td>Based on several articles</td>
<td>4.16</td>
<td>&lt;.0001d</td>
</tr>
<tr>
<td>Details of the study</td>
<td>4.09</td>
<td>.00d</td>
</tr>
<tr>
<td>Cites results from academic articles</td>
<td>4.06</td>
<td>&lt;.0001d</td>
</tr>
<tr>
<td>General public</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drawbacks of the intervention</td>
<td>4.13</td>
<td>.00f</td>
</tr>
<tr>
<td>Alternatives to medical interventions</td>
<td>4.05</td>
<td>.04f</td>
</tr>
<tr>
<td>Tone more scientific than commercial</td>
<td>3.96</td>
<td>.00f</td>
</tr>
<tr>
<td>Details of the study</td>
<td>3.87</td>
<td>.00f</td>
</tr>
<tr>
<td>Based on several articles</td>
<td>3.86</td>
<td>&lt;.0001d</td>
</tr>
<tr>
<td>Presents quantitative findings and not personal stories</td>
<td>3.84</td>
<td>.00f</td>
</tr>
</tbody>
</table>

aWilcoxon Rank-sum Test
bHCWs: health care workers.
cP<.05.
dP<.001.
Discussion

Principal Findings

The new media age has changed the way people seek and consume health information [1,46]. The purpose of this study was to investigate not only how people search for Web-based and newspaper health information but also how they read and understand this information and what criteria they use to assess the quality of journalistic articles. It is important to examine how people read, understand, and assess the quality of journalistic health articles because health information can influence the way people shape their healthy lifestyles [33,34,119,120].

The findings of this study confirm the importance of this examination. When participants were asked whether they intended to change their behavior after being exposed to health information, more than 30% responded that they would make moderate changes to their behavior and 50% responded that they would make extensive changes.

The findings indicate that HCWs focus their search for health information on health organization sites and in academic articles, whereas the general public tends to search more on social networks and Web-based newspapers. This finding can be explained by the HCWs’ professional context [121]. Public HCWs are accustomed to interacting with the health system on a daily basis and naturally search more on health organization websites [122,123]. Similarly, it is reasonable to assume that in the course of their work, professionals are more likely to use academic articles than the general public [124].

Moreover, the difference in choice of information sources between HCWs and the general public can also be explained by the level of health literacy. It is reasonable to assume that HCWs have a higher level of health literacy and are more capable of processing and understanding complex medical information than the general public, leading them to place more trust in scientific sources than in social networks or information available on the internet [12,125].

Furthermore, when participants were asked what they consider to be a reliable source, HCWs found academic articles more reliable than did the general public, which found social networks [55,58,59], human sources, and HCWs to be more reliable [68,74].

As for information seeking, HCWs found academic articles based on scientific facts to be more reliable than information from social networks. Moreover, they considered information based on scientific evidence from academic journals to be more reliable and to have a more scientific than commercial tone. Thus, differences between HCWs and the general public can be explained based on the training that HCWs undergo.

Nevertheless, when we examined each group separately, differences emerged within each group. Even though HCWs indicated that academic articles are the most reliable, they tended to search more for information on social networks despite considering them very unreliable [126]. We found a similar discrepancy among the general public, which considered health organizations and academic articles to be very reliable or reliable sources yet used them infrequently to search for health information, preferring social networks, which they considered unreliable. The research findings confirm our hypothesis that both HCWs and the general public search for health information on social networks more than they do in sources they consider reliable.

This discrepancy between perceptions and actual behavior is in line with studies indicating that there are situational factors whose influence is stronger than mere attitudes. According to Wicker (1969) [127], even though participants believe that health organizations and academic articles are more reliable sources than social networks, in practice, most of them search in sources they consider to be less reliable.

The following 3 explanations attempt to answer why the public seeks information from social networks more than from other sources. First, health organizations do not provide responses to the public’s questions. That is, they conduct a monologue rather than a dialogue, leading the public to seek more information on social networks. The world of social media has generated a radical transformation in the relationship between government organizations and the public. Social media have changed the monologue to a dialogue in which anyone with information and access to communications technology can be a content creator and communicator [128]. Over the past decade, leading international health authorities, health ministries, and local governments have invested financial and human resources to narrow the gaps between the authorities and the public, thus increasing the authorities’ presence on social media. Despite this impressive transformation, the use of social media by organizations is still in its infancy. Although the literature indicates that health authorities use social media, it also shows that this use is still very limited, as these tools serve primarily for mass information dissemination (similar to traditional mass media) instead of for 2-way communication [129-132].

Second, as health organizations do not exercise complete transparency in conveying information, the public turns to social networks to fill in the missing information. It is important to note that alongside disinformation deliberately conveyed by stakeholders, most of the discourse on social media stems from people’s desire to obtain additional information, which is sometimes not fully conveyed by the health organizations [43].

Third, among the general public as well as among HCWs, decision making on health matters entails a combination between the automatic emotional system and the rational system. Thus, it is no wonder that despite being aware that social networks are likely to contain misinformation or disinformation, people continue to seek information there [133]. Studies of the health behavior of public HCWs found that they shared the same concerns and barriers as the general public [43,134-137]. Neither public HCWs nor the general public rely only on analytical or evidence-based information (academic articles) when searching for health information, but also seek information based on experience and emotions, both of which are found mostly on the social networks.

In summary, we proposed several possible explanations for the discrepancy we found between what the public and HCWs...
believe to be reliable and where they actually search for information in practice.

As for the research findings about what criteria the general public uses to judge the quality of journalistic articles compared with the criteria used by public HCWs, statistically significant differences were found between the importance of the criteria (except for 2), indicating that HCWs attributed more importance to the criteria than the public.

In addition, when we examined the 6 criteria that were most important to the general public and to HCWs, we found that 4 were important for both groups: drawbacks of the intervention, a tone that is more scientific than commercial, alternatives to medical interventions, and details of the study. These criteria indicate that the public values providing full information about the negative impacts or limitations of medical interventions as well as existing alternatives, information often absent from the media coverage. Studies have found that media coverage of medications and medical treatments is problematic, primarily in its tendency to provide sensational and an overly enthusiastic coverage of drugs and medical technologies and to emphasize the benefits excessively while ignoring or hardly mentioning the risks, side effects, and costs [93,94,96,97,98] or the limitations of scientific studies advocating the efficacy of these drugs.

In addition to the 4 aforesaid criteria cited by both public HCWs and by the general public as indications of information quality, 2 specific criteria emerged as important to the public. One of them is that the article should mention treatment availability and accessibility. This finding can be explained by the public’s wish to know whether the treatment or medication mentioned in the article is accessible to it. For marketing reasons, press reports often mention medications and interventions that are not accessible to the public [92]. A second criterion valued by the public is that the article should simplify professional concepts. The importance of communicating professional information in understandable and clear language is a basic principle cited in the health communication and risk communication literature [138,139]. The mental models approach [140] also emphasizes the importance of understanding and simplifying professional concepts for the general public. Conversely, a criterion the public did not consider important was citing academic sources.

The findings also indicate that both HCWs and the general public ranked conflict of interest at the bottom of the list. Studies indicate that for years journalists have relied on information provided to them by organizations and the pharmaceutical industry rather than looking for quotes from academic sources themselves [99,100]. Several scholars have warned that journalists often fail to disclose the funding sources supporting the research, the investigators’ financial conflicts of interests, and all the sources interviewed [95,141-143]. Owing to such potential conflicts of interest, reporting a study’s limitations, funding sources, and financial ties is of great importance [144]. The Statement of Principles of the US Association of Health Care Journalists calls on journalists to disclose relevant conflicts of interest in their sources as a routine part of their work [145].

Yet, it seems that more often than not, journalists do not report such conflicts of interest [97,98,145].

The public may have become used to reading information in such a way that it does not look for citations from academic sources but relies on the author’s integration or summary. In addition, the lack of discussion about the importance of exposing conflicts of interest leads both public HCWs and the general public not to attach adequate importance to this issue. The importance of including scientific articles and assessing their quality and the importance of disclosing conflicts of interest are criteria whose absence can produce misinformation, partial information, or disinformation that affect the public’s decision making.

Limitations
This study is not a representative sample of the general population of Israel. It used nonprobability sampling and measuring and was therefore vulnerable to selection bias from the outset.

Furthermore, in this study, we did not check the impact of several variables that might affect health-information searching behavior, both of the general public and of health workers, such as age, gender, personal relevance, level of health literacy, and the individual’s reasons for the health information search. Also, as in any study checking behavioral intentions and actual behavior, this study is vulnerable to information bias as the result of biased reporting by the respondents. Our overall goal was to reach the specific target audiences of the general public versus HCWs and compare them, even though it was not a representative sample of those 2 populations.

We took a number of steps to minimize sampling bias: (1) we used 3 different media channels, thus increasing the chances for randomization in this sample [116]; (2) we monitored the data once a week to insure sufficient professional and ethnic representation among the participants. For example, when we discovered that there was an insufficient number of HCWs, we posted on more medical forums. When we noticed there were not enough participants from the Arab sector, we appealed specifically to this population group and thus broadened the sample; and (3) we used snowball sampling according to which each participant gave the questionnaire to someone else from their group, enabling us to reach more people from the required population groups. As our study is based on a small subpopulation of HCWs, the choice of the snowball sampling technique seemed to be more appropriate than convenience sampling. In addition, the descriptive statistics suggest that we were able to achieve a diverse sample based on sociodemographic variables.

Conclusions
The study findings point to disparities both among HCWs and among the general public in their information-seeking behavior and their evaluations of the reliability of the sources searched. To reduce these gaps, health organizations must provide attractive materials, make academic articles accessible, and improve their dialogue with the public. In addition, in the technological age, where information is accessible to all, the quality of articles about health is critically important. Making
the criteria cited in this research the norm in health writing is important for all stakeholders who write about health, whether
they are professional journalists or citizen journalists in the new
media.
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Abstract

Background: Information on health and health care is abundant on the internet. To make informed choices, patients need reliable and easy-to-understand information about quality and availability of care providers and treatment options. However, the reliability of such Web-based information is difficult to assess.

Objective: This study aimed to test Web-based information about diabetes and dementia and specifically a new presentation format of care routes to see if people are able to understand and use the information.

Methods: Overall, 38 cognitive interviews were held; 20 people viewed the information about diabetes and 18 viewed the dementia information. Participants were asked what they would want to know about either diabetes or dementia, what choices they would want to make concerning their preferred care provider and treatment, and what information they would like to find to make these choices. They were then asked to view the relevant pages and comment on them. The interview was focused on general information about the condition, the care route, and the quality information for choosing a hospital. The interviews were transcribed verbatim and then systematically coded and ordered into themes.

Results: The themes that were developed for both Web pages during the analysis were information needs, findability, usability, comprehension and readability, recognizability, care route, quality information, and usefulness. Information needs were found to be very diverse and dependent on the personal situation and condition of the participant. Several participants were unable to find specific items because they were not where they expected them to be. Most participants were positive about the layout, font, and color scheme of the test pages. However, options of clicking through to another website and indications where information can be expanded and collapsed could be made clearer. Participants generally found the information easy to understand but felt a need for a more detailed explanation of the medical terms. Recognition of the information played an important role: participants assessed whether the information they found matched their experiences. The term care route meant little to most of the participants, but the layout of the care route itself was found to be clear. Not many respondents spontaneously went to the quality information, and a number of participants had difficulty understanding it. Overall, the participants thought the information on the website was useful and helpful.

Conclusions: The cognitive interviews gave numerous insights into how Web-based information is processed and understood. The care route offers a clear overview of the various stages as the condition progresses, but the name care route is not clear to everyone. We gained insight into differences between subgroups of people in terms of information needs, comprehension, and use of the information because the diversity within the group of participants was lower than expected.

(J Med Internet Res 2019;21(7):e11340) doi:10.2196/11340
KEYWORDS
patients; qualitative research; choice behavior

Introduction

Background

Information on health and health care is abundant on the internet; it is present in all kinds of forms. Health information can be seen as information about diseases or health conditions; about signs and symptoms; about progression, severity, and duration; and about treatment possibilities. Health care information is more about care providers and care institutions, about accessibility and availability, about costs and quality, and about choosing a care provider or a treatment.

It is well understood that to be able to make an informed choice for a specific care provider or a specific treatment, patients need reliable and easy-to-understand information about the quality and availability of care providers and treatment options. However, the reliability of much of the information found on the internet is difficult to assess. In addition, the availability of information alone is no guarantee for its proper use. For instance, free provider choice and costs are relevant as well [1]. Governments or providers or insurers may be concerned about the reliability of the information available on the internet and may want to provide some kind of guidance to consumers looking for information. This may have 2 purposes: informing consumers about specific health issues by providing reliable and up-to-date medical information (providing health information) or informing consumers about quality issues to encourage them to make informed choices between care providers, care institutions, or treatment options (providing health care information or choice information). Websites may focus on one of these aims or may be designed for both uses.

NHS Choices [2] is an example of a government website providing health information as well as choice information. A recent study by Lee et al has shown that there is a need among health information seekers for a centralized health portal or database containing relevant and quality health information [3].

In the previous 20-odd years, several studies have been conducted about the way information about health and health care could best be presented on the internet to make it accessible for anyone. According to Eysenbach [4], there are different levels of accessibility. The first level is physical accessibility: having access to the information, in this case, having a computer and having access to the internet. The second level is findability: finding the relevant website or finding information within a website. The third level is readability: is the language understandable for most people. The final level of accessibility is usability: the way the information is grouped and presented, how the user navigates through the information, and the amount of help the system gives.

Some studies focused on the information-seeking behavior of health consumers [5] or of health consumers and health professionals [6]. Pang et al discussed different search approaches in the process of health information seeking, depending on the level of knowledge about the health problem, level of curiosity, and perceived situational relevance to the health problem [7]. They state that people familiar with the health problem will show different seeking behavior than people not familiar with the condition. A review by Victoor et al [8] was focused on whether and how patients choose a provider. Other studies specifically focused on providing comparative health care information to consumers, with the intention to facilitate choice, such as American studies concerning decisions about which health plan to join [9,10,11]. As many of these studies have shown [12,13], the way choice information is presented is of utmost importance. Years earlier, Bettman and Kakkar [14] already examined the effect of information presentation format on consumers’ information acquisition strategies. They found that the strategies used to acquire information are strongly affected by the structure of the information presented. These results have implications for decisions on how to present information to consumers [14]. Their findings also apply to health care information.

Providing consumers with reliable medical information about specific health issues requires a different approach than providing choice information. Conflicting views and standards exist on how (and how much) medical information should be provided to consumers [4]. What is known is that people on average can process about 6 pieces of information at a time and are easily overwhelmed by information [15]. Research on how information is presented invariably shows that information on a website should be kept as simple as possible [12,13,16]. Information should be provided in layers, with a clear but concise overview on the main page, with links to additional information for those who are interested [16]. However, even with the information available, only a small number of people will use that to make an informed choice [1,8].

The Dutch government sees it as its responsibility to make understandable and reliable information about the quality and availability of health care in the Netherlands accessible for everyone. In 2004, the Dutch Ministry of Health commissioned the National Institute for Public Health and the Environment to develop, host, and manage a public national health and care portal on the internet, called KiesBeter, which translates as Choose Better. Its objectives were twofold: to improve the information position of consumers and to enable citizens to make informed decisions in health, health care, and health insurance. The portal seeks to provide reliable, independent, and coherent information on a range of health care–related topics [17]. Since 2014, the portal is hosted by the National Healthcare Institute of the Netherlands (Zorginstituut Nederland) [18], which is tasked with making information about the quality of care available to the public. The idea is that this portal will function as a starting point for health care consumers and will direct people through links to reliable and relevant information, provided by other sources, such as health care professionals, patient organizations, or health insurance companies. On the website, KiesBeter, people can find general information about health conditions, guidelines for good quality health care in general and for the appropriate care for any given condition,
and comparative information to choose a health care provider or hospital [19].

Since the update in 2014, the website has experimented with providing information in the form of care routes for specific conditions. Care routes are not the same as care pathways. Care pathways are usually presented as a description of the necessary care for an average patient with a certain condition and are mostly aimed at health care providers [20]. The care route, as presented on KiesBeter, shows the trajectory of a typical patient through the health care system, from diagnosis to possible end stages as the illness progresses, with appropriate links to other websites with reliable information about the condition and treatment in that particular stage. Visually, a care route is presented as a kind of railway track, with stations representing access to specific information or available choices (see Multimedia Appendix 1). Thus, the care route combines health information and health care information. The aim of presenting care routes was to provide visitors of the KiesBeter website with insights into what good care is for a particular condition, what choices of treatment or of care providers they will encounter, and when they will encounter them and to encourage them to make their own choices based on high-quality information available on other websites.

Presenting care routes on the internet is a new phenomenon in Dutch health care and elsewhere. Little is known about the effectiveness and usability for health care consumers of information presented this way. In 2013, the Netherlands Institute for Health Services Research (NIVEL) conducted a study to find evidence in (international) literature that a care route is a useful format for encouraging people to choose between care providers [16]. The conclusion was that the proposed presentation of a care route on KiesBeter fits nicely with the requirements (as simple as possible, in layers, and with links to additional information) and may encourage patients to make informed choices about care providers [16].

Objectives

Before actually implementing the care route for a number of conditions, an additional study was conducted to test the format among patients to see if they understand the information and are able to use it. In this paper, we present the results of that study carried out in 2015. For this study, information pages including care routes for dementia and diabetes were made available as test versions that were not yet available on the dementia and diabetes pages on the KiesBeter website. Cognitive interviews were held with a range of consumers, aiming to get a clear picture of users’ experiences with these pages on KiesBeter, with a focus on what information is sought (information needs) and how the information is understood (information comprehension).

The research answers the following questions:

1. What information do the majority of participants want to find and what information is only read by a few participants? (Information needs.)
2. How do participants read and process the information on the KiesBeter website, in particular, the care routes for dementia and diabetes? (Information comprehension.)

Methods

Participants

Participants were recruited through various channels with the aim of reaching different groups in society:

- NIVEL invited 246 members of the Dutch Health Care Consumer Panel to participate in a personal interview. The selection criteria were location (not too far from the place where the interviews were held), patient activation score, health literacy score, and education level. Members with a low patient activation score were oversampled. Familiarity with diabetes or dementia was not included in the selection criteria. This resulted in 11 interviews, 10 focusing on the diabetes page and 1 on the dementia page. Most of them were familiar with diabetes (6) or dementia (1), whereas this is unknown for the remaining 4.
- The Dutch Diabetes Association (DVN) invited people to participate via their website, their newsletter, and Twitter. This resulted in 10 interviews, all focusing on the diabetes page.
- Alzheimer Nederland sent 193 members of the Dutch Alzheimer Panel invitations by email for an interview. This panel consists of informal carers of people with dementia. This resulted in 17 interviews focusing on the dementia page.

We purposefully recruited participants from DVN and Alzheimer Nederland because they are familiar with the condition, so they would be motivated to look for information that would be important or relevant to them.

Structure of the Diabetes and Dementia Web Pages

Each Web page opened with general information about the condition ordered in short statements or questions that could be expanded. One of those statements was care route. When expanding that statement, the care route became visible, divided into stations, which, in turn, could be expanded to reveal more information and link to a different website (see Multimedia Appendix 1). For diabetes, the main stations were diagnosis, first treatment phase, and chronic treatment phase. The route between the main stations showed additional stations. For instance, the stations after diagnosis were complaints, early detection, and elevated blood sugar value, each of which could be expanded for additional information. Following the statements was a text section called “Find a care provider,” which linked to another part of the website, where on the basis of distance (from a given position) and a choice of quality indicators (not obligatory), up to 3 hospitals could be selected. On the right-hand side of the page, in a different color, additional information was presented about the quality of care for the relevant condition and about the prevalence of the condition. On the diabetes page, the “Find a care provider” link was repeated here.

Structure of the Cognitive Interview

In the interviews, before opening the Web page, the participants were first asked what they would want to know about either diabetes or dementia, what choices they would want to make concerning their preferred care provider and possible treatment,
and what information they would like to find to make these choices. They were then asked to view the relevant KiesBeter pages and see if they could find the answers to those questions.

The interview consisted of 3 parts: part 1 was focused on the general information about diabetes or dementia, part 2 was focused on the care route, and part 3 was focused on the quality information for choosing a hospital. We used the thinking-aloud technique combined with verbal probing. The participants were asked to view the Web page as if they were at home and think out loud while doing so. They were invited to describe what they saw and to explain certain terms used and infographics presented on the website. Verbal probing was used to clarify how the information was being understood and interpreted and what might be missed. Each part of the interview and the interview as a whole was concluded by asking the participants if they had been able to find the information they were looking for, if any information was missing on the website, and if they had any suggestions for improvements. After each interview, the interviewers wrote down their impression of the conversation and any significant observations.

Analyses

The interviews were transcribed verbatim and then systematically coded and ordered into themes by 2 researchers (MH and a junior researcher). The researchers conducted a descriptive thematic analysis, consisting of an open coding and an axial coding phase: relevant themes were extracted, categorized, and classified. Then, relationships between categories were identified in the axial coding phase [21]. The results below are ordered according to these themes. Where relevant, a distinction is made by condition: diabetes or dementia.

Results

Participants

A total of 38 people participated in the cognitive interviews: 20 people, of whom 14 were diagnosed with diabetes or were familiar with the condition, viewed the page about diabetes and 18 people, all familiar with dementia, viewed the dementia page. The interviews were held at NIVEL or in people’s homes. Table 1 gives an overview of the participants. The average age was 65.7 years (ranging from 29 to 81; SD 10.7); 65% of them were older than 65 years. A little over half of them were women. The participants were highly educated compared with the general population: almost half of them had completed higher professional education or university education. One-third (32%) of the participants said their health was moderate or poor. Three-quarters of the participants had been using the internet for over 8 years, and 3 out of 4 of them used it daily. Less than half of the participants had visited the KiesBeter website before participating in the study. The majority of the participants considered themselves to be good with computers, felt confident in their use of the internet for collecting information, and said they used the internet to find information that was difficult to find elsewhere.

Our invitation policy had been aimed at different groups regarding the level of education, health literacy, patient activation, internet use, and health status. However, as Table 1 shows, the people responding turned out to be a selected group of, on average, highly educated, healthy, and confident internet users.

General Impression

A finding from the interviewers’ observations was that it was difficult for the respondents to view all parts of the selected Web page within the time frame of 1 hour. This means that not all the elements of the Web page have always been addressed to their full depth. The website contained too much information to view and discuss in the allotted time. In addition, it was noted that the participants varied considerably in the extent in which they thought aloud when viewing the website. Some talked spontaneously about what they saw and thought of the website, whereas others needed more prompting. Their internet skills also varied, as did the way the participants browsed the website. Where some might systematically view the Web page from top to bottom and read all the available information, others would scroll quickly through the information and only read what they were interested in. Some people only looked at the information on KiesBeter, others also clicked through to other websites. Therefore, the general impression was that although the participants were a selected group regarding their education, health, and internet use, they were a very diverse group with regard to their behavior while viewing and commenting on the Web pages under study.

Themes

The themes for both Web pages that were developed during the descriptive thematic analysis were: information needs, findability, usability, understanding and readability, recognizability, care route, quality information, and usefulness. Some of these themes (findability, usability, understanding and readability, and recognizability) closely resemble the earlier levels of accessibility of information described by Eysenbach [3].

Information Needs

The information needs were very diverse and dependent on the personal situation and condition of the participant. Some of the participants did not have a clear question at the time of the interview because they had been coping with the condition for years and already were familiar with most of the information. Several participants also mentioned that they already received all the information they wanted from their health care providers, such as their general practitioner, case manager, or specialist. Informal caregivers of people with dementia also regularly mentioned the Alzheimer Café and the Alzheimer Nederland website as sources of information:

Yes, actually I already know a lot about diabetes, so yeah. No, I keep up with new information, I pretty much already know the rest.

“What is dementia”…I’d skip that bit, because I think I already know.
Table 1. Characteristics of the cognitive interview participants for KiesBeter (N=38).

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>17 (45)</td>
</tr>
<tr>
<td>Women</td>
<td>21 (55)</td>
</tr>
<tr>
<td><strong>Diabetes, dementia, or unknown</strong></td>
<td></td>
</tr>
<tr>
<td>Diabetes patient or familiar with diabetes</td>
<td>16 (42)</td>
</tr>
<tr>
<td>Familiar with dementia</td>
<td>18 (47)</td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (11)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Lower or prevocational secondary education</td>
<td>2 (5)</td>
</tr>
<tr>
<td>General secondary education</td>
<td>5 (13)</td>
</tr>
<tr>
<td>Senior secondary vocational education</td>
<td>7 (18)</td>
</tr>
<tr>
<td>Senior general secondary education and preuniversity education</td>
<td>7 (18)</td>
</tr>
<tr>
<td>Higher vocational education</td>
<td>9 (24)</td>
</tr>
<tr>
<td>University education</td>
<td>8 (21)</td>
</tr>
<tr>
<td><strong>General health</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Very good</td>
<td>9 (24)</td>
</tr>
<tr>
<td>Good</td>
<td>16 (42)</td>
</tr>
<tr>
<td>Moderate</td>
<td>10 (26)</td>
</tr>
<tr>
<td>Poor</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Years using the internet</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 4</td>
<td>3 (8)</td>
</tr>
<tr>
<td>4-6</td>
<td>2 (5)</td>
</tr>
<tr>
<td>6-8</td>
<td>4 (11)</td>
</tr>
<tr>
<td>More than 8</td>
<td>29 (76)</td>
</tr>
<tr>
<td><strong>Frequency of internet use</strong></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>28 (74)</td>
</tr>
<tr>
<td>Several times a week</td>
<td>8 (21)</td>
</tr>
<tr>
<td>Once a week</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Once a month</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Visited the KiesBeter website before</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>21 (55)</td>
</tr>
<tr>
<td>Yes</td>
<td>17 (45)</td>
</tr>
<tr>
<td><strong>I’m good with computers</strong></td>
<td></td>
</tr>
<tr>
<td>(Entirely) Disagree</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>10 (26)</td>
</tr>
<tr>
<td>(Entirely) Agree</td>
<td>24 (63)</td>
</tr>
<tr>
<td><strong>I often surf the internet without really knowing what I’m looking for</strong></td>
<td></td>
</tr>
<tr>
<td>(Entirely) Disagree</td>
<td>24 (63)</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>8 (21)</td>
</tr>
<tr>
<td>(Entirely) Agree</td>
<td>6 (16)</td>
</tr>
<tr>
<td><strong>I feel confident about using the internet to collect information</strong></td>
<td></td>
</tr>
</tbody>
</table>
Diabetes

Participants who viewed the Web page about diabetes said they wanted information about the cause of diabetes, the different types of diabetes, the early symptoms and the progress of the disease, what they can do themselves to stay in control of the condition, and the latest developments in treatment options. A number of participants said that it should be made clear and stated in several places that the information on the website is only about type 2 diabetes and not type 1 diabetes:

*The symptoms of early diabetes are actually non-existent or very limited. I’d add that.*

*I’d like to know how you get diabetes and whether it is linked to genetics or it is something you might get because of your eating habits.*

*I would look at what the current treatment methods are and...do I need syringes right away or do I get pills? That kind of thing.*

*What I can do myself. How do I get a grip on diabetes. The healthy lifestyle.*

*Well, more about new developments in diabetes care or whether there is light in the darkness. Even though I’m sixty-nine.*

Dementia

The informal carers of people with dementia were also interested in information about the causes of the condition, its various forms, and its progress. Other aspects they mentioned were how to deal with someone with dementia, where they can get support for caring for their relative, the problems they may encounter, and various types of living arrangements. The informal carers also wanted practical information about available medical devices (such as smart home devices), where certain types of assistance can be requested (such as contact information for the care institutions), and how much this costs:

*I would actually like to know if it’s hereditary, because most of my dad’s side of the family have had dementia.*

*What types of dementia there are and...what consequences they have.*

*It tells you here what you can do yourself, but I think there should be a referral to an informal-care support centre near you.*

*What kinds of living arrangements are there? How do you get information about them?*

Findability

The majority of participants said that they did not know about the KiesBeter website until they were invited to participate in this study. They also said that they probably would not have found it by searching the internet:

*How do you find a website like this? I’d never type in “kies beter” [choose better] to find a website like this.*

*I still think that I’d advertise it a bit more. It could be advertised on TV or a flyer—if you want information, just have a look at this website.*

With regard to being able to find information on the website, several participants were unable to find specific items because they were not where they expected them to be:

*The diagnosis, yes...What symptoms do you have? The symptoms aren’t mentioned here; I would have expected that though.*

*This is what I expected to find in the ‘care route’. Yeah, it’s there, like I thought...but, it’s too far away and hidden.*

*Getting crisis assistance involved...But I wonder: shouldn’t that also be part of ‘living at home’, because that is when you might need this information.*

Usability

Most participants were positive about the layout, font, and color scheme of the website. Some said they would like a bigger font that stayed big when they clicked through to other pages or subpages:

*The layout’s fine. It’s not too complicated. It’s easy to read.*

*Yes, it’s nicely laid out. The colours are clear.*

People appreciated the fact that the website used short texts and then referred elsewhere for more information. However, it could be made more obvious where there is the option of clicking through to another website and where information on this website can be expanded and collapsed. It is important that this is clear and uniform throughout the entire website:

*I like this, these links too. I like it because you keep an overview and can go back.*

*I can get enough information now that you’ve shown me these click-through options, but I hadn’t noticed them myself.*

---

Links:

- [J Med Internet Res 2019 | vol. 21 | iss. 7 | e11340](https://www.jmir.org/2019/7/e11340/)
I can see that those words are a lighter blue, but it’d be better if they were underlined or a different colour.

When clicking on a link to another website (eg, to DVN or Alzheimer Nederland), the participants noted that they did not arrive on pages with the specific information they were looking for. Often, the link was to a home page, and they again had to search for information on that website. There was also a need for more links to other websites or subpages.

At the right-hand side of the Web page, a link was available, leading to quality information under the heading “Find a care provider.” However, several participants did not see the “Find a care provider” block, mainly because people did not look at the right-hand side of the Web page. Some informal carers looked for the quality information in the care route, in the parts about the diagnosis, or in “When living at home becomes impossible.”

The layout of the care route itself was felt to be clear. However, it was not clear to everyone that the bullets could be expanded (ie, when clicking a bullet, that part of the route was unfolded to present more detailed information):

I like this bit. You can expand this, yeah. That’s nice and clear. And the text is legible, enough space between, and so forth.

Sometimes there’s a bit too much information on a single page.

That’s a bit cumbersome...That you can click the bullets. You could add ‘hide’ or ‘show’ next to them.

Understanding and Readability

The information was generally found to be easy to understand, but the participants felt a need for a more detailed explanation of the medical terms. This could be done by adding a reference (link) or an information button. The quality aspects in the quality information section could also be explained in more detail:

You can clearly read what you can expect to happen. That’s something you should be reading, at any rate. When they use terms I’d like them to be explained. These words are so complicated, all those medical terms.

Some participants felt the language was too distant and too technical:

The entire tone of the text…it turns me right off, to be honest. I don’t like it at all, I feel like I’m being treated a bit condescendingly.

It’s more professional carer language, rather than patient language.

Recognizability

For both type 2 diabetes and dementia, recognition of the information on the website played an important role in the interview. When looking at the website, the participants assessed whether the information they found matched their experiences. This theme was most prominent among those looking at the pages about dementia. A number of participants said that, in their view, the information was too positive and did not give a realistic representation of the actual situation:

You realise that something is wrong because you have to urinate a lot. And very thirsty... that’s all true. And other symptoms can arise. That’s right enough. [diabetes]

You keep talking about the GP here, but nowadays the diabetes nurse or the GP’s medical assistant also do it. [diabetes]

Lots of facts. But it also generates expectations that can’t always be realised in practice. (dementia)

You could also describe what the real situation is like. That you just say that this will sometimes not be possible. [dementia]

Care Route

The term care route meant little to most of the participants, especially to those who viewed the diabetes pages. It was more likely to be associated with different types of care providers than with different stages of the condition. However, some of the participants who viewed the pages about dementia did associate the term with the various stages of dementia:

I expected a route to the care institutions. Via the symptoms of dementia and how you get to the institutions.

What I think of when I hear “care route”, the name says it all...Distinguishing between early dementia and the middle and end phases.

I know the route by bicycle. I think it’s the same kind of route...but walking through the hospital for the care you’re going to receive [diabetes]

Quality Information

Not many respondents spontaneously went to the quality information at the right-hand side of the diabetes page or within the care route of both conditions, and even fewer of them were really interested in it. When asked how they would choose a hospital, it turned out that most respondents made a choice based on distance, personal experience, and the GP’s advice. Some participants did not realize that they could choose their own care provider, until we asked them to. They assumed the situation would dictate which care provider they would see:

Well, I think that I’d look at what’s closest to me and ask the GP who they’d recommend if I don’t know any of the doctors.

You don’t have a choice, you find yourself in a situation, depending on the treatment.

And then I can see on the website what they can offer? Oh yes. I think that’s pretty good.

Most participants viewed the results of just 1 hospital, the closest hospital or the one they knew. Only a few participants saw that they could also select and compare multiple hospitals at once. When looking at the quality information, some participants did not realize that they could scroll down, as a result, failing to see information further down the page. Participants would have liked a link to the hospital’s own website.
A number of participants had difficulty in understanding the quality information. This mainly concerned the numerical information (for instance, number of patients treated in the index year and percentage of patients who needed acute hospitalization), but some medical terms also needed more explaining. Some participants pointed out that it was important that the information was up to date. One participant also said that the star rating information (based on a client questionnaire score, the CQi) of the customer experience (for diabetes) was not very informative. They were more interested in reading the stories of previous patients in their own words:

It says here: The number of patients treated is 920, why is that important? Is the maximum 300 per physician or something like that? I don’t know, no clue what this is supposed to mean. [diabetes]

I’d be more interested in this...sure, what were the experiences of other people, but also: where was it measured, how many people...? What is Miletus? [diabetes, referring to a quality programme run by Dutch insurers]

Diabetes

A number of participants who viewed the Web page about diabetes felt that information was missing about the distance to the hospital and the waiting times. In addition, a variety of items were mentioned that people would like information about when choosing a hospital. For instance, about the number of examinations on a single day, whether it is possible to make an appointment with a diabetes nurse, the expertise of the specialists, and how much time a care provider has for a patient.

Dementia

Informal carers of people with dementia felt that the most important aspects when choosing a hospital were personal attention, the content of the diagnosis consultation, the expertise of the medical specialists, and waiting times. However, rather than comparing hospitals, participants were more interested in comparing nursing homes, although that information was not available on these pages. For them, relevant aspects, besides information about the various types of living arrangements, were personal attention and quality of care in a nursing home. However, several of the informal carers said that information on the internet has virtually no influence on their choice of a nursing home. They would visit various homes and make a choice based on their own impressions and perceptions of the premises and its surroundings.

Usefulness

The participants thought the information on KiesBeter was useful and helpful but not so much for them personally. They stated that the website is primarily suitable for informing and reassuring people who have just encountered the condition:

To let people know what type 2 diabetes is and how to deal with it.

It’s to give people reassurance. That there are enough options in the Netherlands for coping with it.

I thought this information was very basic, for people who have just encountered the problem.

The website made people think:

Sometimes losing weight is so effective that you don’t need medicine anymore. That was news to me. I’ve never heard that. [diabetes]

I thought it was useful to know all these numbers, stuff that you have to check daily. [diabetes]

Interesting. It gets you to think and see whether we want a careplan, depending on how you define it. [dementia]

The participants thought the information was too general to apply to their own situation. With regard to diabetes, it was the lifestyle information in particular that was too general, and for dementia, it was the information about how to relate to their relative:

Enough exercise, move about for half an hour. Well, “move about” is a little vague. What does that mean? [diabetes]

Look here, it says you have to make sure your blood glucose doesn’t get too high, but it doesn’t say how. [diabetes]

It doesn’t say anywhere what to do if someone doesn’t want to cooperate. [dementia]

What it says is nice, but you’ve got to be able to do it yourself. It’s more like suggestions, nothing very concrete. [dementia]

Discussion

Overview

The aim of this study was to gain insight into how people process health and health care information on a website such as KiesBeter, especially the information concerning the care route, and to learn how a website like this could be improved.

We had 38 participants think out loud when viewing the website, with verbal probing at specific moments. These participants were not random people, but most of them were familiar with the condition, being diabetes patient themselves or knowing someone with diabetes or being an informal carer for someone with dementia. We purposefully recruited participants familiar with these conditions and asked them before opening the Web page what they would want to know, so they would engage in a focused search. For this study, care routes were presented on test pages about diabetes and dementia but not available on the website. However, apart from the care routes, the pages were identical to the ones available on the website.

Overall, 2 research questions were addressed in this study relating to information needs and information comprehension, including the care route. Cognitive interviews were held to better understand how people search for information and how they understand the information they find.

Information Needs

Regarding health information, most participants were interested in the cause of the condition, the various forms, the way the condition progresses, and the consequences for daily life. However, the information on the website was too basic for many and was more appropriate for newly diagnosed patients. What
the participants were looking for was more practical information that can be applied in day-to-day situations. Regarding health care information, no one expressed a need for quality, choice, or health care. The majority of respondents only looked at the available choice information after explicit prompting by the researcher. The finding that patients’ own impression and perception often impact their choice of health care more than information on the Web is supported by Victoor et al [8].

**Information Comprehension**

Before comprehending information, it has to be accessible. The first level of accessibility described by Eysenbach [3], physical accessibility, is not relevant here because we provided the participants with access to a computer and to the website. The other levels, findability, readability, and usability are included under this heading of information comprehension. Recognizability is a new theme that emerged from the analysis, which may be rooted in the fact that most participants were familiar with the condition they were reviewing. In our view, this reflects the reality that information about certain conditions will primarily be sought by patients with that condition. In that respect, recognizability is an aspect of usability, because for that group of consumers, the information is usable.

The care route is a newly developed presentation format showing the trajectory of a patient from diagnosis through various stages as the illness progresses, thereby, providing health information about the condition as well as health care information about different care providers. The added value of presenting information in the form of a care route is its scope: all available themes are visible at the same time as stations in the route, with the option to expand each station. For a focused search, it is immediately clear where to look for more detail, while it reminds users of other aspects of the condition they might otherwise overlook. That way, it helps users in finding information that they were not looking for (serendipity) and may trigger their curiosity, as is described by Pang et al [7].

The care route was received well as a format, although the name care route was found to be somewhat confusing. However, the information provided in the care route did not fit in very well with the actual situation and the information needs of the participants, partly because they were already familiar with the general information and felt that concrete and practical information, which they could apply to their personal situation, was missing. The participants liked that only a summary of the various stages was given first, so that they could then choose which stage they wanted to know more about. However, it was not clear to everyone that more information about the different stages as the illness progresses was available (that the bullets or stations in the care route could be expanded).

We found that a small majority of the participants (55%) were not familiar with the website KiesBeter and thought they would not be able to find it by themselves. Some also had problems finding specific items on the website because they were not where they expected them to be (findability/usability). The participants thought the information on the test pages was generally easy to understand and clearly presented. They were positive about the layout and design (usability). However, there were some concerns about the language and about the visibility of click-through options: the (medical) terms used could be explained better and the click-through options to additional information could be shown more clearly and consistently (readability). The website, with its short texts and click-through options for more information, was found to be suited for all kinds of visitors, those reading from top to bottom as well as those scanning the page for interesting items. However, for the participants, who have been coping with the condition for several years, most of the information was already known. Therefore, these pages are foremost seen as a good place to start for people who are only recently diagnosed with the condition (usability).

The quality information or choice information was not seen at all by some and not seen as relevant by most. Participants were not really interested in information about the quality of care providers, presented as a comparison between health care institutions. They made their choice based on distance, personal experience, and their GP’s advice. This result corresponds with the findings by Victoor et al [8], who found that many patients make no active choice or choose a provider that is good enough based on only a few characteristics. In addition, we found that some of the information was poorly understood and the layout was not inviting enough for people to look at. The majority stated that they would sooner make a choice based on their own impressions than on information presented on the website.

**Limitations**

The strength of our study lies in the richness of information we collected through the cognitive interviews. Most of our participants were able to engage in a focused search because they were already familiar with the conditions under study. A limitation was that the diversity within the group of participants was lower than expected. The people responding to our invitation turned out to be a selected group of, on average, highly educated, healthy, and confident internet users, as is often the case in-in-patient studies. Therefore, our results cannot be generalized to the general public. Future work should include a wider diversity of participants. Another limitation of our study, like many other studies on choice, for instance, the Zwijnenberg study [22], is that participants did not need to make a choice for a health care provider. The choice was hypothetical and therefore less relevant. It is unclear how people would choose in real situations. Nevertheless, we believe our results contribute to the knowledge on the design and the user experience of consumer health websites.

**Comparison With Other Studies**

The themes resulting from the analysis closely resembled the levels described by Eysenbach [4]. This study confirms that information on a website should be kept as simple as possible [12,13,16]. The results about choice information are in line with the results Hibbart and Gutacker and Damman et al presented [11,12]. Zwijnenberg et al [22] stress the need for flexible, user-friendly websites or information on demand. With the presentation of the care route with all stages of the condition available in 1 overview and the option to expand each station for more information, the developers have aimed at just that. Furthermore, people told us they chose a hospital based on distance, personal experience, and their GP’s advice. This is
Implications for Practice
The health information on the reviewed Web pages was found to be generally easy to understand and clearly presented, but the layout of the pages could be improved. For visitors familiar with the condition on the Web page, the information was too general. They would prefer to find more specific information that is applicable to their daily life.

One of the aims of presenting quality information is to encourage people to choose a care provider by comparing health care institutions, but we found that most people were not inclined to do so but rather would make a choice based on distance, personal experience, and the GP’s advice. Maybe focusing on choice is not the best possible approach when the ultimate goal is accessible and affordable health care. Maybe providing relevant and usable health information in itself will guide consumers’ choices enough to move toward that goal.

Our findings apply to the KiesBeter website but are relevant for other consumer websites as well. We conclude that it is important to involve future users in designing a health care information website, for instance, by conducting cognitive interviews as we did. This may help improve the quality and the usability of the website, preferably before it is implemented.

Conclusions
The cognitive interviews gave numerous insights into how information on a website such as KiesBeter is processed and understood. The study indicates that for these respondents, who have been coping with the condition for several years, the added value of KiesBeter is small. Their impression is that it is more appropriate for people who have only recently been diagnosed with a condition and are looking for basic information about that condition. Providing choice information on a website does not seem to influence the way people make choices concerning a hospital. In addition, it seems not to encourage people to make an informed choice for a care provider. Finally, we observed that the name care route is not clear to everyone. On the other hand, the care route offers a clear overview of the various stages as the condition progresses.
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Screenshot of KiesBeter, January 2014, Diabetes.
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Abstract

9-1-1 call centers are a critical component of prehospital care: they accept emergency calls, dispatch field responders such as emergency medical services, and provide callers with emergency medical instructions before their arrival. The aim of this study was to describe the technical structure of the 9-1-1 call-taking system and to describe its vulnerabilities that could lead to compromised patient care. 9-1-1 calls answered from mobile phones and landlines use a variety of technologies to provide information about caller location and other information. These interconnected technologies create potential cyber vulnerabilities. A variety of attacks could be carried out on 9-1-1 infrastructure to various ends. Attackers could target individuals, groups, or entire municipalities. These attacks could result in anything from a nuisance to increased loss of life in a physical attack to worse overall outcomes owing to delays in care for time-sensitive conditions. Evolving 9-1-1 systems are increasingly connected and dependent on network technology. As implications of cybersecurity vulnerabilities loom large, future research should examine methods of hardening the 9-1-1 system against attack.

(J Med Internet Res 2019;21(7):e14383) doi:10.2196/14383
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Introduction

9-1-1 call centers are a critical component of prehospital care: they accept emergency calls, dispatch field responders such as emergency medical services (EMS) units, and provide callers with emergency medical instructions before their arrival. The catalyst for creating the 9-1-1 system in the United States came in 1957, when the National Association of Fire Chiefs recommended using a single number to report fires. In 1967, the Federal Communications Commission worked with the American Telephone and Telegraph Company to establish a single emergency number [1]. 9-1-1 was selected because it had never been authorized as an office code, area code, or service code. The first 9-1-1 call was made on February 16, 1968. Later, Congress passed a legislation making 9-1-1 the official emergency number throughout the United States.

Today, emergencies can be reported through 9-1-1 from 96% of the geography of the United States, placing an estimated 240 million calls annually. There are 5783 public safety answering points (PSAPs, colloquially known as 9-1-1 call centers) in 3135 counties throughout the United States [2]. The public relies on the 9-1-1 service to get assistance during their time of need. Similarly, municipalities rely on PSAPs to know what manner of emergencies are occurring where and when, so that appropriate resources can be dispatched—fire services, emergency medical services, and police services. Medical emergencies comprise 64% of emergency calls [3].

Although the original implementation of basic 9-1-1 services relied mostly on telephone technology, enhanced 9-1-1 (E9-1-1), deployed in the 1980s, introduced significant new elements aimed at identifying the caller’s telephone number and location. Around the same time, new tools were developed to assist dispatchers in handling emergency calls: advanced hardware and software to receive and display the caller’s number and location data, computer-aided dispatch (CAD) systems to assign and track field responders, and mapping software to display
both caller and responder locations. These tools greatly enhanced emergency response capabilities but required additional computer, network, and server infrastructure beyond the rudimentary elements of the telephone network. As capabilities further expanded, systems that were once safely within the walled garden of the telephone company were increasingly connected to less well-regulated networks such as the public internet. Though undoubtedly valuable from a patient outcome perspective, this also introduced new risks.

According to the Department of Homeland Security, the emergency services sector will likely become more of a target for cyberattacks as systems become more interconnected and dependent on information technology for daily operations [4]. Disruption or unavailability of the 9-1-1 service owing to cyberattacks targeting either data or physical infrastructure has occurred and could delay response to emergencies, potentially threatening life, limb, and property [5]. In this study, we aimed to describe the technical structure of the 9-1-1 call-taking system and describe its vulnerabilities that could lead to compromised patient care.

Figure 1. Schema for wired 9-1-1 phone call. ANI: automatic number identification; ALI: automatic location information; PSAP: public safety answering point.

Technical Infrastructure

Landline Emergency Calls

An emergency call placed from a landline is the simplest scenario for emergency call taking (see Figure 1). When the call is placed, the telephone company office (telco) attaches the telephone number to the call. This is called Automatic Number Identification (ANI). The telco sends the call to a router, which forwards the call to the appropriate PSAP (also known as a 9-1-1 call center) based on the ANI. If for some reason the data containing the ANI are corrupted or the call arrives without an ANI, the call is routed to a default PSAP.

The call is answered at the PSAP by a dispatcher, often with the help of a CAD system. One of the dispatcher’s first priorities is to determine the location of the call. The CAD system uses the ANI to search a database, which returns Automatic Location Information (ALI). The ALI record contains the address, phone number, and which services are assigned to the caller’s position.

Wireless Phase 1 Emergency Calls

A wireless emergency call’s routing varies depending on the E9-1-1 implementation. In a phase 1 implementation, the call is sent from a cell tower to a mobile switching center (see Figure 2). The mobile switching center sends the call and cell tower information to a mobile positioning center. The positioning center returns a pseudo-ANI (pANI), which corresponds to the telephone number of the cell site. The positioning center also creates temporary location information (using the cell tower location) that can be looked up by the PSAP. The switching center attaches the pANI to the call and forwards the call to a router, which selects the appropriate PSAP. The PSAP then looks up the location information, which returns the position approximated by the location of the cell tower.

Wireless Phase 2 Emergency Calls

In a phase 2 implementation, additional equipment determines the caller’s location more precisely (see Figure 3). The exact equipment and methods vary between cellular providers, but the end relay of position information is the same. When a call is placed, the same chain of events occurs as in phase 1. However, when the mobile positioning center receives the cell tower information, it requests the caller’s location from position determination equipment, which returns latitude and longitude reported by the mobile device. The positioning center returns a pANI as before but enters the actual latitude and longitude of the call in the location database rather than an estimated position based on cell tower information. The switching center sends the call to a router, which selects the appropriate PSAP. When the PSAP queries the location database, the ALI includes the latitude and longitude of the call. In this implementation, a mapping or other geographic information system is commonly integrated with the CAD to automatically plot the call’s location.
Voice-Over-IP Emergency Calls

Voice-over-IP (VoIP), or voice communications delivered by internet-connected networks from providers such as Skype (Skype Technologies, Palo Alto, CA) and Vonage (Vonage Holdings Corp, Holmdel, New Jersey), presents a special problem for 9-1-1 location services (see Figure 4). In this scenario, the VoIP service provider (VSP) maintains a database that associates their subscribers with the appropriate PSAP and location information. These data are usually based on billing information provided by the user. When an emergency call is placed, the call is sent to an Emergency Services Gateway. The gateway searches the VSP database, returning the correct PSAP. The VSP database uses the subscriber’s information to create a temporary location database entry. The call is sent from the gateway to a router, which directs the call to the appropriate PSAP. When the PSAP retrieves location information from the database, it receives the location information provided by the VSP database.
Vulnerabilities

Information security vulnerabilities fall under 3 main categories: confidentiality, integrity, and availability—often referred to as the CIA triad.

Breaches of Confidentiality

An attack on confidentiality results in the disclosure of previously private information or communications to one or more parties who are not authorized to receive or view it. Surveillance of the 9-1-1 system could provide attackers with information valuable to planning an incident. Metrics such as call volumes and response times could be used to maximize damage during a physical attack or increase the likelihood of success of criminal acts.

Breaches of Integrity

An attack breaching integrity violates the correct functioning of a system, producing aberrant results desired by the attacker. An example of this is an attack called swatting, where an individual misdirects law enforcement resources to target another individual, often for personal reasons such as revenge. A December 2017 swatting incident in Wichita, Kansas, led to the shooting of an unarmed man, resulting in his death [6]. Swatting can occur via several methods.

Teletypewriter (TTY) services are intended as communication relays between deaf and hearing persons. A deaf person connects to the relay service using a special terminal with a keyboard or an online service, then requests to an operator who they would like to speak with. The operator connects the call, then verbatim reads messages from the terminal to the caller, and types messages from the caller to the terminal. If an attacker connects to a TTY service and describes an emergency to the operator, the operator will call 9-1-1 and report exactly what the TTY user is typing. Using a TTY service removes some of the attacker’s potentially identifying information (such as their voice). In addition, TTY relay services are required to ensure user confidentiality and are prohibited from keeping records of the contents of any conversation [7]. This method was used to swat Ashton Kutcher and Justin Bieber in 2013 [8].

Other integrity attacks include spoofing apps or services that generate false location or caller identification (ID) information by modifying the ANI or ALI record. This method will not work with a landline because the ANI/ALI is not dynamic. Many spoofing services treat emergency calls differently and will replace the correct ANI data before connecting the call. In addition, when an emergency call is placed from a spoofing service, the service provider ignores any ANI information received from the caller and inserts the correct data. In some rare circumstances, VoIP providers have been found to forward user-provided ANI data without verification or alteration, which could allow spoofing. In addition, this information can seemingly be updated without verification.

If an attacker successfully spoofed ANI information, they could circumvent automatic PSAP routing to target a specific PSAP. The routers that forward emergency calls have a direct dialing scheme that concentrates emergency responders in a specific location. Although the direct dial numbers for PSAPs’ 9-1-1 network connections and 10-digit emergency lines are kept secret (and are supposed to be nondialable), they can sometimes be discovered during a 9-1-1 call that involves a transfer if the PSAP equipment is not configured to mute the dialing tones used to connect the call. If an attacker utilized a spoofed ANI to call the router at the newly discovered direct dial number, they could place a seemingly authentic call to a specific PSAP. Targeting a specific PSAP could improve an attacker’s chances of getting the desired response to a call, such as a swatting attack.

All location determination mechanisms rely on the PSAP querying the ALI database. If an attacker altered this database, they could change the ALI information for any phone number to their target’s address or change the address associated with their target’s phone number. If an attacker denied access to the ALI database, dispatchers would rely entirely on the information provided by the caller. It is notable that the ALI database represents a single point of failure in every location-determining scheme.

The VSP database that maintains the mapping between the subscriber and location could also be targeted. Modification of the database or a denial of service attack would have the same effect as an attack on the ALI database, but may be secured differently.

Mobile handsets without an active service plan can still be used to place 9-1-1 calls. These nonservice initiated (NSI) devices do not provide a call back number because they do not have a service plan. Instead, they provide a phone number with area code 9-1-1 with the last 7 digits of the device’s electronic serial number or international mobile equipment identity number in place of a phone number. Such a device could be purchased with cash and used to place a call, removing the standard information links between the 9-1-1 call and caller.

Wireless phase 2 calls utilize the location data from the mobile handset itself. It is possible to inject arbitrary coordinates into the handset, either by global positioning system spoofing or modifying the device firmware such that it reports prespecified coordinates. The call will be routed to the appropriate PSAP based on the cell tower location but the ALI record will contain the arbitrary location which is then displayed at the PSAP. This is not foolproof, however, as most cellular providers also use cell tower triangulation as part of the location-determination process.

Attacking the location-determination systems (as described above) or denying service to the entire 9-1-1 infrastructure could delay response to an incident to increase collateral damage. Modifying the VSP or ALI records for an individual could lead to emergency response being directed to the wrong location, delaying emergency services to a targeted individual.

Another integrity attack could target first responders or enhance damage from a physical attack. By misdirecting resources throughout a municipality, an attacker could delay emergency response to a planned physical attack, increasing collateral damage. In addition, an attacker could create a major incident that concentrates emergency responders in a specific location.
for the purpose of directly attacking responders. These 2 types of attacks could also be used in combination. Altering or denying service to the VSP or ALI database could increase the credibility of calls used to initiate such incidents.

**Breaches of Availability**

An attack on availability would make a PSAP unavailable to the public. This could be accomplished by a telephone denial of service attack, as occurred during March 2016 in Phoenix. An attacker released a malicious script via a link on Twitter that caused devices to repeatedly call the PSAP without allowing the user to hang up. This produced thousands of false 9-1-1 calls, filling up the phone lines and preventing the public from reporting emergencies [6]. The Federal Bureau of Investigation and Department of Homeland Security have noted an increase in denial of service attacks accomplished by inundating a PSAP’s phone lines with robot dialing [4]. In a December 2018 incident, though not a cyberattack, a failure in the network of internet service provider, CenturyLink, made various PSAPs unreachable in Washington state, Oregon, Minnesota, Massachusetts, Idaho, New Mexico, Missouri, Arizona, and Colorado [9].

**Discussion**

**Effects on Patient Care**

All 9-1-1–focused attacks to date have been linked to criminal hackers rather than state-sponsored actors [4]. However, as a form of terrorism or even warfare, attacks on the 9-1-1 system could incite panic and loss of life to benefit any enemy of the state. Cyber salvos against the Ukrainian power grid in December 2015, by actors believed to be affiliated with the Russian government, serve as an example of an operation in which an emergency response system may be compromised with failure of underlying infrastructure [10]. Although the direct effects of 9-1-1 attacks on patient care have not been studied, we can infer from other data that delays in emergency care worsens outcomes [11]. Any number of time-sensitive conditions (heart attack, stroke, sepsis, and trauma) could have delayed response times during a 9-1-1 attack, leading to worsened morbidity and mortality.

**Next Generation Attacks**

Currently, there is a national effort to upgrade traditional telephone-based 9-1-1 architecture to Next Generation 9-1-1 (NG 9-1-1). This is a collection of technologies that allow PSAPs to receive short message service text messages, images, and even live video streams in addition to existing landline, mobile, and VoIP calls. NG 9-1-1 promises increased capabilities for precisely locating callers and responding to mass casualty incidents, infrastructure disruptions, and natural disasters. However, converting to a system dependent on internet-connected networks raises the possibility of inheriting the same cybersecurity vulnerabilities that plague existing connected infrastructure while continuing to be susceptible to the threat models affecting telephone-based systems that we have already discussed.

Inundating a PSAP with phone calls can make the phone system unavailable. The same attack can be applied to computer systems with the internet or network traffic in a distributed denial of service (DDos) attack. A March 2015 DDos attack on the City of Madison, Wisconsin, targeted municipal websites with the unintended consequence of disrupting 9-1-1 infrastructure. In March 2018, a ransomware attack (malicious software that renders a computer unusable unless an attacker is paid to unlock the system) made the City of Baltimore’s CAD system unavailable to dispatchers for almost 24 hours while systems were restored. Although the PSAP was still reachable, call takers had to gather information by hand that would have normally been displayed automatically, slowing the dispatching process [9].

The National Public Safety Telecommunications Council has outlined the future of EMS communications [5]. Software applications that allow rapid sharing of data between the field and the hospital reduce time to treatment in heart attack and stroke. Sensor networks in vehicles will detect collisions and wearable health devices will detect cardiac arrest to activate 9-1-1 automatically. Prehospital agencies will share telemetry and live video, allowing for physician consultation in the field. Hospitals will have virtual dashboards that give them the status of arriving patients. Although these technologies will be a boon for patient care, adding cyber infrastructure and network interconnection may introduce a variety of vulnerabilities.

Fortunately, centers upgrading to NG 9-1-1 have the potential to mitigate cybersecurity vulnerabilities and related disruptions. Important best practices include frequently patching vulnerable software applications, segmenting networks to protect infrastructure from a direct connection to the internet, and developing incident response plans and teams to react to cybersecurity events that occur [12].

**Future Directions for Readiness**

A variety of attacks could be carried out on the 9-1-1 infrastructure to various ends. Attackers could target individuals, groups, or entire municipalities. These attacks could result in anything from a nuisance to increased loss of life in a physical attack to worse overall outcomes owing to delays in care for time-sensitive conditions. Evolving 9-1-1 systems are increasingly connected and dependent on network technology. As implications of cybersecurity vulnerabilities loom large, future research should examine methods of hardening the 9-1-1 system against attack—whether through the technical work of designing and developing increasingly secure software platforms utilizing next generation encryption and authentication methodology to further increase trust of network communications, through implementing regulatory frameworks with incentives for procurement and operational guidance, or through, perhaps most feasible in the short term, raising awareness among individual and regional centers of existing security challenges and corresponding cybersecurity best practices.
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Abstract

Background: Clinicians use electronic knowledge resources, such as Micromedex, UpToDate, and Wikipedia, to deliver evidence-based care and engage in point-of-care learning. Despite this use in clinical practice, their impact on patient care and learning outcomes is incompletely understood. A comprehensive synthesis of available evidence regarding the effectiveness of electronic knowledge resources would guide clinicians, health care system administrators, medical educators, and informaticians in making evidence-based decisions about their purchase, implementation, and use.

Objective: The aim of this review is to quantify the impact of electronic knowledge resources on clinical and learning outcomes.

Methods: We searched MEDLINE, Embase, PsycINFO, and the Cochrane Library for articles published from 1991 to 2017. Two authors independently screened studies for inclusion and extracted outcomes related to knowledge, skills, attitudes, behaviors, patient effects, and cost. We used random-effects meta-analysis to pool standardized mean differences (SMDs) across studies.

Results: Of 10,811 studies screened, we identified 25 eligible studies published between 2003 and 2016. A total of 5 studies were randomized trials, 22 involved physicians in practice or training, and 10 reported potential conflicts of interest. A total of 15 studies compared electronic knowledge resources with no intervention. Of these, 7 reported clinician behaviors, with a pooled SMD of 0.47 (95% CI 0.27 to 0.67; P<.001), and 8 reported objective patient effects with a pooled SMD of 0.19 (95% CI 0.07 to 0.32; P=.003). Heterogeneity was large (I²>50%) across studies. When compared with other resources—7 studies, not amenable to meta-analytic pooling—the use of electronic knowledge resources was associated with increased frequency of answering questions and perceived benefits on patient care, with variable impact on time to find an answer. A total of 2 studies compared different implementations of the same electronic knowledge resource.

Conclusions: Use of electronic knowledge resources is associated with a positive impact on clinician behaviors and patient effects. We found statistically significant associations between the use of electronic knowledge resources and improved clinician behaviors and patient effects. When compared with other resources, the use of electronic knowledge resources was associated with increased success in answering clinical questions, with variable impact on speed. Comparisons of different implementation strategies of the same electronic knowledge resource suggest that there are benefits from allowing clinicians to choose to access the resource, versus automated display of resource information, and from integrating patient-specific information. A total of 4 studies compared different commercial electronic knowledge resources, with variable results. Resource implementation strategies can significantly influence outcomes but few studies have examined such factors.
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Introduction

Clinicians and trainees frequently identify clinical questions while caring for patients [1]. They have been trained, and often attempt, to answer these questions using a variety of resources, including increasing use of electronic resources [2-4]. Electronic knowledge resources have been defined as “electronic (computer-based) resources comprising distilled (synthesized) or curated information that allows clinicians to select content germane to a specific patient to facilitate medical decision making” [5]. Commonly used electronic knowledge resources include commercial products, such as UpToDate, Micromedex, and Epocrates [6,7]; locally developed products, such as McMaster Premium LiteratUre Service (PLUS) [8]; and crowdsourced resources, such as Wikipedia [9]. Electronic knowledge resources are related to, but distinct from, decision-support tools that provide pop-up alerts, reminders, and other push notifications or databases of unsynthesized information, such as MEDLINE.

Electronic knowledge resources are commonly used in clinical practice and typically require significant resources, including the financial investment in procuring access and clinicians' investment of time in learning to use them [10]. However, their impact on patient care and learning outcomes is incompletely understood [4,11]. Previous reviews of health information resources have, in general, broadly focused on clinical decision-support tools [12,13]. One review characterized features of clinical information retrieval technology that promote its use [14] but did not examine the specific knowledge resources themselves. Another review of clinicians' information-seeking behaviors identified textbooks, colleagues, journal articles, professional websites, and medical libraries as information sources but did not report the outcomes associated with using these sources [15]. A review of clinical questions noted the use of knowledge resources to answer such questions but did not directly address knowledge resources [1]. Moreover, the age of these reviews (ie, the most recent having been published in 2014) limits their application to current practice. An up-to-date, comprehensive synthesis of evidence regarding the effectiveness of electronic knowledge resources could guide clinicians, health care system administrators, medical educators, and informaticians in making evidence-based decisions about their purchase, implementation, and use. Thus, we conducted a systematic review to answer the following question: What is the impact of electronic knowledge resources for clinicians on clinical and learning outcomes?

Methods

This study is part of a large systematic review of knowledge resources and point-of-care learning that was planned, conducted, and reported in adherence to standards of quality for reporting meta-analyses [16].

Search Strategy and Study Selection

With support from an experienced reference librarian, on February 14, 2017, we simultaneously searched MEDLINE, Embase, PsycINFO, and the Cochrane Library Database using Ovid’s integrated search interface for comparative studies of electronic knowledge resources. We used the databases’ controlled vocabulary thesauri, Web searches, the research teams’ files, and previous reviews [1,6,13,14,17] to create and refine the search strategy and supplemented the database search by examining the full bibliography of these reviews. Search terms included a combination of keywords and controlled vocabulary terms (eg, information-seeking behavior, point-of-care systems, drug information services, UpToDate, and Micromedex). Multimedia Appendix 1 describes the complete search strategy. We limited our search to studies published after January 1, 1991, the year in which the World Wide Web was first described. We made no exclusions based on language.

Article Selection

We included all original, comparative studies that evaluated clinicians' use of an electronic knowledge resource, using quantitative outcomes of knowledge, skills in a test setting, attitudes, behaviors with real patients, patient effects, and costs. We required that outcome measures relate to a clinical decision for a specific patient or clinical vignette; we excluded studies measuring only general experiences or overall perceived impact. Measurements in a test setting had to be objectively assessed, as opposed to clinician-reported, and performed without immediate support from the knowledge resource (ie, evaluating sustained impact on knowledge after a period of access, rather than concurrent decision support). Measurements in the care of real patients could be clinician-reported (eg, “found an answer”) or objectively assessed and could reflect concurrent support or sustained impact.

We defined electronic knowledge resource as quoted in the Introduction, which was adapted from the definition proposed by Lobach [12]. We defined clinicians as practitioners or students in a health-related field with direct responsibility for patient-related decisions; this included, but was not limited to, physicians, nurse practitioners, physician assistants, certified nurse anesthetists, pharmacists, midwives, dentists, and psychologists. We excluded studies focused solely on nurses and allied health professionals. We included studies making a comparison with a separate intervention, including randomized, nonrandomized, and crossover designs, or with baseline performance (ie, single-group, pre-/postintervention studies).

Reviewers (DAC, CAA, and LAM) worked independently and in duplicate to screen each identified study for inclusion, first reviewing the title and abstract and then reviewing the full text if needed; the kappa indicating interrater reliability should be greater than or equal to .70. All disagreements were resolved by consensus.
Data Abstraction

Two reviewers (DAC and LAM) used a standardized abstraction form to independently extract data from all included studies, resolving all disagreements by consensus. We extracted information about the participants, topic, resources used, outcomes, and potential conflicts of interest. We appraised study quality using the Newcastle-Ottawa Scale as modified for education [18,19], which evaluates sample selection and comparability, blinding of assessment, and attrition. We converted all quantitative results, including odds ratios (ORs) [20], to standardized mean differences (SMDs).

Data Synthesis

We conducted a meta-analysis to pool SMDs whenever three or more studies shared conceptually aligned, between-intervention contrasts [20]. In accordance with our study protocol, we used random-effects meta-analysis because we anticipated pooling across different resources, with likely different effects. We planned to weight studies by the number of users, but most studies reporting clinical outcomes reported only the number of patients or hospitals. Thus, we weighted analyses of knowledge and skills outcomes by the number of users, and we weighted analyses of clinician behaviors and patient effects by the number of patients, with exceptions as noted in the text. We conducted sensitivity analyses limited to randomized trials, recent publications (ie, after 2007), and studies of physicians in practice or postgraduate trainees. We planned to check for publication bias using funnel plots, but the small number of studies precluded meaningful analysis. We estimated heterogeneity using $I^2$.

For studies that did not permit meta-analysis, we synthesized results using narrative methods, taking into account key differences in study design, study quality, intervention, and context.

Results

We identified 10,811 potentially relevant studies: 10,799 studies in our literature search and 12 from our examination of previous reviews. From these, we included 25 comparative studies evaluating the impact of electronic knowledge resources (see Figure 1) [21-45].

Study Characteristics

Table 1 summarizes study characteristics and Table 2 provides detailed information about each study. Out of 25 studies, 20 (80%) investigated electronic knowledge resources in the context of patient care, while 5 (20%) took place in laboratory or test settings. Nearly all studies (22/25, 88%) included physicians in practice or in training. Other studies included nurse practitioners or mixed user groups. Common topics included general medicine (15/25, 60%), surgery (5/25, 20%), and pediatrics (5/25, 20%). All studies were published between 2003 and 2016 and were in English.
<table>
<thead>
<tr>
<th>Study characteristic</th>
<th>Studies (N=25), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participants</strong></td>
<td></td>
</tr>
<tr>
<td>Practicing physicians</td>
<td>12 (48)</td>
</tr>
<tr>
<td>Physicians in postgraduate training</td>
<td>12 (48)</td>
</tr>
<tr>
<td>Medical students</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Nurse practitioners</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Mix of user groups</td>
<td>7 (28)</td>
</tr>
<tr>
<td><strong>Clinical topics</strong></td>
<td></td>
</tr>
<tr>
<td>General medicine</td>
<td>15 (60)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Surgery</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Emergency medicine</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Medical specialties</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Anesthesia</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Laboratory medicine, pathology, and radiology</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Patient setting</strong></td>
<td></td>
</tr>
<tr>
<td>Outpatient</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Inpatient</td>
<td>7 (28)</td>
</tr>
<tr>
<td>Unspecified</td>
<td>3 (12)</td>
</tr>
<tr>
<td><strong>Electronic knowledge resources</strong></td>
<td></td>
</tr>
<tr>
<td>UpToDate</td>
<td>6 (24)</td>
</tr>
<tr>
<td>InfoRetriever</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Clinical evidence</td>
<td>2 (8)</td>
</tr>
<tr>
<td>DynaMed</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Epocrates</td>
<td>2 (8)</td>
</tr>
<tr>
<td>MD Consult</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Micromedex</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Trip</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (36)</td>
</tr>
<tr>
<td><strong>Comparison resources</strong></td>
<td></td>
</tr>
<tr>
<td>MEDLINE</td>
<td>4 (16)</td>
</tr>
<tr>
<td>User choice of any nonknowledge resource</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Journals</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Paper resources</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Curated (eg, library subject guides)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Google</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Other search engines</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Quality measures</strong></td>
<td></td>
</tr>
<tr>
<td>Number of groups</td>
<td></td>
</tr>
<tr>
<td>One study group</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Crossover design</td>
<td>9 (36)</td>
</tr>
<tr>
<td>Study characteristic</td>
<td>Studies (N=25), n (%)</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>Two or more study groups</td>
<td>11 (44)</td>
</tr>
<tr>
<td><strong>Newcastle-Ottawa Scale results</strong></td>
<td></td>
</tr>
<tr>
<td>Score: ≥4</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Representative: yes</td>
<td>9 (36)</td>
</tr>
<tr>
<td>Selection of comparison group: same community</td>
<td>9/12 (75)</td>
</tr>
<tr>
<td>Comparability of comparison group: high</td>
<td>5/12 (42)</td>
</tr>
<tr>
<td>Follow-up: high (&gt;75%)</td>
<td>16 (64)</td>
</tr>
<tr>
<td>Blinded outcomes assessment: yes</td>
<td>9 (36)</td>
</tr>
<tr>
<td><strong>Funding</strong></td>
<td></td>
</tr>
<tr>
<td>Potential conflict of interest</td>
<td>10 (40)</td>
</tr>
</tbody>
</table>

*a* The number of studies in some subgroups may add up to more than the total number of studies, and percentages may be more than 100%, because several studies included combinations of clinicians and/or study topics.

*b* Selected list of electronic knowledge resources and comparison resources; other resources were studied with lower frequency.

*c* Trip: Turning Research Into Practice.

*d* Percentage of two-group studies.
Table 2. Detailed information about each study.

<table>
<thead>
<tr>
<th>Author, year</th>
<th>User type</th>
<th>Topic</th>
<th>Knowledge resource</th>
<th>Comparison</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leung, 2003 [21]</td>
<td>Medical students</td>
<td>General medical and surgery</td>
<td>InfoRetriever</td>
<td>NI&lt;sup&gt;a&lt;/sup&gt; and ORes&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Attitudes</td>
</tr>
<tr>
<td>Schwartz, 2003 [22]</td>
<td>Practicing physicians</td>
<td>General medical</td>
<td>Clinical evidence, DynaMed, InfoRetriever, and Trip&lt;sup&gt;c&lt;/sup&gt;</td>
<td>ORes</td>
<td>Knowledge and skills</td>
</tr>
<tr>
<td>D’Alessandro, 2004 [23]</td>
<td>Practicing physicians and residents</td>
<td>Pediatrics</td>
<td>MD Consult and Micromedex</td>
<td>ORes and KR&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Knowledge and skills</td>
</tr>
<tr>
<td>Alper, 2005 [24]</td>
<td>Practicing physicians and nurse practitioners</td>
<td>General medical and pediatrics</td>
<td>DynaMed, InfoRetriever, Medscape, MD Consult, and UpToDate</td>
<td>ORes</td>
<td>Knowledge and skills</td>
</tr>
<tr>
<td>Grad, 2005 [25]</td>
<td>Residents</td>
<td>General medical</td>
<td>InfoRetriever</td>
<td>NI</td>
<td>Knowledge and skills</td>
</tr>
<tr>
<td>Grad, 2005 [26]</td>
<td>Residents</td>
<td>General medical</td>
<td>InfoRetriever</td>
<td>KR</td>
<td>Knowledge and skills</td>
</tr>
<tr>
<td>Greiver, 2005 [27]</td>
<td>Practicing physicians</td>
<td>General medical</td>
<td>Angina software&lt;sup&gt;e&lt;/sup&gt;</td>
<td>NI</td>
<td>Behaviors and patient effect</td>
</tr>
<tr>
<td>Bochicchio, 2006 [28]</td>
<td>Residents</td>
<td>General medical, surgery, anesthesia, and emergency medicine</td>
<td>Johns Hopkins Antibiotics Guide&lt;sup&gt;e&lt;/sup&gt;</td>
<td>NI</td>
<td>Knowledge and skills</td>
</tr>
<tr>
<td>Maviglia, 2006 [29]</td>
<td>Practicing physicians, residents, and nurse practitioners</td>
<td>General medical and medical specialties</td>
<td>Micromedex</td>
<td>KR</td>
<td>Knowledge and skills</td>
</tr>
<tr>
<td>Rudkin, 2006 [31]</td>
<td>Practicing physicians and residents</td>
<td>Emergency medicine</td>
<td>Epocrates, Tarascon Pharmacopeia, The 5-Minute Clinical Consult, and qID</td>
<td>ORes</td>
<td>Knowledge and skills</td>
</tr>
<tr>
<td>Emery, 2007 [32]</td>
<td>Residents and nurse practitioners</td>
<td>General medical</td>
<td>GRAIDS&lt;sup&gt;e,f&lt;/sup&gt;</td>
<td>NI</td>
<td>Behaviors and patient effect</td>
</tr>
<tr>
<td>King, 2007 [33]</td>
<td>Residents and medical students</td>
<td>Anesthesia and pediatrics</td>
<td>Clinical evidence module&lt;sup&gt;e&lt;/sup&gt;</td>
<td>NI</td>
<td>Behaviors and patient effect</td>
</tr>
<tr>
<td>Magrabi, 2007 [34]</td>
<td>Practicing physicians</td>
<td>General medical</td>
<td>MIM&lt;sup&gt;e&lt;/sup&gt;S&lt;sup&gt;e&lt;/sup&gt; and Quick Clinical</td>
<td>NI</td>
<td>Attitudes</td>
</tr>
<tr>
<td>Skeate, 2007 [35]</td>
<td>Residents and medical students</td>
<td>Laboratory medicine, pathology, and radiology</td>
<td>Report Support&lt;sup&gt;e&lt;/sup&gt;</td>
<td>NI</td>
<td>Knowledge and skills</td>
</tr>
<tr>
<td>Van Duppen, 2007 [36]</td>
<td>Practicing physicians and residents</td>
<td>General medical</td>
<td>Clinical evidence and Trip</td>
<td>ORes and KR</td>
<td>Knowledge and skills</td>
</tr>
<tr>
<td>Bonis, 2008 [37]</td>
<td>Mixed users&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Mixed topics</td>
<td>UpToDate</td>
<td>NI</td>
<td>Behaviors and patient effect</td>
</tr>
<tr>
<td>Hoogendam, 2008 [38]</td>
<td>Practicing physicians and residents</td>
<td>General medical</td>
<td>UpToDate</td>
<td>ORes</td>
<td>Knowledge and skills</td>
</tr>
<tr>
<td>Lyman, 2008 [39]</td>
<td>Practicing physicians</td>
<td>Pharmacy</td>
<td>Epocrates</td>
<td>NI</td>
<td>Behaviors</td>
</tr>
<tr>
<td>Isaac, 2012 [40]</td>
<td>Mixed users</td>
<td>General medical and surgery</td>
<td>UpToDate</td>
<td>NI</td>
<td>Behaviors and patient effect</td>
</tr>
<tr>
<td>Reed, 2012 [41]</td>
<td>Practicing physicians</td>
<td>General medical</td>
<td>PIER&lt;sup&gt;e&lt;/sup&gt; and UpToDate</td>
<td>NI and KR</td>
<td>Knowledge and skills</td>
</tr>
<tr>
<td>Kuhn, 2015 [42]</td>
<td>Mixed users</td>
<td>Medical specialties</td>
<td>eAAR&lt;sup&gt;f,d&lt;/sup&gt;</td>
<td>NI</td>
<td>Patient effect</td>
</tr>
<tr>
<td>Chow, 2016 [43]</td>
<td>Mixed users</td>
<td>General medical, medical specialties, pharmacy, surgery, and mixed topics</td>
<td>ARUSC&lt;sup&gt;e,k&lt;/sup&gt;</td>
<td>KR</td>
<td>Behaviors</td>
</tr>
</tbody>
</table>
Outcomes
Comparison
Knowledge resource
Topic
User type
Author, year
Behaviors, patient effect, and costs
NISCAMP
Emergency medicine, pediatrics, and surgery
Practicing physicians
Luther, 2016 [44]

Knowledge and skills
KRAccessMedicine, UpToDate, and Wikipedia
Mixed topics
Medical students
Saparova, 2016 [45]

°NI: Knowledge resource compared versus no intervention.
°ORes: Knowledge resource compared versus other resource.
°Trip: Turning Research Into Practice.
°KR: Comparison between knowledge resources.
°Denotes a locally developed resource.
°GRAIDS: Genetic Risk Assessment on the Internet with Decision Support.
°MIMS: Monthly Index of Medical Specialties.
°An undifferentiated mix of users.
°PIER: Physicians’ Information and Education Resource.
°ARUSC: Antibiotic Utilization and Surveillance-Control.
°SCAMP: Standardized Clinical Assessment and Management Plans.

The electronic knowledge resources most commonly evaluated were UpToDate (6/25, 24%) and InfoRetriever (5/25, 20%). Several studies evaluated more than one resource. The 25 studies reported 29 distinct contrasts. Out of 29, 15 contrasts (52%) compared electronic knowledge resources with no intervention; 7 (24%) compared electronic knowledge resources with resources not meeting our definition of electronic knowledge resources, such as MEDLINE or a paper resource, hereafter collectively labeled other resources; and 7 (24%) compared one electronic knowledge resource against another (eg, Micromedex vs SkolarMD or two implementations of the same resource, such as presentation as a desktop vs mobile version). Across the 29 contrasts, we extracted 48 discrete outcomes, reflecting knowledge and skills (24/48, 50%), behaviors in practice (10/48, 21%), patient effects (10/48, 21%), attitudes (3/48, 6%), and costs (1/48, 2%). Selected contrasts and outcomes are reported in Figures 2 and 3; Multimedia Appendix 2 lists all contrasts and outcomes.
Figure 2. Comparative usage of electronic knowledge resources versus no intervention. Knowledge outcome analyses are weighted by user, while behavior and patient effect analyses are weighted by patients or hospitals. "a" denotes a locally developed resource; "b" is the number of hospitals, not patients; "c" indicates no comparison group (ie, one-group, pre-/postintervention study). Abx Guide: Johns Hopkins Antibiotic Guide; Ang Soft: angina software; CEM: clinical evidence module; eAAP: Emergency Asthma Action Plan; Epoc: Epocrates; GRAIDS: Genetic Risk Assessment on the Internet with Decision Support; InfoRet: InfoRetriever; MD: practicing physicians; MOC: Maintenance of Certification; MS: medical students; NP: nurse practitioners; ns: not specified; PG: residents; PIER: Physicians’ Information and Education Resource; Rep Sup: Report Support; SCAMP: Standardized Clinical Assessment and Management Plans; UTD: UpToDate.

<table>
<thead>
<tr>
<th>Panel A: Knowledge/Skills Outcomes</th>
<th>Knowledge Resource</th>
<th>Outcome</th>
<th>Users (a)</th>
<th>MD (%)</th>
<th>PG (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grad, 2005</td>
<td>Infokit</td>
<td>Knowledge test</td>
<td>33</td>
<td>11.2</td>
<td></td>
</tr>
<tr>
<td>Bocchichio, 2006</td>
<td>Abx Guide+</td>
<td>Knowledge test</td>
<td>14</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>Skeate, 2007</td>
<td>Reg Sup</td>
<td>Pathology test</td>
<td>28 (28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reed, 2012</td>
<td>UTD, PIER</td>
<td>MOC exam</td>
<td>15,148</td>
<td></td>
<td></td>
</tr>
<tr>
<td>POOL (19%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Clinician Behavior Outcomes</th>
<th>Knowledge Resource</th>
<th>Outcome</th>
<th>Users (a)</th>
<th>MD (%)</th>
<th>PG (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greiner, 2005</td>
<td>Ang Soft</td>
<td>Order txd/consult</td>
<td>17</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>Rammarayan, 2006</td>
<td>Isabel</td>
<td>Complication</td>
<td>56</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>Emsay, 2007</td>
<td>CEM+</td>
<td>Order txd/consult</td>
<td>264</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isaac, 2012</td>
<td>UTD</td>
<td>Safety/quality of care</td>
<td>312</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bonis, 2008</td>
<td>Epoc</td>
<td>Prescribe drug</td>
<td>13,957,797</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lyman, 2008</td>
<td>SCAMP+</td>
<td>Order txd/consult</td>
<td>273</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: Patient Effects Outcomes</th>
<th>Knowledge Resource</th>
<th>Outcome</th>
<th>Users (a)</th>
<th>MD (%)</th>
<th>PG (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greiner, 2005</td>
<td>Ang Soft</td>
<td>Optimal management</td>
<td>17</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>Emsay, 2007</td>
<td>CEM+</td>
<td>Length of stay</td>
<td>51,382</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isaac, 2012</td>
<td>UTD</td>
<td>Length of stay</td>
<td>351P</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kuhn, 2015</td>
<td>UTD</td>
<td>Length of stay</td>
<td>332P</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Luther, 2016</td>
<td>SCAMP+</td>
<td>Patient symptoms</td>
<td>279</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3. Impact of electronic knowledge resources in comparison with other resources (Panel A) and alternate electronic knowledge resources (Panel B). All analyses are weighted by patients except as noted. "a" refers to analysis weighted by users; "b" means the comparison group (ie, study data) is the same for these contrasts; "c" means the comparison type “Mixed” indicates a comparison with both electronic and nonelectronic knowledge resources; “d” means the comparison type “Any other” indicates users could select any resource, except the ones it was being compared against; “e” denotes a locally developed resource. 5-min: 5-Minute Clinical Consult; AccessMed: AccessMedicine; ARUSC: Antibiotic Utilization and Surveillance-Control; Clin Evid: clinical evidence; Epoc: Epocrates; InfoRet: InfoRetriever; K: Knowledge; MD: practicing physicians; MMX: Micromedex; MS: medical students; NOS: not otherwise specified; NP: nurse practitioners; ns: not specified; PG: residents; Q: question; rec: recommendation; spec: specific; Taras: Tarascon Pharmacopeia; Trip: Turning Research Into Practice; UTD: UpToDate; Wiki: Wikipedia.

Panel A

Panel B
Study Quality

When reported, the number of enrolled users ranged from 3 to 15,148; 7 studies out of 25 (28%) did not report the number of users, and 4 (16%) did not report user demographics. A total of 11 (44%) of the 25 studies included two or more groups, of which 5 (45%) were randomized. Assessors were blinded to the study intervention in 9 (36%) of the 25 studies. The mean Newcastle-Ottawa Scale quality score (maximum 6 points) was 2.3 (SD 1.6). In 15 out of 25 studies (60%), outcomes were determined objectively (e.g., based on patient records, computer logs, or test scores), including all studies that reported patient outcomes. The other 10 studies (40%) reported only clinician-reported measures (e.g., “I found an answer”). Only 9 of 25 studies (36%) enrolled users that were considered representative of the larger community of potential participants. A total of 11 studies (44%) had a separate comparison group; among these, 9 (82%) drew the comparison group from the same community and 5 (45%) were randomized. A total of 16 out of 25 studies (64%) reported high participant follow-up. A total of 10 studies (40%) reported potential financial conflicts of interest (e.g., industry grant, discounted or free product pricing, involvement of resource creators, or employment by industry). A total of 6 studies (24%) did not report funding sources (see Table 3).

Synthesis: Comparisons With No Intervention

A total of 15 studies out of 25 (60%) compared one or more electronic knowledge resources with no intervention, including comparisons of usual practice without versus with access to the resource, reporting a total of 22 outcomes [21,25-28,30,32-35,37,39-42,44]. Of these 15 studies, 9 (60%) reported potential conflicts of interest.

Out of these 15 studies, 4 (27%) reported knowledge or skill outcomes, evaluating InfoRetriever, UpToDate, American College of Physicians (ACP) Physicians’ Information and Education Resource (PIER), and three local resources, alone or in varying combinations. The pooled SMD was 0.41 (95% CI –0.13 to 0.95; P = .14; see Figure 2, Panel A). Inconsistency was high, with individual SMDs ranging from –0.35 to 1.34 and an I^2 of 89%. None of these studies were randomized and only 1 out of the 4 (25%) was published since 2007. Limiting this analysis to the 3 studies out of 4 (75%) without a potential conflict of interest yielded an SMD of 0.35 (95% CI –0.29 to 0.99; P = .29). Limiting the analysis to the 3 studies (75%) enrolling physicians in practice or postgraduate trainees revealed an SMD of 0.10 (95% CI –0.34 to 0.54; P = .65). Out of the 4 studies, 2 (50%) explored attitudes about information seeking and evidence-based medicine, with results showing improved, neutral, and worsened attitudes, depending on the attitude statement, after use of knowledge resources [21,34].
Table 3. Quality appraisal of included studies.

<table>
<thead>
<tr>
<th>Author, year</th>
<th>Users, n</th>
<th>Study design</th>
<th>Newcastle-Ottawa Scale score&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Representativeness&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Comparable cohorts&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Follow-up&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Objective outcomes&lt;sup&gt;e&lt;/sup&gt;</th>
<th>Blinded&lt;sup&gt;f&lt;/sup&gt;</th>
<th>COI&lt;sup&gt;g&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leung, 2003</td>
<td>113</td>
<td>1 group, crossover</td>
<td>1</td>
<td>Yes</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Low</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Schwartz, 2003</td>
<td>3</td>
<td>1 group, crossover</td>
<td>1</td>
<td>No</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>High</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>D’Alessandro, 2004 [23]</td>
<td>52</td>
<td>1 group, crossover</td>
<td>1</td>
<td>No</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>High</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Alper, 2005</td>
<td>82</td>
<td>1 group, crossover</td>
<td>1</td>
<td>No</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>High</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Grad, 2005</td>
<td>37</td>
<td>≥2 groups</td>
<td>4</td>
<td>Yes</td>
<td>Similar</td>
<td>High</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Grad, 2006</td>
<td>26</td>
<td>1 group, crossover</td>
<td>0</td>
<td>No</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Low</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Greiver, 2005</td>
<td>18</td>
<td>≥2 groups, RCT&lt;sup&gt;i&lt;/sup&gt;</td>
<td>4</td>
<td>No</td>
<td>Similar</td>
<td>High</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Bochicchio, 2006 [28]</td>
<td>12</td>
<td>≥2 groups, RCT</td>
<td>4</td>
<td>No</td>
<td>Similar</td>
<td>High</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Maviglia, 2006 [29]</td>
<td>279</td>
<td>≥2 groups, RCT</td>
<td>3</td>
<td>No</td>
<td>Similar</td>
<td>Low</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Ramnarayan, 2006 [30]</td>
<td>80</td>
<td>1 group</td>
<td>2</td>
<td>Yes</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Low</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Rudkin, 2006</td>
<td>30</td>
<td>1 group, crossover</td>
<td>1</td>
<td>No</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>High</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Emery, 2007</td>
<td>Not specified</td>
<td>≥2 groups, RCT</td>
<td>4</td>
<td>Yes</td>
<td>Similar</td>
<td>Low</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>King, 2007</td>
<td>Not specified</td>
<td>1 group</td>
<td>0</td>
<td>No</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Low</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Magrabi, 2007</td>
<td>227</td>
<td>1 group</td>
<td>0</td>
<td>No</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Low</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Skeate, 2007</td>
<td>30</td>
<td>≥2 groups, RCT</td>
<td>3</td>
<td>No</td>
<td>Similar</td>
<td>High</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Van Duppen, 2007 [36]</td>
<td>5</td>
<td>1 group, crossover</td>
<td>1</td>
<td>No</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>High</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Bonis, 2008</td>
<td>Not specified</td>
<td>≥2 groups</td>
<td>4</td>
<td>No</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>High</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Hoogendam, 2008 [38]</td>
<td>70</td>
<td>1 group, crossover</td>
<td>1</td>
<td>No</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>High</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Lyman, 2008</td>
<td>10,355</td>
<td>≥2 groups</td>
<td>4</td>
<td>Yes</td>
<td>Similar</td>
<td>High</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Isaac, 2012</td>
<td>Not specified</td>
<td>≥2 groups</td>
<td>4</td>
<td>No</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>High</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Reed, 2012</td>
<td>15,148</td>
<td>≥2 groups</td>
<td>6</td>
<td>Yes</td>
<td>Similar</td>
<td>High</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Kuhn, 2015</td>
<td>Not specified</td>
<td>1 group</td>
<td>1</td>
<td>Yes</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Low</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Chow, 2016</td>
<td>Not specified</td>
<td>1 group, crossover</td>
<td>2</td>
<td>Yes</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Low</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Luther, 2016</td>
<td>Not specified</td>
<td>1 group</td>
<td>2</td>
<td>Yes</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>High</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Saparova, 2016 [45]</td>
<td>18</td>
<td>≥2 groups</td>
<td>3</td>
<td>No</td>
<td>Similar</td>
<td>High</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

<sup>a</sup>The score for this scale can be a maximum of 6 points.

<sup>b</sup>“Yes” indicates that the study is truly representative of the average clinician in the community, while “No” indicates that it is not.

<sup>c</sup>“Similar” indicates that the comparison group was drawn from the same community.

<sup>d</sup>“High” indicates that participant follow-up was ≥75%; “Low” indicates that follow-up was <75% or unclear.

<sup>e</sup>“Yes” indicates that at least one outcome was determined objectively; “No” indicates outcomes were not determined objectively.

<sup>f</sup>“Yes” indicates blinded outcomes; “No” indicates no blinding.

<sup>g</sup>“No” indicates no conflict of interest (COI) reported or identified by the reviewer team; “Yes” indicates a reported or identified potential COI.

<sup>h</sup>N/A: not applicable (ie, no separate comparison group).

<sup>i</sup>RCT: randomized controlled trial.

Out of the 15 studies, 8 (53%) reported behavior outcomes, such as appropriate therapy recommendations and test orders, evaluating combinations of Epocrates, Isabel, UpToDate, and four local resources [27,30,32,33,39,40,44]. The pooled SMD was 0.47 (95% CI 0.27 to 0.67; P<.001; see Figure 2, Panel B). Inconsistency was again high, with individual SMDs ranging...
from 0.01 to 1.67 and an $I^2$ of 97%. Out of the 8 studies, 2 (25%) were randomized [27,32]. Limiting analyses to the 4 studies (50%) published since 2007 revealed similar results, with an SMD of 0.41 (95% CI 0.10 to 0.71; $P=.01$). Alternatively, limiting to the 3 studies (38%) without a potential conflict of interest yielded an SMD of 0.94 (95% CI 0.02 to 1.86; $P=.05$). Lastly, limiting analysis to the 7 studies (88%) that included physicians in practice or postgraduate trainees produced an SMD of 0.49 (95% CI 0.27 to 0.70; $P<.001$).

Out of the 15 studies, 7 (47%) reported patient effects, including complications, length of stay, optimal management, and mortality, evaluating UpToDate and five locally developed resources [27,32,33,37,40,42,44]. Pooling nonmortality outcomes across these 7 studies revealed an SMD of 0.19 (95% CI 0.07 to 0.32; $P=.003$; see Figure 2, Panel C). Inconsistency was again high, with individual SMDs ranging from 0 to 0.72 and an $I^2$ of 81%. Out of these 7 studies, 2 (29%) were randomized [26,31]. Limiting analyses to the 4 studies out of 7 (57%) published since 2007 revealed a similar SMD of 0.20 (95% CI 0.05 to 0.35; $P=.01$). Limiting to the 4 studies out of 7 (57%) without potential conflicts of interest yielded an SMD of 0.31 (95% CI 0.01 to 0.61; $P=.04$). Focusing on the 6 studies out of 7 (86%) that enrolled physicians in practice or postgraduate trainees produced an SMD of 0.22 (95% CI 0.09 to 0.36; $P=.001$). The 2 studies out of 7 (29%) reporting mortality outcomes, both funded by UpToDate, compared hospitals that did versus did not have access to UpToDate. Out of these 2 studies, 1 (50%) found a very small but statistically significant association between the use of UpToDate and lower mortality (absolute risk difference $-0.1\%$; $N=3322$ hospitals) [40]; the other found no statistically significant association (risk-adjusted z-score 0.18; $N=5515$ hospitals) [37].

Out of the 15 studies, 1 (7%) objectively evaluated cost reductions associated with implementation of a local resource; this study found a statistically significant 49% reduction in the cost of care (95% CI 0.46 to 0.53) compared with preimplementation [44].

Synthesis: Comparisons With Other Resources

A total of 7 studies out of 25 (28%) compared electronic knowledge resources with other information resources that were provided instead of the knowledge resource and that did not meet our definition of electronic knowledge resources (see Figure 3, Panel A) [21-24,31,36,38]. Variation in comparisons and outcomes precluded meaningful meta-analysis. Out of the 7 studies, 2 (29%) found mixed results for the use of electronic knowledge resources on personal digital assistants (PDAs) compared with paper resources. In 1 crossover study (50%), residents given a PDA with electronic knowledge resources (eg, Epocrates and Tarascon Pharmacopoeia) demonstrated improvements in self-reported patient management (SMD 0.38, 30 users, 295 patients), compared with resource access limited to print materials [30]. The second study, conducted by the creators of InfoRetriever, found essentially no difference in attitudes about evidence-based medicine when comparing use of a PDA preloaded with InfoRetriever versus an evidence-based medicine pocket card (SMD $-0.04$, 113 users) [21].

Out of the 7 studies, 2 (29%) suggested that clinicians found answers to more questions, and more rapidly, when using electronic knowledge resources than when using journal-based resources. Out of these 2 studies, 1 crossover study (50%) compared general practitioners’ use of Turning Research Into Practice (Trip) and clinical evidence with their use of journal articles from the BMJ and found that these electronic knowledge resources were associated with more frequently finding answers (Trip vs the BMJ: SMD 0.80, 5 users, 219 patients; clinical evidence vs the BMJ: SMD 0.21, 5 users, 255 patients) [36]. Another study (1/2, 50%) reported a statistically significant association between the use of UpToDate and answering more questions (SMD 0.57, 70 users, 1305 patients) and finding answers more quickly (SMD 2.07), in comparison with clinicians using PubMed [38].

Out of the 7 studies, 3 (43%) examined electronic knowledge resources in comparison with a user’s choice of any other information resources (eg, Google and textbooks) and reported mixed findings. In a randomized crossover study (1/3, 33%) authored by the founder of DynaMed, physicians using DynaMed reported that they found answers more often (SMD 0.30, 46 users, 698 patients) and that answers more often changed patient care (SMD 0.42), although finding answers took slightly, but not statistically significantly, longer (SMD $-0.07$) [24]. Another study (1/3, 33%) compared the use of InfoRetriever, DynaMed, Trip, and clinical evidence against a user’s choice of any other resources; the study found that the use of these electronic knowledge resources was not significantly associated with clinician-reported success in answering questions (SMD $-0.03$, 3 users, 92 patients) or changes in care (SMD 0.21, 3 users, 65 patients) [22]. In a third study (1/3, 33%), which is not represented in Figure 3, Panel A, because of insufficient extractable data, pediatricians were randomized to use an online pediatrics library or a resource of their choice and found no statistically significant difference in questions answered or changes in care [23].

Synthesis: Comparisons Between Electronic Knowledge Resources

The high inconsistency noted in the meta-analyses above may suggest substantial differences between knowledge resources in their implementation (eg, training, policies, and technical support to encourage or facilitate use) and design. Studies comparing different electronic knowledge resources, designs, or implementation strategies can help identify best practices. We identified 7 such studies out of 25 (28%; see Figure 3, Panel B) [23,26,29,36,41,43,45].

Out of these 7 studies, 2 (29%) reported associations between different resource implementation strategies of the same knowledge resource and changes in care. In 1 study (50%), clinicians who were allowed to optionally use a local electronic knowledge resource more often followed the resource’s suggestion on antibiotic use compared with when they were provided such information without their request (SMD 1.28, 18,360 patients) [43]. The other study compared two subsections of InfoRetriever: one that employed user-entered patient data to provide patient-specific information and recommendations and the other containing general information resources, such as...
The 5-Minute Clinical Consult, Cochrane Reviews, Information Patient-Oriented Evidence that Matters (Info-POEMs), and guideline summaries. This crossover study determined that the patient-specific resources were associated with a slight but statistically significant improvement in clinician-reported changes in care (SMD 0.11, 26 users, 2474 patients) [26].

Out of the 7 studies, 4 (57%) focused on head-to-head comparisons of different electronic knowledge resources. Out of these 4 studies, 1 crossover study (25%) found no statistically significant difference on a knowledge test for 18 medical students who had used Wikipedia, AccessMedicine, or UpToDate (UpToDate vs Wikipedia SMD 0.06; AccessMedicine vs UpToDate SMD 0.22; AccessMedicine vs Wikipedia SMD 0.37) [45]. Another randomized study (1/4, 25%) found no statistically significant differences between Micromedex and SkolarMD in the frequency of answering questions (SMD 0.51, 89 users, 289 patients) or clinician-reported changes in patient care (SMD 0.09) [29]. A randomized crossover study (1/4, 25%) found that clinicians could answer questions more often when using Trip than when using clinical evidence (SMD 0.60, 5 users, 292 patients) [36]. Finally, 1 study (25%) found a statistically significant difference in maintenance of certification exam scores between physicians using two electronic knowledge resources over an extended period; however, due to deliberately blinded reporting, it is not possible to know which resource (ie, PIER or UpToDate) was superior [41]. The effects of these resources in comparison with no intervention were reported earlier in this review.

Discussion

Principal Findings

We identified 25 studies that investigated the impact of electronic knowledge resources on patient and clinician outcomes and found results that are mixed and at times contradictory. Nevertheless, we found statistically significant associations between the use of electronic knowledge resources and improved clinician behaviors and patient effects. When compared with other resources, use of electronic knowledge resources was associated with increased success in answering clinical questions, with variable impact on speed. Comparisons of different implementation strategies of the same electronic knowledge resource suggest benefits from allowing clinicians to choose to access the resource, versus automated display of the resource. Clinical decision-support systems, such as reminders and alerts, provide answers to clinician-initiated questions “just in time,” thus preserving clinicians’ autonomy and workflow. This functionality contrasts with that of interruptive clinical decision-support systems, such as reminders and alerts, that have been associated with workflow disruption, alert fatigue, inappropriate recommendations, and provider dissatisfaction [49-51]. Use of electronic knowledge resources is also associated with enhanced durable learning (ie, improved performance on knowledge tests conducted without concurrent resource use). Clinicians may benefit from increased and more strategic use of electronic knowledge resources at various stages in training. Knowledge resources may be particularly important for practicing clinicians as part of their lifelong point-of-care learning activities [52]. The optimal promotion of durable learning may require resource features, such as spaced repetition and quizzing [53,54], that differ from those required for concurrent decision support (ie, maximal efficiency). Electronic implementation strategies parallels the paucity of evidence found in a previous review of health information technology [48].

Limitations

As with all systematic reviews, our findings are constrained by the quality and quantity of published evidence. For example, only 6 studies reported patient effects and 5 were randomized. Inconsistency was high in all analyses. Additionally, lack of conceptual alignment precluded meta-analysis for comparisons of electronic knowledge resources with other resources or with different implementation strategies. Several studies allowed users access to multiple resources simultaneously, making interpretation difficult. Vague and incomplete reporting limited our ability to extract key information on study design, outcomes, contextual details (eg, setting and disease acuity), and resource design and implementation (eg, how participants accessed the resource, password requirements, or optimization for use on a mobile device) for several studies. A total of 10 studies presented potential conflicts of interest, which could bias results. However, sensitivity analyses limited to recent studies and studies without conflicts of interest generally yielded similar results. The small number of studies precluded meaningful evaluation of publication bias. We did not attempt to distinguish resources based on the developer’s intended purpose (eg, education, decision support, or information) but instead focused on the resource’s function and application (ie, decision making for a specific patient). Several studies are over a decade old, which limits their relevance to current resource implementations. We conducted our literature search in 2017, and studies published since that date were thus omitted from our analyses. This review has several strengths, including a comprehensive search of multiple databases by information professionals, duplicate review at all stages of screening and data extraction, and broad inclusion criteria encompassing a range of health professionals and topics.

Implications

In this meta-analysis, use of electronic knowledge resources appeared to improve patient care and their continued use in clinical practice appears to be warranted. More specifically, these resources provide answers to clinician-initiated questions “just in time,” thus preserving clinicians’ autonomy and workflow. This functionality contrasts with that of interruptive clinical decision-support systems, such as reminders and alerts, that have been associated with workflow disruption, alert fatigue, inappropriate recommendations, and provider dissatisfaction [49-51]. Use of electronic knowledge resources is also associated with enhanced durable learning (ie, improved performance on knowledge tests conducted without concurrent resource use). Clinicians may benefit from increased and more strategic use of electronic knowledge resources at various stages in training. Knowledge resources may be particularly important for practicing clinicians as part of their lifelong point-of-care learning activities [52]. The optimal promotion of durable learning may require resource features, such as spaced repetition and quizzing [53,54], that differ from those required for concurrent decision support (ie, maximal efficiency). Electronic
knowledge resources offer flexibility allowing such features to be built in yet activated only for relevant learners and contexts. The impact of electronic knowledge resources, while generally favorable, varied widely across studies. Such differences likely arise from specifics of the topic, clinical context, clinician specialty, and clinician stage of training, in addition to the knowledge resource itself. It seems unlikely that any one resource will optimally address all information needs; rather, health care organizations will likely need to make multiple electronic knowledge resources available and effectively integrate electronic knowledge resources into clinician workflows. Suboptimal integration results in suboptimal outcomes, as was seen in one study in this review [43]. Information tools, such as easily accessible online portals (eg, infobuttons [17]), might further help clinicians select resources appropriate for their specific questions and contexts.

Our review highlights several areas for improvement in the quality of research methods and reporting. For example, several studies failed to report the number of participants or participant demographics. Many studies did not use comparison groups, reported limited participant follow-up, or enrolled participants that were not considered representative of the larger community of potential participants. Also, 10 studies presented potential conflicts of interest (eg, funding from a resource vendor). Finally, the majority of studies lacked details on the design and implementation of the resources under investigation, and information was rarely reported regarding the cost—monetary and nonmonetary—of implementation, use, and maintenance. When planning future studies, researchers should consider and seek to mitigate these and other limitations.

Many uncertainties remain regarding optimal design, implementation strategies, and use of electronic knowledge resources. Unfortunately, studies comparing different knowledge resources or making comparisons with no intervention have largely failed to produce generalizable insights in this regard. Additional research is needed to clarify what works, in what context (ie, question type, topic, and clinical setting), and for what outcome. We believe that head-to-head studies of different resources, or different implementation strategies of a given resource, can provide such evidence; however, such studies must be guided by conceptual models and theories (eg, models and theories of information science and translational informatics). Noncomparative studies examining fundamental questions about information seeking, human factors, and user experience will also be useful. Outcomes of costs, both monetary and nonmonetary, will complement outcomes of effectiveness in supporting evidence-based decisions. Attention to these issues will permit more effective design, implementation strategies, and integration into the clinical workflow, which in turn will optimize electronic knowledge resources’ benefits to patient care.

**Conclusions**

Use of electronic knowledge resources is associated with a positive impact on clinician behaviors and patient effects. Further research into resource design and implementation strategies is needed.
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Abstract

Background: The rapid deterioration observed in the condition of some hospitalized patients can be attributed to either disease progression or imperfect triage and level of care assignment after their admission. An early warning system (EWS) to identify patients at high risk of subsequent intrahospital death can be an effective tool for ensuring patient safety and quality of care and reducing avoidable harm and costs.

Objective: The aim of this study was to prospectively validate a real-time EWS designed to predict patients at high risk of inpatient mortality during their hospital episodes.

Methods: Data were collected from the system-wide electronic medical record (EMR) of two acute Berkshire Health System hospitals, comprising 54,246 inpatient admissions from January 1, 2015, to September 30, 2017, of which 2.30% (1248/54,246) resulted in intrahospital deaths. Multiple machine learning methods (linear and nonlinear) were explored and compared. The tree-based random forest method was selected to develop the predictive application for the intrahospital mortality assessment. After constructing the model, we prospectively validated the algorithms as a real-time inpatient EWS for mortality.

Results: The EWS algorithm scored patients’ daily and long-term risk of inpatient mortality probability after admission and stratified them into distinct risk groups. In the prospective validation, the EWS prospectively attained a c-statistic of 0.884, where 99 encounters were captured in the highest risk group, 69% (68/99) of whom died during the episodes. It accurately predicted the possibility of death for the top 13.3% (34/255) of the patients at least 40.8 hours before death. Important clinical utilization...
features, together with coded diagnoses, vital signs, and laboratory test results were recognized as impactful predictors in the final EWS.

**Conclusions:** In this study, we prospectively demonstrated the capability of the newly-designed EWS to monitor and alert clinicians about patients at high risk of in-hospital death in real time, thereby providing opportunities for timely interventions. This real-time EWS is able to assist clinical decision making and enable more actionable and effective individualized care for patients’ better health outcomes in target medical facilities.

*J Med Internet Res 2019;21(7):e13719*  doi:10.2196/13719
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**Introduction**

**Importance of an Early Warning System**
The condition of some hospitalized patients rapidly deteriorates because of either disease progression or imperfect triage and level of care assignment after their admission. Evidence from observational studies show that signs of clinical deterioration (eg, abnormal vital signs) hours before a serious clinical event [1,2] are important predictors. Therefore, we hypothesize that an early warning system (EWS) to identify patients at high risk of subsequent intrahospital death can be an effective tool to improve patient safety and quality of care and also reduce avoidable harm and costs. For patients without a do-not-resuscitate (DNR) order, a warning from such an EWS can activate rapid response teams (RRTs) or medical emergency teams to offer more intensive care and enhanced attention to prevent hospital deaths [3,4]. For those patients with a DNR order, the notification can trigger health caregivers to counsel and work with patients’ families to initiate the end-of-life care and deathbed farewell [5]. Therefore, an EWS to identify and alert caregivers of truly high-risk patients before their deterioration is recognized as an essential step toward the advancement of individualized medical interventions, the improvement of end-of-life patient care quality, and the reduction of unnecessary in-hospital mortality and associated health resource utilization.

**Current Development of an Early Warning System**
During the last decade, an increasing number of hospital systems have started to implement EWSs to monitor all adult patients in acute hospital settings and to identify adverse trends and patient deterioration [3,6]. A variety of EWSs have been developed using patients’ postadmission clinical information [2,7-14]. For instance, the widely used VitalPAC Early Warning Score (ViEWS) is calculated from 7 vital sign parameters selected by a thorough literature review and was proven to outperform most other published systems when predicting in-hospital death within 24 hours postobservation [9,10]. However, in addition to using a limited number of parameters empirically selected by experts, we speculate whether such EWSs could be further improved in terms of both sensitivity and specificity by integrating more clinical and nonclinical information (eg, disease diagnoses and social determinant data).

With the rapid growth of hospital adoption of electronic medical record (EMR) systems, other temporal clinical information is becoming available at the point of care and can be used to facilitate the prediction of in-hospital mortality. Several EMR-based risk models have been constructed using surgical record data, laboratory test results, and location transfer information [13-17]. Among these models, clinical utilization factors were rarely considered as potential predictors for inpatient mortality, even though they are valuable features from the aspect of hospital quality measurement.

**Aim of This Study**
In this study, we aimed to build and prospectively validate an EMR-based inpatient mortality EWS. We expected that by adopting the machine learning algorithms, this EMR-based EWS could capture previously ignored but useful variables and attain an improved discriminative ability with higher levels of sensitivity and specificity. We evaluated its performance and addressed questions such as how early the system can prospectively alarm for a hospitalized mortality event. We also studied the association between impactful predictors (eg, historical clinical utilizations) and inpatient mortality under various circumstances.

**Methods**

**Setting and Patient Population**
The patient population is defined as the patients admitted to two acute hospitals (ie, Berkshire Medical Center and Fairview Hospital) within the Berkshire Health System (BHS), between January 1, 2015 and September 30, 2017. Patients included in the study were those admitted to a medical unit (including the intensive care unit) from either the emergency department (ED) or outpatient clinics, regardless of whether they had DNR orders. The details are shown in the study design workflow (Figure 1).

BHS authorized the use of the deidentified data for this research, and thus all personal privacy information was masked during the process of analysis and publication. This study was also exempted from ethics review by the Stanford University institutional review board (September 25, 2018).
Figure 1. Study design. The early warning system model was built on the retrospective cohort (n=42,484) and validated on the prospective cohort (n=11,762). EMR: electronic medical record; PPV: positive predictive value; ROC: receiver operating characteristic.

Outcome Variables

Following the rationale that patients who died showed signs of clinical deterioration before death, we identified the cases of our study as the 24-hour period immediately before the day of death for those patients who died and classified all other 24-hour periods as the controls (Figure 1). We used the EMR profile collected before the future 24-hour period as the predictors of the following 24-hour period, making the prediction model capable of estimating the risk of death at least 24 to 48 hours before the event.

Predictor Variables and Feature Selection

In this study, we defined an inpatient day as a time period between 12:00 am and 11:59 pm in an episode. Within an encounter’s observation window (ie, each inpatient day), candidate predictor variables were extracted from the hospital EMR system, comprising (1) a set of static historical medical variables and (2) a number of dynamic updated postadmission clinical information. By using the medical data cumulatively collected until a certain inpatient day after admission, the risk model was initially designed to predict a patient’s probability of dying in the following inpatient day. Before the machine learning process, we carried out feature selection using both literature review for including impactful feature inclusion and a univariate filtering process for exclusion. As a result, we recruited 680 potential predictors into the subsequent analysis.

Retrospective Derivation and Prospective Evaluation of the Real-Time Inpatient Mortality Early Warning System

Retrospective Model Derivation

At the derivation stage, the real-time inpatient mortality model was constructed on the EMR data collected within a retrospective 2-year period during January 1, 2015 and December 31, 2016, with a total of 42,484 inpatient encounters (Figure 1). At this stage, multiple existing predictive machine learning algorithms (linear and nonlinear) were explored to construct the prediction model, including the tree-based random forest method [18], XGBoost [19], Boosting [20], Support Vector Machine [21], LASSO [22], and K-nearest neighbors [23]. Following this, the predicted outcomes were calibrated to the positive predictive values (PPVs) on the retrospective cohort. This allowed us to calculate the risk score of mortality for each inpatient day during the in-hospital episode and use the quintiles of these calibrated risk scores to stratify risk groups. The propensity score matching was also introduced to investigate the causal relation between high-weight chronic-based risk factors and the inpatient mortality outcome.

Prospective Model Evaluation

The constructed models were prospectively evaluated on inpatient admissions for the period January 1, 2017 to September 30, 2017. A total of 11,762 hospitalized patients were assigned an EWS score during this period. The discriminatory power of various algorithms was assessed and compared using the receiver operating characteristic (ROC) curve and the prospectively validated c-statistic. According to the prospective results, the model that attained the best performance was chosen as the proposed EWS. Using the final EWS, we also derived
the distribution of inpatient days across the spectrum of the calibrated risk scores and evaluated various risk bins for sensitivity, specificity, and PPVs. On the basis of these determined risk categories (low, intermediate and high), we prospectively explored their subsequent mortality rate using the Kaplan-Meier method and compared their hazard ratios (HRs) using Cox regression. We also conducted subgroup analysis to review the model’s utility on encounters with specific conditions (eg, DNR orders or high clinical costs in the past).

Results

Inpatient Mortality Early Warning System Performance on Inpatient-Day Level

The retrospective and prospective cohorts comprised 42,484 and 11,762 encounters, respectively; 2.34% (993/42,484) and 2.17% (255/11,762) of the patients in these cohorts died during their episode. The demographics and important characteristics of these two cohorts were summarized in Multimedia Appendix 1. After applying the various EWS algorithms to the prospective cohort, we compared their performance as measured by the ROC curve and validated c-statistic. The tree-based random forest algorithm attained the highest predicted c-statistic of 0.884, whereas other machine learning algorithms (linear and nonlinear) attained a predicted c-statistic between 0.511 and 0.867 (Multimedia Appendix 2). Thus, we chose the random forest algorithm–based EWS as the final proposed EWS, where we initially assigned a calibrated risk score to each inpatient day and then stratified these inpatient days into distinct risk groups across the spectrum of risk scores (Figure 2). For a total of 56,588 observed inpatient days, almost 69.66% (39,420/56,588) were located in the low-risk percentiles (ie, 0-10), with only 0.09% (35/39,420) of them being cases. Meanwhile, a total of 189 observations fell into the high-risk percentiles (ie, ≥45), with 31.2% (59/189) passing away in the subsequent 24 hours (Multimedia Appendix 3).

Figure 2. The distribution of inpatient days (the red bar) and positive predictive values (the blue line), coordinated with the inpatient-mortality risk scores on the prospective cohort.

Performance of the Early Warning System in Predicting Patients’ Overall Inpatient Mortality

In terms of long-term in-hospital mortality, the proposed EWS model captured 99 encounters with high risk of expiration (ie, risk score ≥45) and recognized 327 encounters as intermediate-risk individuals (ie, risk score 30-45) at the prospective validation stage (Multimedia Appendix 4). By further tracking the high-risk patients' mortality rate for the subsequent 20 days, we confirmed that the EWS model successfully alerted clinicians to 40% (40/99) of the top risk encounters 24 to 48 hours before their death, notified another 17% (17/99) 48 to 72 hours before their death, and identified the remaining 11% (11/99) 3 to 7 days ahead of their death, making the survival probability drop to 0.24 within 1 week after triggering the alarms (Figure 3). Furthermore, the mortality hazard ratio of the high-risk category is as high as 93.65 (95% CI 68.75-127.57) for the subsequent 20-day time period compared with that of the low-risk category. In addition, when focusing on the patients who passed away, the results illustrated that the EWS model successfully seized the top 13.3% (34/255) of the population at least 1.7 inpatient days (40.8 hours) before their death (Figure 4). These findings demonstrated that the proposed EWS had powerful discriminative ability to help notify caregivers of inpatient death in the longitudinal scale and assist in clinical decision making.
Comparison With Currently Used Methods
Several EWSs have already been widely used in current hospital care to provide early warnings of clinical deterioration, such as the ViEWS, the National Early Warning Score, and the Modified Early Warning Score [8,9,24-26]. The shared rationale underlying these common EWSs is that a patient’s deterioration can be estimated with a numeric score derived from a small number (<10) of core signs of physiological function including, but not limited to, heart rate, breathing rate, body temperature,
systolic blood pressure, oxygen saturation, urine output, and level of consciousness. Given that the used parameters have been recognized as vital to life (Multimedia Appendix 5), these EWSs can be readily implemented and are expected to have good predictive ability for life-threatening outcomes. However, by using only vital sign abnormalities, the existing methods attain a high specificity with a low sensitivity [27]. Meanwhile, other innovative EWSs have been implemented with better performance by extracting temporal clinical information from EMRs [13-15,17]. In this study, we hypothesize that integration of the real-time EMR datasets with vital signs, laboratory data, disease diagnosis, and clinical utilization indicators shall lead to an EWS with an improved performance in terms of both sensitivity and specificity. Therefore, we compared the proposed EWS with ViEWS, a well-recognized EWS leader, which was proven to outperform most other systems [9,10]. In this comparison, we applied the abbreviated ViEWS tool on the prospective dataset, which achieved a prospective c-statistic of 0.764, a much lower value than that of the EWS model (c-statistic=0.884; Multimedia Appendix 6). Furthermore, when considering only high-risk individuals, the EWS achieved a sensitivity of 26.7% (68/255) and a PPV of 69% (68/99), whereas the ViEWS method attained a much lower sensitivity of 13.7% (35/255) and a PPV of only 35% (35/99). When considering both high and intermediate-risk patients, the EWS attained a sensitivity of 59.2% (151/255) and a PPV of 35.4% (151/426), which were still much higher than that of ViEWS (a sensitivity of 35.7% (91/255) and a PPV of 21.4% (91/426); Multimedia Appendix 6).

Figure 5. The averaged prior-12-month clinical costs of distinct clinical utilization subgroups, coordinated by their observed mortality rates. Those subgroups are naturally clustered into 3 mortality risk categories of the prospective cohort. Size of each ball: the median of each group. DNR: do-not-resuscitate.
Furthermore, when focusing on these top impactful chronic-based risk factors, we found that only the diagnoses of cardiovascular diseases, congestive heart failure, or renal diseases were still significantly associated with the mortality outcome, whereas other chronic-based features failed to attain significance in terms of odds ratios (ORs) after applying the propensity score matching analysis in our study (Multimedia Appendix 8). The results of the propensity score matching analysis revealed the insignificant independent effects of some targeted chronic risk factors when matched with other significant risk factors. Therefore, we reason that, in the hospital inpatient mortality setting, instead of being the causality of the mortality outcome, some high-weight chronic-based risk factors could be causally related to the acute setting risk factors or interact with other risk factors (such as demographic characteristics), indirectly and interactively contributing to the prediction of the targeted mortality outcome.

**Patients With and Without a Do-Not-Resuscitate Order**

We further investigated the EWS model’s discriminative ability in different subgroups of patients with specific diagnoses and conditions (Multimedia Appendix 9), especially patients with and without DNR orders. As confirmed in the validation results, the DNR order patients usually had a much higher inpatient mortality rate than that of the non-DNR order ones (Multimedia Appendix 10). Meanwhile, when looking only at the DNR-order encounters, their mortality rate was still stratified by the 3 distinct risk categories of the EWS; the mortality rate of DNR-order encounters reached its highest value of 75% (57/76) in the high-risk category, dropped to 40.5% (68/168) in the intermediate-risk category, and plunged to 5.73% (88/1,537) in the low-risk category (Multimedia Appendix 10 and Multimedia Appendix 4). This implied that even though some encounters were coded by DNR orders, they still varied significantly in their current in-hospital mortality risk.

**Discussion**

**Summary of Principal Findings**

In this study, we developed and prospectively validated a real-time EMR-based EWS of inpatient mortality, which predicted encounters’ daily and longitudinal probability of inpatient mortality. With a total of 11,762 hospitalized encounters at the prospective validation stage, this model achieved a c-statistic of 0.884, prognosticated high risk of death for 99 encounters during their inpatient stay. For these high-risk encounters, 40% (40/99) were confirmed to have passed in the subsequent 24 hours, and 69% (68/99) were confirmed to have passed within 7 days after the notification, resulting in their mortality HR as high as 93.65 (95% CI 68.75-127.57) compared with that of the low-risk category. Furthermore, the EWS model successfully prognosticated the death of the top 13.3% (34/255) of the dead patients at least 1.7 days before their death.

In this study, we compared the EWS with the well-recognized EWS tool, ViEWS, and demonstrated that the EWS attained a much higher sensitivity and PPV when giving alerts for the high-risk patients. Compared with these existing EWSs, the proposed model involved not only traditional predictors of inpatient mortality, such as vital signs and laboratory data [8,9,28,29], but also valuable historical medical features, such as certain disease diagnoses and clinical utilization indicators, which were usually not included in most previous studies [8,9,14]. However, these inpatient setting features, representing patients’ baseline differences, can contribute indirectly to patients’ distinct hospital mortality rate assessment [30]. In this study, the intermediate-risk population in our study, instead of the high-risk group, was found to have the highest historical medical costs (Figure 5). This may imply that some of these high-risk patients were already coded with DNR orders, directly reducing their clinical costs; others may have deteriorated too rapidly from a healthy status and therefore, never received adequate medical service before death, also resulting in low costs. Therefore, we believe that such historical information in EMR datasets are valuable sources of predictors of inpatient hospital mortality. These risk predictors may interact with other features to facilitate the identification of more true-positive patients, resulting in an improved sensitivity.

**Implications of the Developed Early Warning System**

In this study, random forest outperformed other commonly used algorithms on the prospective cohort. As an ensemble tree-based method, random forest has been proven to have high accuracy as it overcomes overfitting by selecting random subsets of features to build smaller trees and is able to handle potential errors caused by unbalanced case-control datasets (in this case, inpatient mortality, where only a relatively small proportion of patients suffered in-hospital death) [31]. In addition, random forest makes no assumptions regarding the predictor features’ distributions and correlations and is able to capture features with weak effects as well as their high-level interactions, thus making it suitable for our EMR-based prediction based on multiple correlated covariates [32]. Along with the massively increased data, another well-recognized method, deep learning, is popularly used because of the recent breakthroughs in algorithm development. However, deep learning does not necessarily perform better than linear and nonlinear machine learning methods, as it usually returns a result that is difficult to interpret for domain specialists, and it is more computationally consuming and expensive, especially in the model development stage [33].

It is worth noting that in the prospective cohort, 31 of the 99 patients who were given alerts for high risk of inpatient mortality survived through the entire hospital encounter. After investigating those recovered patients, we found that most of them (25/31) received diagnoses of either cardiovascular diseases, renal disease, cancer, lung disease, or acute cerebrovascular disease, which implied severe acute or chronic disease conditions as well as the requirement of more intense care during their hospital stay. In such an early warning context, it is demonstrated elsewhere that sensitivity and PPV are always considered important indicators; however, these patients who were alerted as high risk yet later recovered may not necessarily be treated as falsely alarmed individuals, as caregivers could always provide clinical intervention or treatment to these high-risk patients during their deterioration process and potentially prevent their death events from occurring [34]. Thus, from the perspective of inpatient mortality reduction and clinical care promotion, it would be valuable to track and summarize...
those efficient interventions or treatments provided to these high-risk but recovered patients, facilitating evidence-based clinical decision making and individualized care planning for other high-risk patients.

Many of the diseases currently being treated in the wards are major injuries, and these patients could become potential confounders when predicting the hospital inpatient mortality. However, patients with such major injuries are often difficult to define in the EMR system, as there is an issue with the preciseness of their diagnoses when using the International Classification of Diseases (ICD) codes. In this study, taking fracture as an example, we found that when using the standard ICD-10 definitions (Multimedia Appendix 11), the proportion of patients with a fracture diagnosis was relatively small in both the overall cohort and the high-risk category (ie, overall: 5.42% [639/11,762]; high-risk category: 8.10% [8/99]) and the OR was also not significantly different between cases and controls (OR 1.17; 95% CI 0.67-1.89). To address and verify the impact of major injuries as confounding factors, we hypothesized that young patients are more likely to die of major injuries, whereas the older patients mainly suffered from other severe conditions, and thus, we used age as a summarizing indicator of major injuries in our dataset. After investigating the age-stratified mortality across the identified risk categories (high, intermediate, and low), we revealed that instead of young patients, most true positives in the identified high and intermediate-risk categories were older than 60 years (Multimedia Appendix 11), who were less likely to die of accidents or major injuries. Therefore, we concluded that in our study cohort, major injuries did not have a significant impact on the inpatient mortality prediction, but we should be careful to consider this confounding effect for applications in the future.

Utilization and Benefits of the Early Warning System

Previous studies have developed specific in-hospital mortality models suitable for a certain disease or condition, such as acute myocardial infarction [35,36] and congestive heart failure [37]. Compared with these models, the EWS model can be universally applied to all hospitalized patients without restricting them to a certain disease diagnosis. To assist clinical decision making, it can automatically send notifications to physicians and RRT when patients exceed the high-risk threshold, offering a chance at earlier detection of acute events. Furthermore, we can provide clinicians with the real-time risks and specific alerts of the impactful risk factors that the deteriorating patient has and give clinicians suggestions of individualized follow-up health care plans, such as increased monitoring of vital signs, intensive nurse assessments of the patient’s condition, and enhanced medical review by physicians [38] (Figure 6).

**Figure 6.** The implementation framework and workflow of the real-time early warning system (EWS), demonstrated in 4 steps: (1) import patient encounters’ electronic medical record (EMR) data into the EWS, (2) monitor their inpatient mortality risk scores every 15 min in the user interface after the deployment, (3) use predetermined thresholds to predict the encounters with high risk and intermediate risk of inpatient mortality in a real-time scenario, and (4) highlight or pop up individualized impactful risk factors to help design and implement the subsequent individualized intervention.
Compared with most studies focusing only on patients without DNR orders, the EWS targeted all hospitalized patients regardless of their status of DNR orders. In our study, we found that patients with DNR orders can still be differentiated in terms of their inpatient mortality risk (Multimedia Appendix 10). Previous studies also observed that hospitals’ DNR rates could influence the inpatient mortality outcomes in different ways [39]. Therefore, DNR orders do not necessarily indicate the imminent death of the patients in hospital, and the early warning of their death event is important to help the palliative care providers offer supportive services for both patients and their families, such as relieving patients from the symptoms and stress of the illness and letting the family prepare for the deathbed farewell and bereavement. On the other hand, when considering non–DNR-order patients, the identification of their high-risk status could trigger an early warning, activate in-hospital RRTs to a more intensive intervention, and provide a chance to reduce the death or cardiac arrest rate.

In previous studies, limited evidence has been provided to support the conclusion that EWSs have a straightforward effect on the reduction of mortality and cardiac arrests [27,40,41]. With the deployment of the EWS in the BHS hospitals, we will investigate the EWS’s long-term benefit on patient health and resource utilization outcomes.

Limitations
The proposed EWS is built on the EMR data from hospitals located in a relatively small region, and thus the model may not be directly applied to other regions and clinical settings. However, we established the framework and detailed workflow for the construction and validation of the EMR-based inpatient mortality EWS, which can easily be migrated to much broader settings and bigger datasets. In addition, we also consider patient-level social determinants as important and potential data source for in-hospital mortality prediction as most of them are long-term prognosis factors influencing the mortality outcome. Therefore, incorporating such data in the future will make the next-generation EWS model more compelling and robust.

Conclusions
In this study, by using modern machine learning algorithms, we have developed and prospectively validated an EWS for forecasting inpatient mortality based on patients’ EMR data. This EWS prospectively achieved a high predictive accuracy in the validation stage. As a real-time surveillance system that will be integrated into the target medical facilities to assist clinical decision making in the near future, the EWS could trigger an early notification for the patients at high risk of in-hospital mortality, thereby letting clinicians initiate intensive care before the acute event and provide a chance of individualized management to improve the quality of health care.
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Abstract

Background: One reason for the introduction of digital technologies into health care has been to try to improve safety and patient outcomes by providing real-time access to patient data and enhancing communication among health care professionals. However, the adoption of such technologies into clinical pathways has been less examined, and the impacts on users and the broader health system are poorly understood. We sought to address this by studying the impacts of introducing a digitally enabled care pathway for patients with acute kidney injury (AKI) at a tertiary referral hospital in the United Kingdom. A dedicated clinical response team—comprising existing nephrology and patient-at-risk and resuscitation teams—received AKI alerts in real time via Streams, a mobile app. Here, we present a qualitative evaluation of the experiences of users and other health care professionals whose work was affected by the implementation of the care pathway.

Objective: The aim of this study was to qualitatively evaluate the impact of mobile results viewing and automated alerting as part of a digitally enabled care pathway on the working practices of users and their interprofessional relationships.

Methods: A total of 19 semistructured interviews were conducted with members of the AKI response team and clinicians with whom they interacted across the hospital. Interviews were analyzed using inductive and deductive thematic analysis.

Results: The digitally enabled care pathway improved access to patient information and expedited early specialist care. Opportunities were identified for more constructive planning of end-of-life care due to the earlier detection and alerting of deterioration. However, the shift toward early detection also highlighted resource constraints and some clinical uncertainty about the value of intervening at this stage. The real-time availability of information altered communication flows within and between clinical teams and across professional groups.

Conclusions: Digital technologies allow early detection of adverse events and of patients at risk of deterioration, with the potential to improve outcomes. They may also increase the efficiency of health care professionals’ working practices. However, when planning and implementing digital information innovations in health care, the following factors should also be considered: the provision of clinical training to effectively manage early detection, resources to cope with additional workload, support to manage perceived information overload, and the optimization of algorithms to minimize unnecessary alerts.

(J Med Internet Res 2019;21(7):e13143) doi:10.2196/13143
KEYWORDS
nephrology; acute kidney injury

Introduction

Background
In many health systems, the ageing demographic of hospital patients is accompanied by worsening health and a greater need for diverse investigations and treatments. As a result, care pathways are increasingly complex and ever more reliant on access to relevant data and on communication between individuals and multidisciplinary teams [1]. In this context, although adverse events—such as acute kidney injury (AKI), cardiac arrest, or clinical decline which necessitates high-dependency care—are commonly a consequence of the natural history of the underlying disease, they may also occur because of delays in treatment pathways [2]. Evidence suggests that patient outcomes improve where such clinical decline is detected and acted upon early, and substantial effort has been made worldwide in this regard, for instance, through the use of track and trigger scoring systems to detect decline [3] or the provision of emergency response teams [4,5]. However, such changes have not been matched by other key components of care delivery: the manner in which health care teams communicate and the manner in which data are accessed and presented. Globally, the most widely used hospital communication system continues to be the pager [6], whereas data are accessed from paper records and a range of disparate and disconnected electronic data repositories. Care might be improved if interpersonal communication were enhanced and if it were possible to readily access data in a form that allowed rapid assessment of the patient’s status.

The introduction of digital technologies offers one potential solution, allowing ready detection of the deteriorating patient, communication among health care workers, and immediate access to patient data in a user-friendly and appropriate format, thus improving outcomes. The embedding of digital technologies into health care is now a priority in the United Kingdom [7] and internationally [8]. However, the adoption of such technologies into health care has been little studied, and the impacts on users and the broader health system are poorly understood. We sought to address these issues by studying the impacts of introducing a digitally enabled care pathway for patients with AKI.

AKI—a sudden reduction in kidney function diagnosed by changes in serum creatinine [9]—is common, appears across multiple care pathways, and is associated with significantly increased mortality, morbidity, and cost of health care [10-15]. However, substantial deficits exist in all key processes of AKI care including early recognition and therapy, appropriate escalation to specialist or critical care services, and follow-up [16]. In an effort to expedite and standardize diagnosis, the National Health Service (NHS) mandated the use of a new diagnostic algorithm in all English hospitals in 2014 [17] and provided guidance as to how the algorithm could be implemented [18]. However, simple alerting to the presence of AKI does not seem to improve outcome [19]. We therefore designed a new care pathway that encompassed AKI detection, mobile alerting of a dedicated response team comprising multiple specialists, and the provision of protocolized care [20]. Evaluation of the implementation of the digitally enabled care pathway with regard to impacts on processes of care, clinical outcome, and the cost of care delivery are described elsewhere [21,22].

Objectives
We present a qualitative evaluation of the experiences of users and other health care professionals whose work was affected by the implementation of the new care pathway. We sought to characterize the impacts on staff of such automated alerting, mobile results viewing, and ready communication, with particular focus on their working practices and interprofessional relationships.

Methods

Setting
The digitally enabled pathway was designed and implemented at the Royal Free Hospital (RFH)—a large, acute, tertiary referral hospital providing a range of acute services (including a 34-bed intensive treatment unit and an inpatient nephrology service) in central London, United Kingdom. The care pathway has been described in detail elsewhere [20] and is summarized in brief below.

The Preimplementation Care Pathway
Before making the changes to the care pathway described here, pathology results were viewed by ordering clinicians in batch at the end of the working day using desktop computers. A message linking to local Web-based clinical guidelines was appended to any creatinine result suggestive of AKI in the electronic patient record (EPR), and such results were also communicated to the clinical area by biochemistry staff by telephone. In its early stages, AKI was typically managed independently by general acute care and various specialty teams; specialist input was requested through hospital pagers and telephone communication at the discretion of referring clinical teams.

The Digitally Enabled Care Pathway
Streams (DeepMind Technologies Ltd) is a mobile app deployed on iPhone operating system–enabled smartphones. It processes relevant routinely collected clinical and demographic data through secure integration with hospitals’ existing information systems; owing to the need for real-time event-driven data, Health Level Seven (version 2, Health Level Seven International) feeds were used for integration with the laboratory information management system and electronic medical record. It was first registered with the Medicines and Healthcare Products Regulatory Agency as a Class I, nonmeasuring, nonsterile medical device under the European Union Medical Device Directive (1993) on August 30, 2016. Future revisions of the device may be classified at a higher level under the new medical device regulation.

http://www.jmir.org/2019/7/e13143/
Streams analyzes serum creatinine results immediately and continuously, alerting clinicians in real time to all potential AKI cases as defined by the NHS England AKI algorithm. The app also provides clinicians with data relevant to AKI management, including a graphical trend view of serum creatinine, specific flags for the presence of life-threatening AKI complications (such as hyperkalemia), details of any previous AKI episodes, demographic information, and past medical history from coded Hospital Episode Statistics data. Videos demonstrating Streams functionality can be found on the DeepMind Health support website [23].

AKI alerts are sent in real time to a specialist clinical response team (henceforth, the AKI response team), comprising the RFH’s existing patient-at-risk and resuscitation team (PARRT) and nephrology team. The PARRT (Clinical Nurse Specialists who review at-risk or deteriorating inpatients) receive alerts on all patients with AKI stages 2 and 3 and are on site 24 hours a day. The nephrology team comprises a renal consultant and specialty registrar, both of whom receive all AKI notifications. The registrar is on site 24 hours a day and is typically the first responder. The consultant can triage alerts through secure remote access if off site, providing clinical supervision and subsequent patient review where needed. Through Streams, the AKI response team triages alerts, communicates with other team members, and documents the outcome of clinical reviews.

Relevant contacts and clinical guidance are available on Streams phones. The AKI response team prioritizes patients for review according to the information available in Streams. Patients with life-threatening complications or deemed at high risk are reviewed immediately, whereas a case review within 2 hours is suggested for all other alerts. Upon review, a care protocol (based on existing best practice guidelines [24,25]) is annotated and entered into the patient’s paper notes alongside an advisory sticker for key nursing actions (Multimedia Appendix 1).

Although the nephrology team occasionally takes over patient care, overall responsibility for care rests with patients’ primary teams. AKI recovery is monitored remotely in-app. Realerting for AKI that has not recovered is enabled 48 hours after the first alert. However, worsening of AKI stage or the development of a new complication (e.g., hyperkalemia) at any time results in a further notification. Follow-up reviews are undertaken by the AKI response team according to clinical judgement. A diagram outlining the pre- and postintervention care pathways is provided in Figure 1. Although clinical guidelines and specialist response teams existed before the new care pathway, the goals of implementation of the care pathway were to improve the reliability and speed at which AKI recognition and appropriate specialist review occurred.

**Figure 1.** Pre- and postintervention care pathways. AKI: acute kidney injury.

**Implementation**

Before deployment, Streams users attended training events and accessed a video users’ guide to both the Streams app and the clinical pathway. Feedback from the AKI response team was gathered during a 16-week pathway optimization period (January-May 2017), during which key adjustments to the Streams app and associated clinical pathway were made. The optimized care pathway has been deployed continuously at RFH since May 2017.

**Data Collection**

We undertook an exploratory case study approach to understand the implementation of Streams within a single site. Data
collected included in-depth semistructured interviews and brief nonparticipant observations. The interview guide (included in the Multimedia Appendix 1) was developed by the research team, which included physicians with extensive experience in clinical nephrology and intensive care medicine and experts in health services research. Interviews explored the impacts of the care pathway on staff members and the care delivered to patients, with a particular focus on working practices and interprofessional relationships. Face-to-face interviews began 1 month after the start of the pathway optimization period and were spaced throughout a 16-month period of implementation and evaluation (February 2017 to May 2018). Purposive sampling was employed following a key informant strategy [26] that identified individuals with important roles in the environment under study who had expert knowledge to share impartially. A sample size of 20 is typical for a case study such as this, in line with both international consensus guidance and common practice in qualitative research [27-29]. Furthermore, the total number of users involved in providing the care pathway was small, which necessarily restricted the number of interviews that could be conducted. A list of potential respondents was drawn up to ensure representation from both groups in the AKI response team (ie, PARRT and nephrology teams) and clinicians from the wider hospital community affected by the care pathway, as well as a diverse range of clinical experience and level of comfort with mobile technologies. A total of 20 respondents were approached and 19 consented. In total, 8 PARRT nurses (5 band 7 and 3 band 8 or above) and 8 nephrologists (4 registrars and 4 consultants) were interviewed from the AKI response team. Of the respondents, 3 (2 consultant physicians and 1 medical registrar) from the wider hospital community were selected as a result of their frequent interactions with the AKI response team. Interviews were conducted by the lead researcher (AC). Each respondent was interviewed once. Respondents were informed that the interviewer was from a university and that the research was independent of the RFH. Field observations were undertaken during the first 4 weeks of the pathway optimization period. For these, the lead researcher observed user behavior in the emergency department and in inpatient wards during day and evening shifts using extensive note-taking to document users’ interaction with the Streams app and impacts on working practices and interprofessional relationships.

Data Analysis

Data were analyzed using a combination of inductive and deductive thematic analysis techniques [30]. First, quotes from each interview were arranged into a matrix (Multimedia Appendix 1) in which rows represented individual respondents and columns represented categories that aligned to the basic principles of the intervention pathway (for example, the triage of AKI alerts). The matrix was populated by 2 researchers (AC and GB) who independently analyzed the entire dataset. Researchers met regularly to critique and challenge each other’s allocations; these were in turn reviewed with the lead researcher (RR), a process that enabled us to compare different professional groups’ perspectives and identify discordant views. The group then synthesized new descriptive codes based on emergent themes in the matrix (for example, the impact of real-time information availability) and assigned the quotes to these. Discordant quotes that challenged these themes were routinely sought and discussed. Additional independent oversight was provided by the lead researcher who identified additional quotes of relevance and refined the final themes. We employed the principle of keyness in our analysis [31], drawing out novel issues that might be generalizable and relevant to the adoption of digital health products in clinical practice (for example, how mobile working tools impact established clinical workflows). Our results present representative quotes for each theme, the titles of which were iterated through the writing process. We therefore took both a descriptive and an interpretive approach to analysis, first understanding how the intervention was used and how it affected clinical practice, then considering the intervention in terms of cultural practices and overarching meta-themes about mobile app use.

Ethical Approval

The digitally enabled care pathway constituted a new standard service at RFH. Plans for the evaluation of the digitally enabled care pathway were independently reviewed by the University College London Joint Research Office. They directed that this study fell under the remit of service evaluation (rather than research), as per guidance from the NHS Health Research Authority [32]. As such, the service evaluation was registered locally with the RFH audit lead and medical director, and no participant consent was required. An independent data monitoring committee (which included a patient member) reviewed all analyses before preparation for publication. A full list of committee members is provided in the Multimedia Appendix 1.

Results

Although interviews focused on the deployment of a pathway for patients with AKI, they also sought to more broadly characterize the impacts of automated alerting, mobile results viewing, and ready communication on staff, with a particular focus on their working practices and interprofessional relationships. In this respect, 3 central themes emerged.

Theme 1: The Impact of Real-Time Information Availability

This theme relates to respondents’ experiences of the benefits and drawbacks of real-time mobile access to patient data. The app provided automated alerts about patients’ kidney function and gave staff access to current and historical information, such as previous pathology and coded diagnoses. These functions were reported to save valuable time among participants from both teams:

Being able to look up the blood results for anyone in the hospital wherever you are is unparalleled. [...] it feels almost archaic these days, to go and see a patient and then go and sit down in front of a computer 15 minutes later. As a doctor, you have to integrate what you know about them at the time of seeing them. So if you could literally have this phone, look at the results, go and see them... Or even look at it while you are seeing them. [...] It must save at
This in turn expedited rapid intervention for deteriorating patients, wherever they were in the hospital:

The speed at which it happened was impressive. [...] I happened to be in A&E [Emergency Department] and got the alert of someone with severe kidney injury. [...] The patient was admitted to [...] a specialist renal ward [...] within 2 or 3 hours, which I don’t think would have happened without the app. [...] I think it streamlines care and speeds up the time in which they get a specialist renal review. [Respondent 9: Nephrology team]

I personally have noticed [...] patients who have flagged up on the app that the clinical management has been poor up to that point. When we get involved, or the renal team get involved, that management changes [...] It has definitely saved people’s lives. [Respondent 14: PARRT]

Being able to access all the bloods for the patients in the hospital and to be able to be alerted to the sick ones and already know about them before we usually do... Sometimes you know about them before the crash bleep comes through. You turn up and you think, “That was actually the alert I was coming to see.” [Respondent 10: PARRT]

Participants in both teams found alerts to be particularly valuable for patients whose lead consultant was not a physician:

The most value came from patients under [...] surgical patients, for whom the list of priorities for their clinicians are very different from what [physicians] look for when they are looking after a patient. For those [patients], getting a rapid alert about deranged renal function is very valuable. [Respondent 6: Nephrology team]

The provision of results and real-time clinical alerts and team communication via mobile phones introduced workload for clinicians in a new modality. Overall, experienced clinicians were able to integrate AKI alerts into their existing duties, discriminating between high- and low-priority cases and using this information to adjust their current priorities:

I would intermittently [...] check it, like I would [...] check emails, [...] check it every hour or so, something like that. And within 5 minutes or so I could easily flick through the alerts and [...] identify which ones I needed to see. [...] I felt it was very easy to use, I think some people when they were trying to use it would try and respond immediately to every alert. I wouldn’t personally, I didn’t think that was the best way to do it. Intermittently checking it throughout the day, I managed to keep on top of things. [Respondent 9: Nephrology team]

However, some more junior clinicians in both teams felt that the pathway created additional workload and suggested that clinical review might not be deliverable to all patients by the AKI response team as configured currently:

It does increase our work. Some days [...] we can have eight or nine referrals. But there is obviously a huge issue about workload for many people. But if we need to increase the size of our team because of this then that’s a good thing. And also it highlights [...] the acuity of our patients in our hospital. These patients are not straightforward. [Respondent 19: PARRT]

Others pointed out that the added burden of the app was related to the volume of false positive alerts produced by the mandated NHS AKI algorithm:

...if the noise of the system could be reduced it would be a lot better. If [we were] able to get rid of all the nonsense alerts, that would be fantastic. [Respondent 1: Nephrology team]

Some respondents from the nephrology team pointed out that although important information was now more readily available, this created additional anxiety because it was not clear who was primarily responsible for delivering timely care. Once again, the need to expand the responsive workforce was suggested as a way to mitigate the workload-associated stress:

...as Renal [Registrars], [...] you are always now, in the back of your head, thinking “I’ve got this other job to do.” And I think it does create... not anxiety that keeps you up at night... But it’s another anxiety when you already have enough anxiety! So I think even if it was available in the hands of more people, or we were a bit clearer that during times of people being unwell who are your own patients, you shouldn’t prioritise Streams people because they are under another team, then that’s fine. That’s one way of dealing with it. [Respondent 3: Nephrology team]

In summary, although the digitally enabled care pathway was widely valued for increasing efficient access to patient information, thus facilitating better care, some respondents reported increased workload and anxiety.

Theme 2: The Implications of Early Detection

The digitally enabled care pathway was designed to expedite identification of AKI so as to avoid deterioration and improve outcomes, meaning that staff who normally respond to critically unwell patients would now also attend patients at lower risk. There was a divergence of opinion among members of the AKI response team about the rationale for this approach. Respondents in both teams pointed out that the AKI algorithm identified deteriorating patients at an earlier stage than was possible through other means:

It’s a good thing from the point of view that I know there are patients that are potentially sick out there. [...] You could have an AKI and look relatively well initially. But [...] nobody would have known about those patients. [Respondent 8: PARRT]
Others emphasized the benefits of early recognition for patient health and in terms of reducing the complexity of required interventions:

*I think it does a good job. We pick up patients that would maybe sit for another day or so before we pick them up. It’s certainly beneficial. It is more work, but we might be saving ourselves work in a couple of days, we might have to do more stuff to catch up.* [Respondent 15: PARRT]

However, some respondents in the nephrology team did not see the point of being alerted to low-risk patients:

...you get a lot of AKI stage 1s. They build up. Looking through those and dismissing them each time is time consuming. The AKI stage 2 and 3 [alerts] are more helpful for me to look at, so I tend to just look at those and dismiss the stage 1s. [Respondent 18: Nephrology team]

Some respondents in this team also pointed out that early identification could not necessarily be aligned to early intervention because of a lack of knowledge with respect to appropriate management:

*The patients you definitely need to see are the patients that have acute renal failure with a creatinine of 300 or 400 [µmol/L] that and it’s going up - patients you’d normally want to see [...] The other patients [...] that have a rising creatinine, but the creatinine is not very high - it doesn’t mean that they don’t need to be seen necessarily. We are not trained as doctors to look after those sorts of patients.* [Respondent 1: Nephrology team]

Thus, the shift toward earlier detection highlights the need to consider the resources required to manage both early and late disease and the training needed to enable clinicians to effectively intervene at an earlier stage.

**Theme 3: Behavioral Effects of the Care Pathway**

The final theme demonstrates how real-time data provision affected relationships between users of the digital intervention and the broader health system with which the users interacted, together with how these changes impacted upon beliefs, behaviors, and care delivery. These are described in 3 subcategories below.

First, the digital care pathway affected behaviors within clinical teams in a number of ways. An immediate benefit was the use of mobile phones for team communication, experienced by members of both teams:

*I’ve found the [mobile phone] really useful because I’ve been able to message my team when I’m out seeing a patient, rather than finding a phone and to bleep them with and waiting for them to answer.* [Respondent 5: PARRT]

However, a disadvantage was also identified: junior members of the nephrology team do not currently use the Streams app. Unequal access to patient data occasionally reversed the usual direction of communication of information from junior doctor to consultant, which some consultants suggested impeded learning opportunities:

*I think it’s important for [Junior Doctors] to understand what the decisions about their patients are. They have to be across the data. And that’s why I prefer getting information from them [...] We were in the position where I was telling the Juniors what the blood results were. It makes me uncomfortable and it makes them uncomfortable.* [Respondent 6: Nephrology team]

In addition, the visualization of each other’s triage decisions within the app (a feature specifically requested by users) revealed the hitherto unrecognized variations that exist in professional judgements. Respondents in both teams raised the fact that knowledge of others’ decisions sometimes confused rather than clarified the clinical decision-making processes of colleagues:

*I was quite surprised about how other people triaged initially. I felt we’d be much more similar in our thinking, because when we talk about other things we do think similarly about other stuff. [...] I felt like - probably naively - that everyone would do what I did. And they didn’t at all.* [Respondent 11: PARRT]

Second, the digital pathway had an impact on relationships between clinical teams. Several members of the nephrology team were uncomfortable about providing a clinical opinion when not solicited by the clinicians primarily responsible for that patient’s care:

*So you might [...] call the team and say “we suggest you give some fluid,” but I don’t think it’s ethical to prescribe it yourself. After all, they might say, “Listen, he has heart failure.” So you can’t intrude.* [Respondent 2: Nephrology team]

However, there was an indication among several members of the PARRT team that this concern might be limited to communication between different specialty doctors:

*I think the doctors have found it more difficult because in medicine there is this real model of, “[...] I don’t see this patient unless I’m asked to see them”. There’s this formality. [...] Nurses don’t think like that, people are used to us showing up. So it’s been easier for us to think of every patient that we see as our patient, our problem, our sick patients. I think that’s been easier for this team to absorb and deal with.* [Respondent 11: PARRT]

This is relevant because the type of information available also changed the professional group with whom this team directly liaised:

*[I will] always [speak to] the nursing staff, because you are on their ward. It’s only polite and also you will generally be recommending frequencies of obs; they need to know what’s going on. And someone from the medical team. I would say the app is making me speak to more senior doctors more. [...] I’d be more likely to seek out a consultant and say “by the
way, this person has alerted” and show them the app. [Respondent 5: PARRT]

Third, the care pathway had an impact on the relationship between clinicians and their patients. In particular, several PARRT team members described that alerts identified patients at an earlier stage of AKI than was the case through established clinical pathways (eg, monitoring of vital signs). This may have led to an unexpected and evolving role for some members of the team. Several respondents described how the care pathway enabled them to help patients make informed decisions surrounding end-of-life care. For example:

Why do we have to talk about end of life just as I’m about to die? [...] We could plan. Every single person we’ve been referred today has a terminal disease. [...] Trying to move the decision making back, in a more timely way. [...] We are getting an alert before they have even triggered [via vital signs], so we can probably have a sensible conversation with a patient with capacity. [Respondent 4: PARRT]

Discussion

Principal Findings

Qualitative and quantitative results from our mixed-methods service evaluation suggest that the digitally enabled care pathway has positive impacts on patient care [21,22]. Here, we demonstrated the ability to intervene in the treatment of deteriorating patients more quickly and the opportunity for earlier, more constructive end-of-life planning. The ability to integrate mobile results viewing into existing clinical workflows also appears to increase efficiency through the immediate access to specific and contextual information. However, this comes at a price, particularly for some junior staff, in terms of anxiety associated with increasing numbers of priority patients and information overload, in part exacerbated by false positive alerts.

We also highlight the hitherto unrecognized need to ensure that relevant clinical specialties include training in prevention if we are to optimize the value of digital innovations that promote early intervention. These findings suggest that the true cost-effectiveness of such innovations cannot be assessed until the balance between early intervention leading to better outcomes and increased workload is ascertained. Maximization of utility also requires finding the most appropriate balance between sensitivity and specificity for clinical alerts. This can be difficult to achieve: although it is recognized that the NHS England AKI algorithm produces false positives, some argue that this is a necessary trade-off for enhanced sensitivity [33].

Strengths and Limitations

This evaluation has a number of strengths. First, it benefits from the diversity of our respondent sample, presenting multiple perspectives on the intervention based on cultural differences between different professionals and teams. Second, the robust analysis uncovered issues that are likely to be generalizable to the implementation of other digital technologies in health care. Finally, our analysis team includes researchers from medical, public health, and psychology backgrounds, creating trustworthiness by encouraging debate and multidisciplinary interpretation.

Our evaluation has a number of limitations. First, we initiated interviews during the pathway optimization period to enable us to gather insights that would improve the pathway itself. However, interviews at this early stage may have been more prone to include negative feedback before users were used to the changes described. The period in which interviews were conducted did not allow us to assess whether perceptions of the care pathway changed over time. Second, interviews were conducted in a single clinical setting. Although our methods allowed us to identify the active ingredients of a digital intervention in an acute setting with communication systems familiar to health care teams worldwide, the magnitude of the efficiency benefits reported may vary according to the digital maturity of the health care environment studied.

Comparison With Prior Work

Few studies of AKI alerting systems have been previously described. Alavijeh et al [34] used a questionnaire to assess satisfaction with a new automated AKI warning system among physicians working in primary care. The questionnaire used was limited to questions about respondents’ knowledge of the existence of the alert system, perceptions of its utility, and impact on practice, making comparisons with our findings difficult. However, in common with our findings, many respondents found the alert system valuable. Kanagasundam et al [35] examined the effects of an interruptive AKI clinical decision support system (embedded within an EPR system) through a series of semistructured interviews with stakeholders. Themes revealed were similar to those encountered in the generic clinical decision support literature, namely, alert fatigue and user dissatisfaction with mandatory interactions. Although respondents in Kanagasundam’s evaluation believed that the alerts led to earlier patient assessment, some clinicians found them to be an insult to their knowledge. A major reason for dismissing alerts was users’ need to review a comprehensive dataset (including historical creatinine) at the point of alert. We overcame this limitation by including a curated summary of relevant clinical data in-app at the point of alert. Kanagasundam et al also reported that the impression that the alert system prioritized sensitivity over specificity limited perceived credibility for some users. Our evaluation also demonstrated the presence of both uncertainties and variations in professional judgement among specialists, as to what changes in serum creatinine were clinically significant. In addition, respondents in our evaluation were occasionally unsure as to whether clinical intervention was warranted, even for cases where the AKI alert was perceived to be genuine. Bevan’s [36] exploration of the impact of a clinical decision support system for AKI embedded within a single hospital’s EPR found that alerts were unpopular because of their interruption to the established workflows. We were able to avoid this problem through the separation of alerts from the hospital’s EPR so that mobile working allowed users to integrate alert reviews into their routine working practice. Our finding that mobile working tools are integrated into clinicians’ workflow is pertinent given that junior medical staff currently spend almost half their working day using desktop computers [37]. Finally, the survey by Oh et al [38] of provider acceptance of automated electronic alerts for AKI demonstrated that approval of alerts was positively correlated with the belief

http://www.jmir.org/2019/7/e13143/
that such alerts improved patient care and negatively correlated with the belief that alerts did not provide any novel information. The overall odds of approval decreased over time. Thus, the success of deploying clinical alerts is dependent on clinicians’ perceptions of their relevance. This tallies with our finding of diverse opinions about the value of low risk alerts. A number of mixed-methods analyses of electronic alerting systems for AKI are still underway; results from the qualitative segments of the Acute Kidney Outreach to Reduce Deterioration and Death [39] and Tackling AKI [40] studies are awaited.

Conclusions

Our results are relevant to the design and evaluation of care pathways that involve automated alerts, mobile working, or the early deployment of specialist care. Such innovations will increasingly emerge with the application of machine learning [41,42] to early diagnosis and disease prediction. Our findings suggest that alerting systems aiming to encourage early or preventive action will achieve buy-in from health care professionals if they believe in the clinical and cost-effectiveness of the intervention, feel equipped to respond, understand clearly what their responsibilities are, and feel empowered to act. Training in prioritization of information is needed to balance the planned benefits of real-time access to mobile data with the cognitive load this will produce; digitally enabled pathways should be designed so that the most appropriate clinician is able to access the right data at the right time. E-alerting or the early deployment of a specialist resource may also have an impact on other clinical teams affected by implementation; future evaluations should seek to further explore this. Finally, the inevitable introduction of digital technology to health care is more likely to improve both patient outcomes and working practices if aligned with a commitment to proactively identify and address concomitant, and sometimes unexpected, sequelae.
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Abstract

Background: The development of acute kidney injury (AKI) in hospitalized patients is associated with adverse outcomes and increased health care costs. Simple automated e-alerts indicating its presence do not appear to improve outcomes, perhaps because of a lack of explicitly defined integration with a clinical response.

Objective: We sought to test this hypothesis by evaluating the impact of a digitally enabled intervention on clinical outcomes and health care costs associated with AKI in hospitalized patients.

Methods: We developed a care pathway comprising automated AKI detection, mobile clinician notification, in-app triage, and a protocolized specialist clinical response. We evaluated its impact by comparing data from pre- and postimplementation phases (May 2016 to January 2017 and May to September 2017, respectively) at the intervention site and another site not receiving the intervention. Clinical outcomes were analyzed using segmented regression analysis. The primary outcome was recovery of renal function to ≤120% of baseline by hospital discharge. Secondary clinical outcomes were mortality within 30 days of alert, progression of AKI stage, transfer to renal/intensive care units, hospital re-admission within 30 days of discharge, dependence on renal replacement therapy 30 days after discharge, and hospital-wide cardiac arrest rate. Time taken for specialist review of AKI alerts was measured. Impact on health care costs as defined by Patient-Level Information and Costing System data was evaluated using difference-in-differences (DID) analysis.

Results: The median time to AKI alert review by a specialist was 14.0 min (interquartile range 1.0-60.0 min). There was no impact on the primary outcome (estimated odds ratio [OR] 1.00, 95% CI 0.58-1.71; \( P = .99 \)). Although the hospital-wide cardiac arrest rate fell significantly at the intervention site (OR 0.55, 95% CI 0.38-0.76; \( P < .001 \)), DID analysis with the comparator site was not significant (OR 1.13, 95% CI 0.63-1.99; \( P = .69 \)). There was no impact on other secondary clinical outcomes. Mean health care costs per patient were reduced by £2123 (95% CI −£4024 to −£222; \( P = .03 \)), not including costs of providing the technology.

Conclusions: The digitally enabled clinical intervention to detect and treat AKI in hospitalized patients reduced health care costs and possibly reduced cardiac arrest rates. Its impact on other clinical outcomes and identification of the active components of the pathway requires clarification through evaluation across multiple sites.
nephrology; acute kidney injury

Introduction

Background

Acute kidney injury (AKI)—a sudden decline in kidney function—can be caused by hypovolemia, infection (including severe sepsis), nephrotoxicity, primary renal diseases, and urinary tract obstruction [1]. Affecting more than 18% of hospitalized patients [2], it is associated with prolonged hospital stay, need for acute renal replacement therapy (RRT), or intensive care admission as well as the development of chronic kidney disease and the need for long-term dialysis [3-5]. Although AKI may be a marker of systemic physiological decompensation in acute illnesses (eg, sepsis, trauma, or high-risk surgery), AKI itself might directly cause additional deaths through, for instance, metabolic derangement or extracellular fluid volume overload [6]. Such impacts are expensive; AKI confers excess annual costs of £1 billion to the English National Health Service (NHS) [7]. Similar excess health care costs have been demonstrated in other health systems [8].

AKI management involves the identification and treatment of life-threatening complications and medical or surgical treatment of underlying cause, supportive care (including RRT, where necessary), and interventions to reduce risk of recurrence [9]. In response to poor outcomes and variations in care delivery [10], automated AKI alerts (using standardized definitions of its presence and severity based on increases in serum creatinine [11]) have been delivered using messages in electronic health record systems or through hospital pagers [12]. In England, this approach has been applied through the embedding of an AKI detection algorithm—The NHSE Early Detection Algorithm, NHSEDA (Multimedia Appendix 1)—in laboratory information management systems [13]. However, evidence of the impact of electronic alerts in improving clinical outcomes in AKI is conflicting [14]. The greatest indications of improvement seem to occur when such detection systems are coupled with structured education and clinical intervention packages [15,16]. However, the delivery of such care pathways is challenging: AKI is common and of heterogeneous etiology; it presents in diverse settings; and it is normally, at least in its early stages, managed by a range of nonspecialist teams.

Objectives

To address these issues, we developed a digitally enabled care pathway for AKI patients [17]. This uses a mobile app (Streams), which alerts a specialist response team to the presence of AKI in real time, simultaneously providing relevant clinical data in a user-friendly format and allowing communication of key triage decisions among team members. Members of the response team review patients using a care protocol that maps best practice guidance [9].

We have reported the clinical impact of this digitally enabled care pathway on patients with AKI at the point of presentation to the emergency department (ED) [18]. The limited impacts we identified in this setting might reflect the difficulty of mitigating harm when AKI is well established or in the context of pathogeneses specific to community-acquired AKI. In this paper, we assess the impact of the care pathway on clinical outcomes for patients who develop AKI following hospital admission and on health care costs.

Methods

The Hospital Sites

The digital pathway was implemented at the Royal Free Hospital (RFH), a large (839 beds including a 34-bed intensive treatment unit [ITU]) hospital in north London, United Kingdom. It provides acute and emergency care as well as a range of specialist, regional inpatient services (eg, hepatology, HIV and infectious disease, amyloidosis, and vascular surgery) and has a large inpatient nephrology and renal transplant service.

For the purposes of our evaluation, we used a comparator site managed by the same health care provider organization (Royal Free London NHS Foundation Trust, RFLFT) in which the intervention was not implemented. Barnet General Hospital (BGH) is an acute general hospital with 459 beds. It has a 21-bed ITU that can provide acute RRT and a liaison nephrology service. Tertiary, specialist services are not provided on this site. A number of parallel improvement initiatives were ongoing at the comparator site during the study period, including a sepsis improvement project and an active deteriorating patients improvement program.

Implementation

Blood tests, including serum creatinine, are routinely undertaken on hospitalized inpatients across all wards as directed by the treating clinicians. Historically, at both sites, blood tests would be reviewed in batches by the clinicians who ordered them. Results suggesting AKI would be telephoned to relevant wards. For the purposes of our evaluation, we used a comparator site managed by the same health care provider organization (Royal Free London NHS Foundation Trust, RFLFT) in which the intervention was not implemented. Barnet General Hospital (BGH) is an acute general hospital with 459 beds. It has a 21-bed ITU that can provide acute RRT and a liaison nephrology service. Tertiary, specialist services are not provided on this site. A number of parallel improvement initiatives were ongoing at the comparator site during the study period, including a sepsis improvement project and an active deteriorating patients improvement program.

Blood tests, including serum creatinine, are routinely undertaken on hospitalized inpatients across all wards as directed by the treating clinicians. Historically, at both sites, blood tests would be reviewed in batches by the clinicians who ordered them. Results suggesting AKI would be telephoned to relevant wards by laboratory staff. Referral for nephrology assessment would be undertaken at the discretion of the clinical teams and using hospital pagers and phones. Cases would be prioritized and treated by the nephrology teams through assessment of referral information and results on desktop computers and through bedside review. The Patient at Risk and Resuscitation Team (PARRT) provides support to ward teams for patients deemed at risk of deterioration or who trigger existing, physiology-based early warning systems.

The digitally enabled AKI care pathway and the technical architecture of the Streams app have been described in detail previously [17], and the pre-existing and novel care pathways are shown in Multimedia Appendix 1. Members of the response team undertook training before implementation. Following implementation, Streams continuously applied the NHSEDA to creatinine results for all inpatients. Using iPhones (Apple Inc), the nephrology team was alerted to all potential cases of
AKI, with their AKI stage and whether metabolic complications such as hyperkalemia were present. A curated dataset was provided, which included patients’ demographic characteristics, previously coded diagnoses, and relevant results. Filters excluded children, critical care and chronic dialysis patients, and those already under the care of the nephrology inpatient team from producing alerts. Cases were triaged in-app and, when clinical review was warranted, a best-practice care protocol was delivered (Multimedia Appendix 1). This was annotated and entered into the patient’s notes alongside an advisory sticker for key nursing actions (Multimedia Appendix 1). Recovery could be monitored in-app, and repeat AKI alerts were sent if AKI had not recovered after 48 hours or if AKI severity stage increased. Nephrology members received all AKI alerts, and PARRT members received alerts only for patients with stages 2 and 3 AKI. All team members could communicate in-app; triage responses and the outcome of clinical reviews were visible in the app to other team members. Implementation of the care pathway at the RFH used existing RFH PARRT and nephrology staff and did not result in expansion in staff numbers.

A diagram outlining the pre- and postintervention care pathways is provided in Multimedia Appendix 1.

Data Collection

At both sites, data from RFLFT hospital databases and those supporting Streams app relating to the intervention period (May to September 2017) were compared with those from a predeployment phase (May 2016 to January 2017). Data relating to patients in whom an AKI alert was generated on presentation to the hospital ED are reported elsewhere [18], and such patients were excluded from the analyses reported here.

Data collected and their sources are detailed in Table 1. The time frame to alert viewing was determined using data recorded by the Streams app. The presence of individual comorbidities and overall patient-specific Charlson comorbidity index score (which categorizes comorbidities based on the International Classification of Diseases diagnosis codes) were derived as per the method by Thygesen et al [19]. Patients were sorted into national quintiles of deprivation (quintile 1, least; quintile 5, most deprived) using Indices of Multiple Deprivation (IMD)—a single deprivation score for a small area—by cross-referencing patients’ postcodes with the UK Government’s Indices of Deprivation 2015 dataset [20].

For the economic analysis, we used Payment Level Information and Costing System (PLICS) data supplied by the RFLFT. PLICS is a clinical costing system where costs are derived for each patient spell (ie, admission) by tracing resources used by an individual patient in diagnosis and treatment and calculating the expenditure on those resources using the actual costs incurred by the provider. PLICS has the advantage of including staffing costs and infrastructure absorbed costs. In our study, the PLICS data for hospitalized patients with AKI included the following components: total length of stay (including the length of stay in intensive care unit), pathology and radiology examinations, total theater time, theater cutting time, inpatient dialysis, and overhead costs. These data were analyzed at the spell level. We also obtained data on the costs associated with selected individual components of a spell, which we analyzed separately (ie, length of stay, pathology and radiology examinations, theater total time, and theater cutting time). However, individual cost components were based on tariffs and not fully absorbed costs. Furthermore, we could not obtain individual costs of inpatient dialysis. The final dataset used in the economic analysis comprised total and component-specific spell-level costs at the RFH and BGH, before and after the digitally enabled care pathway was introduced at the RFH.

Evaluation of Impacts

The primary outcome was recovery of renal function (return to a serum creatinine concentration within 120% of the baseline, as defined by the NHSEDA) before hospital discharge. Table 1 describes the predefined secondary endpoints. At both sites, NHSEDA was used to identify potential AKI cases. Because the NHSEDA can produce false positives [22], 2 authors (AC and CL) clinically validated all AKI alerts produced from all periods at both hospital sites. Only clinician-confirmed episodes of AKI were included in the analysis. In this paper, we report the outcomes of inpatients producing AKI alerts outside of the ED during the predeployment and deployment phases (Figure 1). The impact of the care pathway on cardiac arrests rate was measured on a hospital level, as it was not possible to ascertain which cardiac arrests occurred among patients with AKI.
Table 1. Definitions of each outcome and sources of data collected.

<table>
<thead>
<tr>
<th>Data category and measure</th>
<th>Definition</th>
<th>Source of data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>Age in years at the time of alert</td>
<td>HL7(^a) data aggregated within the Streams data processor</td>
</tr>
<tr>
<td>Gender</td>
<td>Gender codes used in the NHS(^b) Data Dictionary [21]</td>
<td>HL7 data aggregated within the Streams data processor</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Ethnicity category codes used in the NHS Data Dictionary [21]</td>
<td>HL7 data aggregated within the Streams data processor</td>
</tr>
<tr>
<td>Comorbid disease</td>
<td>Presence of individual Charlson index comorbidities and overall Charlson score</td>
<td>HL7 data aggregated within the Streams data processor</td>
</tr>
<tr>
<td>Deprivation</td>
<td>Index of Multiple Deprivation</td>
<td>Ministry of Housing, Communities and Local Government database</td>
</tr>
<tr>
<td><strong>Clinical outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovery of renal function</td>
<td>Return to &lt;120% index creatinine (as defined by NHSEDA(^c)) by the time of hospital discharge</td>
<td>HL7 data aggregated within the Streams data processor</td>
</tr>
<tr>
<td>Time to recovery of renal function</td>
<td>The time from AKI(^d) alert to recovery of renal function (&lt;120% index creatinine)</td>
<td>HL7 data aggregated within the Streams data processor</td>
</tr>
<tr>
<td>Mortality</td>
<td>Death in 30 days following AKI alert</td>
<td>HL7 data aggregated within the Streams data processor</td>
</tr>
<tr>
<td>Progression of AKI stage</td>
<td>Movement between AKI severity classes following AKI alert and before hospital discharge</td>
<td>HL7 data aggregated within the Streams data processor</td>
</tr>
<tr>
<td>Admission to high acuity or specialist renal inpatient bed</td>
<td>Admission to acute kidney unit/high dependency unit/intensive treatment unit during index admission</td>
<td>HL7 data aggregated within the Streams data processor</td>
</tr>
<tr>
<td>Requirement long-term renal replacement therapy</td>
<td>Use of hemofiltration/hemodiafiltration/hemodialysis/peritoneal dialysis in 30 days following hospital discharge date</td>
<td>RFH(^e) Nephrology Clinical Information Management System</td>
</tr>
<tr>
<td>Length of stay</td>
<td>Time from AKI alert to hospital discharge</td>
<td>HL7 data aggregated within the Streams data processor</td>
</tr>
<tr>
<td>Re-admission to hospital</td>
<td>Re-admission to hospital in 30 days following index admission discharge date</td>
<td>HL7 data aggregated within the Streams data processor</td>
</tr>
<tr>
<td><strong>Trust-wide metric</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiac arrest rate</td>
<td>Number of cardiac arrests per 1000 bed days</td>
<td>Trust critical care nursing team logs</td>
</tr>
<tr>
<td><strong>Economic measures</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Costs per patient</td>
<td>Cost per patient per hospital spell</td>
<td>Payment Level Information and Costing System data and Payment by Results/local tariffs at the trust</td>
</tr>
<tr>
<td><strong>Process of care</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time to alert review</td>
<td>Time from alert generation to alert viewing by a clinician</td>
<td>Data aggregated within the Streams data processor</td>
</tr>
</tbody>
</table>

\(^a\)Health Level 7 (HL7) messages are used to transfer information between different health care information technology systems.

\(^b\)NHS: National Health Service.

\(^c\)NHSEDA: NHS Early Detection Algorithm.

\(^d\)AKI: acute kidney injury.

\(^e\)RFH: Royal Free Hospital.
Statistical Analysis

All data were pseudonymized before transfer to the University College London (UCL) for analysis. Analyses were performed using R, version 3.4.3 (R core team) [23], and Stata MP version 14 (StataCorp) [24]. Segmented regression analysis estimated the intervention effect on the primary outcome (return to a serum creatinine concentration within 120% of the baseline, as defined by the NHSEDA) and 5 secondary outcome measures: mortality within 30 days of alert, progression of AKI stage, transfer to renal/intensive care units during admission, re-admission within 30 days of discharge, and dependence on RRT 30 days after discharge. Outcomes were measured as weekly proportions. We used binomial regression models with a logit link predicting the weekly rate of each outcome. Codes 1 and 0 were applied to the period after and before the intervention, respectively. The intervention and comparator sites were coded 1 and 0, respectively. The variable time denoted the week number (1 denoting the first week of the intervention period, and negative numbers denoting weeks in the preintervention period). The statistical model used was:

\[
\text{logit}(y) = \beta_0 + \beta_{\text{int}} + \beta_{\text{time}} + \beta_{\text{site}} + \beta_{\text{int} \times \text{time}} + \beta_{\text{int} \times \text{site}} + \beta_{\text{time} \times \text{site}} + \beta_{\text{int} \times \text{time} \times \text{site}}
\]

where the proportion of interest is denoted by \(y\), the variables intervention, time, and site by \(\text{int}, \text{time}, \text{and site}\), respectively (as defined previously), and the coefficients to be estimated by \(\beta_0, \ldots\). In addition, 2 coefficients evaluated the evidence for the intervention causing a step change in outcome: the effect of \(\text{intervention}\) estimates the step change in outcome at the start of the intervention period at the RFH. The interaction \(\text{site} \times \text{intervention}\) estimates the difference-in-differences (DID) in the step change between the intervention and comparator hospital sites. We also evaluated evidence for a change in temporal trend in the outcome because of the intervention: the \(\text{time} \times \text{intervention}\) interaction estimates the difference in temporal outcome trend between the intervention and preintervention periods at the RFH; the 3-way \(\text{time} \times \text{site} \times \text{intervention}\) interaction estimates the DID in the trend between the intervention and comparator sites. For all models, we inspected the autocorrelation function (up to lag 15). No significant autocorrelation was detected in any model. At the point of protocol publication, it was not anticipated that we would be able to collect patient-level data relating to sociodemographic characteristics and comorbid disease.

To examine the robustness of our primary outcome analysis, we used binary logistic regression to perform a sensitivity analysis: the same model mentioned previously was used, except that (1) the outcome was defined at the patient level and (2) patient-level characteristics (age, sex, ethnicity category, index of multiple deprivation, AKI alert level, the presence of complications at the time of alert, and the presence of individual Charlson score comorbidities) were included as covariates to adjust for any differences in casemix between sites and within sites over time.

The Wilcoxon rank-sum test was used to analyze the time to creatinine recovery (where this occurred by hospital discharge). To allow for the effects of in-hospital death on this outcome, the effect of the intervention on the length of hospital stay was estimated by competing risk analysis [25]. To determine the effect of the intervention on the time to recognition of AKI, a survival analysis was performed. The Wilcoxon rank-sum and chi-square tests were used to analyze sociodemographic variables as appropriate.
A total of 500 alerts were selected randomly from all periods, and all sites were reviewed a second time to assess the reliability of case validation. Intra- and interrater reliability was determined using Cohen’s kappa coefficient (Multimedia Appendix 1).

The number of cardiac arrests was recorded monthly at both hospital sites. Data relating to those which occurred in the hospitals’ ED, cardiac catheterization laboratory, intensive care unit, coronary care unit or in patients who had a formal not for resuscitation order signed were not included in the monthly counts recorded at the hospital level. Poisson regression models with a log link and an offset variable adjusting for the number of admissions per month were used to estimate the intervention effect on this outcome. As data were collected monthly, there was a relative paucity of postintervention data points so that estimating the effect of the intervention on outcome trend was not possible. The statistical model was:

\[
\log(\text{number of cardiac arrests}) = \beta_0 + \beta_1 \text{int} + \beta_2 \text{site} + \beta_3 \text{int} \times \text{site} + \log(\text{number of admissions}) \quad (2)
\]

Economic analyses used generalized linear models (GLMs) to estimate DID, where costs were defined at the spell level, and patient-level characteristics (age, sex, ethnicity category, IMD, the presence of complications at the time of alert, and the presence of individual Charlson score comorbidities, such as diabetes mellitus or congestive cardiac failure) were included as covariates so as to allow adjustment for any differences in casemix between sites and within sites over time. A GLM was specified using a gamma family and log link to account for data skewness. The model used was:

\[
\log(\text{cost}) = \beta_0 + \beta_1 \text{age} + \beta_2 \text{sex} + \beta_3 \text{ethnicity} + \beta_4 \text{imd} + \beta_5 \text{comp} + \beta_6 \text{CharlsonScore} + \beta_7 \text{time} + \beta_8 \text{site} + \beta_9 \text{time} \times \text{site} \quad (3)
\]

where time was defined in relation to the intervention. May to September 2016 was considered preintervention (t₁), and May to September 2017 was considered postintervention (t₂). For robustness checks, we also carried out a secondary analysis, where the preintervention period was May 2016 to January 2017. The coefficient \(\beta_9\) is the coefficient of interest, measuring the between-site DID, comparing the change over time at the RFH to the change over time at the BGH. We present predictive margins showing adjusted mean costs per spell at the RFH and BGH before and after the intervention was introduced at the RFH. We adjusted for clustering at the patient level to account for the possibility that patients may have had multiple spells.

**Ethical Approval**

The digitally enabled care pathway constituted a new standard service at the RFH. The UCL Joint Research Office reviewed the study protocol and judged that the project fell under the remit of service evaluation as per guidance from the NHS Health Research Authority [26]. As such, no patient consent was required. The evaluation was registered with the RFH Audit Lead and Medical Director. An independent data monitoring committee (which included a patient member) reviewed all analyses before preparation for publication. A full list of committee members is provided in Multimedia Appendix 1.

**Results**

Alerts produced for hospitalized patients during the intervention period were reviewed by a member of the specialist response team in a median time of 14.0 min (interquartile range [IQR] 1.0-60.0 min). At the intervention site, clinical validation of the 4392 and 2254 AKI alerts during predeployment (May 2016 to January 2017) and postdeployment (May to September 2017) phases, respectively, yielded 1760 and 919 inpatient AKI episodes in each phase. Of these, 56.5% (994/1760) and 52.2% (480/919), respectively, were located outside the ED. In the predeployment and postdeployment phases at the nonintervention site, clinical validation of the 2866 and 1364 alerts, respectively, yielded 1669 and 772 inpatient AKI episodes, with 39.2% (654/1669) and 45.3% (350/772) being located outside the ED.

Table 2 summarizes the sociodemographic and clinical characteristics of patients producing AKI alerts at both sites and periods. RFH inpatients were younger (median 72 vs 82 years, \(P<.001\)), less likely to be white (\(P<.001\)), and less deprived (\(P<.001\)) than at BGH. RFH patients had significantly less comorbidity (median [IQR] Charlson score 5.0 [3.0-8.0] vs 5.0 [4.0-8.0], \(P<.001\)). The proportion of patients with pre-existing renal disease was also lower (31.5% vs 37.2%, \(P<.01\)) and a higher burden of comorbid (\(P<.001\)) renal disease (45.1% vs 32.9%, \(P<.001\)) than patients in the preintervention period.
Table 2. Sociodemographic and clinical characteristics of patients producing acute kidney injury alerts.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Hospital site/period</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RFH&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pre&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Post&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>AKI&lt;sup&gt;e&lt;/sup&gt; alerts, n</td>
<td>994</td>
<td>480</td>
</tr>
<tr>
<td>Alert severity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AKI1</td>
<td>809 (81.4)</td>
<td>411 (85.6)</td>
</tr>
<tr>
<td>AKI2</td>
<td>127 (12.8)</td>
<td>44 (9.2)</td>
</tr>
<tr>
<td>AKI3</td>
<td>58 (5.8)</td>
<td>25 (5.2)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>541 (54.4)</td>
<td>257 (53.5)</td>
</tr>
<tr>
<td>Age (years), median (interquartile range)</td>
<td>73.00 (58.00-84.00)</td>
<td>7.00 (57.00-83.00)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>625 (62.9)</td>
<td>281 (58.5)</td>
</tr>
<tr>
<td>Black or Black British</td>
<td>76 (7.7)</td>
<td>34 (7.1)</td>
</tr>
<tr>
<td>Asian or Asian British</td>
<td>110 (11.1)</td>
<td>52 (10.8)</td>
</tr>
<tr>
<td>Mixed</td>
<td>10 (1.0)</td>
<td>2 (0.42)</td>
</tr>
<tr>
<td>Other ethnic groups</td>
<td>173 (17.4)</td>
<td>111 (23.1)</td>
</tr>
<tr>
<td>Index of Multiple Deprivation, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quintile 1 (least deprived)</td>
<td>184 (18.5)</td>
<td>84 (17.5)</td>
</tr>
<tr>
<td>Quintile 2</td>
<td>216 (21.7)</td>
<td>130 (27.1)</td>
</tr>
<tr>
<td>Quintile 3</td>
<td>233 (23.4)</td>
<td>89 (18.5)</td>
</tr>
<tr>
<td>Quintile 4</td>
<td>224 (22.5)</td>
<td>111 (23.1)</td>
</tr>
<tr>
<td>Quintile 5 (most deprived)</td>
<td>97 (9.8)</td>
<td>46 (9.6)</td>
</tr>
<tr>
<td>Unknown</td>
<td>40 (4.0)</td>
<td>20 (4.2)</td>
</tr>
<tr>
<td>Charlson Score, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>114 (11.5)</td>
<td>49 (10.2)</td>
</tr>
<tr>
<td>1</td>
<td>51 (5.13)</td>
<td>11 (2.3)</td>
</tr>
<tr>
<td>2</td>
<td>63 (6.3)</td>
<td>54 (11.2)</td>
</tr>
<tr>
<td>3</td>
<td>107 (1.8)</td>
<td>43 (9.0)</td>
</tr>
<tr>
<td>4</td>
<td>169 (17.0)</td>
<td>63 (13.1)</td>
</tr>
<tr>
<td>≥5</td>
<td>490 (49.3)</td>
<td>260 (54.2)</td>
</tr>
<tr>
<td>Pre-existing renal disease present, n (%)</td>
<td>303 (30.5)</td>
<td>162 (33.8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>RFH: Royal Free Hospital.
<sup>b</sup>BGH: Barnet General Hospital.
<sup>c</sup>Pre: May 2016 to January 2017.
<sup>d</sup>Post: May 2017 to September 2017.
<sup>e</sup>AKI: acute kidney injury.
<sup>f</sup>Not applicable.
Table 3. Descriptive statistics of total cost per spell producing acute kidney injury alerts.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Royal Free Hospital (£)</th>
<th>Barnet General Hospital (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Post^b</td>
<td>Post</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>12,015.24 (22,732.78)</td>
<td>7391.16 (14,346.27)</td>
</tr>
<tr>
<td>Median</td>
<td>5640.50</td>
<td>3712.50</td>
</tr>
<tr>
<td>1st centile</td>
<td>166.00</td>
<td>160.00</td>
</tr>
<tr>
<td>25th centile</td>
<td>2391.50</td>
<td>1424.00</td>
</tr>
<tr>
<td>75th centile</td>
<td>13,208.50</td>
<td>8466.00</td>
</tr>
<tr>
<td>99th centile</td>
<td>111,245.00</td>
<td>51,991.00</td>
</tr>
</tbody>
</table>

^a Pre: May 2016 to January 2017.

Table 3 provides descriptive statistics of total costs per spell at each site before and after the intervention. Multimedia Appendix 1 shows the positively skewed distribution of these costs.

Clinical Outcomes

Estimates from the models predicting clinical outcomes are reported in Tables 4-7, as far as they relate to the research hypotheses. All estimated model coefficients are reported in Multimedia Appendix 1.

Table 4. Results of segmented regression analyses for renal recovery and mortality.

<table>
<thead>
<tr>
<th>Variable/interaction term</th>
<th>Renal recovery</th>
<th>Mortality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta</td>
<td>P value</td>
</tr>
<tr>
<td>Intervention^b</td>
<td>.00</td>
<td>.99</td>
</tr>
<tr>
<td>Site x intervention^c</td>
<td>.22</td>
<td>.62</td>
</tr>
<tr>
<td>Time x intervention^d</td>
<td>-.01</td>
<td>.61</td>
</tr>
<tr>
<td>Time x site x intervention^e</td>
<td>-.03</td>
<td>.29</td>
</tr>
</tbody>
</table>

^a OR: odds ratio.
^b The coefficient intervention provides an estimate of the difference in outcome between the intervention period and the preintervention period at RFH.
^c The 2-way interaction site x intervention provides an estimate of the difference-in-difference between the 2 hospital sites.
^d The 2-way interaction time x intervention provides an estimate of the difference in outcome trend over time in the intervention period compared with the preintervention period at RFH.
^e The 3-way interaction time x site x intervention provides an estimate of the difference-in-difference in the trend between the sites.

Table 5. Results of segmented regression analyses for progression of acute kidney injury stage and admission to intensive treatment unit/renal unit.

<table>
<thead>
<tr>
<th>Variable/interaction term</th>
<th>Progression of acute kidney injury stage</th>
<th>Admission to intensive treatment unit/renal unit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta</td>
<td>P value</td>
</tr>
<tr>
<td>Intervention^b</td>
<td>.67</td>
<td>.11</td>
</tr>
<tr>
<td>Site x intervention^c</td>
<td>-.71</td>
<td>.27</td>
</tr>
<tr>
<td>Time x intervention^d</td>
<td>-.01</td>
<td>.60</td>
</tr>
<tr>
<td>Time x site x intervention^e</td>
<td>.04</td>
<td>.32</td>
</tr>
</tbody>
</table>

^a OR: odds ratio.
^b The coefficient intervention provides an estimate of the difference in outcome between the intervention period and the preintervention period at RFH.
^c The 2-way interaction site x intervention provides an estimate of the difference-in-difference between the 2 hospital sites.
^d The 2-way interaction time x intervention provides an estimate of the difference in outcome trend over time in the intervention period compared with the preintervention period at RFH.
^e The 3-way interaction time x site x intervention provides an estimate of the difference-in-difference in the trend between the sites.
Table 6. Results of segmented regression analyses for hospital re-admission and renal replacement therapy use.

<table>
<thead>
<tr>
<th>Variable/interaction term</th>
<th>Re-admission at 30 days</th>
<th>Renal replacement therapy use at 30 days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta</td>
<td>P value</td>
</tr>
<tr>
<td>Intervention</td>
<td>.20</td>
<td>.54</td>
</tr>
<tr>
<td>Site × intervention</td>
<td>-.16</td>
<td>.77</td>
</tr>
<tr>
<td>Time × intervention</td>
<td>-.03</td>
<td>.23</td>
</tr>
<tr>
<td>Time × site × intervention</td>
<td>.01</td>
<td>.84</td>
</tr>
</tbody>
</table>

a OR: odds ratio.
b The coefficient intervention provides an estimate of the difference in outcome between the intervention period and the preintervention period at RFH.
c The 2-way interaction site × intervention provides an estimate of the difference-in-difference between the 2 hospital sites.
d The 2-way interaction time × intervention provides an estimate of the difference in outcome trend over time in the intervention period compared with the preintervention period at RFH.
e The 3-way interaction time × site × intervention provides an estimate of the difference-in-difference in the trend between the sites.

Table 7. Results of segmented regression analysis for hospital cardiac arrest rate

<table>
<thead>
<tr>
<th>Variable/interaction term</th>
<th>Cardiac arrests</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta</td>
<td>P value</td>
</tr>
<tr>
<td>Intervention</td>
<td>-.60</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Site × intervention</td>
<td>.12</td>
<td>.69</td>
</tr>
</tbody>
</table>

a The coefficient intervention provides an estimate of the difference in outcome between the intervention period and the preintervention period at RFH.
b The 2-way interaction site × intervention provides an estimate of the difference-in-difference between the 2 hospital sites.

Primary Outcome

We found no evidence for a step change in renal recovery rate (return to a serum creatinine concentration within 120% of the baseline) following the intervention at the RFH. The estimated odds ratio (OR) for the intervention step change was 1.00 (95% CI 0.58-1.71). There was also no evidence for a significant difference in step change of recovery rate between RFH and BGH (estimated OR 1.24, 95% CI 0.53-2.92; P=.62).

The model did not estimate a statistically significant change in the trend of renal recovery rates at RFH (estimated OR 0.99, 95% CI 0.96-1.03; P=.61), indicating that the trend in the intervention period at RFH was not significantly different to that in the preintervention period. There was also no significant difference in the trend change between sites (estimated OR 0.97, 95% CI 0.92-1.03; P=.29). The data and model predictions are illustrated in Figure 2. Model estimates from the sensitivity analysis controlling for differences in casemix did not differ substantially from the primary analysis model estimates (Multimedia Appendix 1), and none of the 4 examined estimated ORs were statistically significantly different from 1.
Secondary Clinical Outcomes

We found evidence for a reduction (step change) in the rate of cardiac arrest following the intervention at RFH (estimated OR 0.55, 95% CI 0.38-0.76; \( P < .001 \)). However, we found no statistically significant difference in the step change between sites (OR 1.13, 95% CI 0.63-1.99; \( P = .69 \)). The data and model predictions are shown in Figure 3.

We also found evidence for a reduction (step change) in the rates of RRT use at 30 days at the intervention site (estimated OR 0.04, 95% CI 0.00-0.62, \( P = .04 \)). However, because RRT was a rare event, estimates for this outcome were not reliable (Tables 4-7 and Multimedia Appendix 1). For all other secondary outcomes, models did not provide statistically significant evidence for an impact of the intervention. The data and model predictions are shown in Multimedia Appendix 1.

We found no evidence for an effect of the intervention on time to renal recovery. At RFH, the median (IQR) time to renal recovery was 3.00 days (1.00-15.00 days) before and 4.00 days (1.00-12.00 days) after the introduction of the intervention (\( P = .61 \)). At BGH, the median (IQR) time to renal recovery was 3.00 (1.00-13.00) and 3.00 (1.00-7.00) days, respectively (\( P = .100 \)). Using competing risk analysis, a significant increase in length of stay was demonstrated at both RFH (\( P = .046 \)) and BGH (\( P = .03 \)) after implementation of the care pathway (Multimedia Appendix 1).
Economic Outcomes

There was a significant reduction in adjusted mean costs per spell over time at the RFH but not at the BGH (Tables 8-10). There was a significant reduction in mean costs per spell at the RFH in the postimplementation period compared with the preintervention period over and above the (nonsignificant) change seen at the BGH: the DID was −£2123 per spell (95% CI=−£4024 to −£222, P=.03). For the specified secondary analysis including all periods, the DID was −£1631 per spell (95% CI=−£3218 to −£44, P=.04). No significant differences were noted in the analyses of the cost components (Multimedia Appendix 1).

Table 8. Results of economic analysis: Royal Free Hospital.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Preintervention (£)</th>
<th>Postintervention (£)</th>
<th>Difference (£)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean 95% CI</td>
<td>Mean 95% CI</td>
<td>Mean 95% CI</td>
<td></td>
</tr>
<tr>
<td>Periods t1\textsuperscript{a} and t3\textsuperscript{b} only</td>
<td>12,176.52 10,996.53 to 13,356.50</td>
<td>9853.37 8840.91 to 10,865.82</td>
<td>−2323.15 −3843.90 to −802.41</td>
<td>.003</td>
</tr>
<tr>
<td>All periods</td>
<td>11,772.63 10,936.03 to 12,609.23</td>
<td>9761.59 8755.45 to 10,767.72</td>
<td>−2011.05 −3283.53 to −738.56</td>
<td>.002</td>
</tr>
</tbody>
</table>

\textsuperscript{a}t1: May to September 2016.  
\textsuperscript{b}t3: May to September 2017.

Table 9. Results of economic analysis: Barnet General Hospital.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Preintervention (£)</th>
<th>Postintervention (£)</th>
<th>Difference (£)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean 95% CI</td>
<td>Mean 95% CI</td>
<td>Mean 95% CI</td>
<td></td>
</tr>
<tr>
<td>Periods t1\textsuperscript{a} and t3\textsuperscript{b} only</td>
<td>7507.88 6589.77 to 8425.99</td>
<td>7307.27 6461.82 to 8152.71</td>
<td>−200.62 −1370.27 to 969.04</td>
<td>.74</td>
</tr>
<tr>
<td>All periods</td>
<td>7623.76 7007.67 to 8239.86</td>
<td>7243.58 6413.81 to 8073.35</td>
<td>−380.19 −1358.56 to 598.19</td>
<td>.45</td>
</tr>
</tbody>
</table>

\textsuperscript{a}t1: May to September 2016.  
\textsuperscript{b}t3: May to September 2017.
Table 10. Results of economic analysis: difference-in-difference analysis of Royal Free Hospital and Barnet General Hospital.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Mean</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Periods t1(^a) and t3(^b) only (£)</td>
<td>−2122.54</td>
<td>−4023.37 to −221.70</td>
<td>.03</td>
</tr>
<tr>
<td>All periods (£)</td>
<td>−1630.86</td>
<td>−3217.50 to −44.22</td>
<td>.04</td>
</tr>
</tbody>
</table>

\(^a\): May to September 2016.  
\(^b\): May to September 2017.

**Discussion**

**Principal Findings**

The digitally enabled care pathway for the management of AKI in a large, acute hospital with a complex casemix resulted in no significant impact on the primary outcome of renal recovery or any of the other secondary clinical outcomes measured but was associated with a significant reduction in adjusted mean costs per patient admission. We did not include the costs of providing the technology, and therefore, it is not possible to judge whether or not it would be cost saving overall. Our results suggest that the digitally enabled care pathway would be cost saving, provided provision of the technology costs less than around £1600 per patient spell. The causes of the cost savings are unclear but are likely to be multifactorial, and further research to investigate these would be useful. The most important cost components contributing to this reduction (detailed in Multimedia Appendix 1) were length of stay and theater cutting time (which might itself be expected to play a role among patients requiring surgical intervention for AKI). There was a statistically significant reduction in the need for RRT at 30 days post-AKI; however, our model was not sufficiently reliable, given the low observed event rate of this outcome. The reduction in cardiac arrest rate needs to be viewed with caution because of the large number of hypothesis tests we conducted for our 6 prespecified secondary outcomes, and because this was a hospital-wide measure, this may have been influenced by other concurrently implemented initiatives. Furthermore, cardiac arrest rates also reduced at the comparator site. It is possible that both the RFH digital pathway and BGH’s quality improvement initiative were effective to some extent through different mechanisms.

There are several possible explanations for the lack of impact on renal recovery. First, this may reflect existing high standards of AKI care before implementation: 30-day mortality for preintervention patients at RFH was 14.9% compared with 18.1% nationally [27]. It is possible that our intervention may have delivered more benefit in hospitals with worse outcomes. Second, AKI arising during inpatient admission has been shown to have worse outcomes than that arising at emergency presentation [28]. This may be because AKI arising during hospital treatment may be harder to modify. Third, AKI detection using NHSEDA depends on an elevation of serum creatinine, the detection of which may lag many hours or even days after the time of renal insult [29]. In consequence, renal injury may be less modifiable by this stage, even using a rapid system of detection such as that described. Finally, it is possible that the Streams app may have had a greater impact were it to have been implemented as part of a different care pathway—perhaps, one that involved general physicians as well as specialty care.

An explanation for the possible effect of the intervention on rates of cardiac arrest emerged from qualitative data provided in our parallel paper [30]. Here, users suggested the care pathway not only enhanced early access to specialist care for deteriorating patients but also informed treatment escalation plans. The latter included institution of ceilings of care and *do not resuscitate* orders with patients and relatives. Both would be expected to contribute to a reduction in the recorded unexpected cardiac arrest rate.

**Comparison With Prior Work**

Our data are consistent with recent reports of the benefits of e-alerting systems for AKI for patients and the wider health system. We have reported on the impact of the digitally enabled care pathway on processes of care and clinical outcomes for patients with AKI at the point of presentation to the ED. Implementation of the digitally enabled care pathway for these patients was associated with significant improvement in the reliability of AKI recognition, a reduction in time to recognize and adjust potentially nephrotoxic medications [18]. Our qualitative analysis [30] found that care pathway improved access to patient information and expedited early specialist care. Our results concur with other research findings: a recent study from Korea [31] suggested that e-alerting for inpatients improves AKI recognition and the number of patients receiving specialist review [31]. Moreover, 2 single-site quality improvement projects combining AKI alerts with care bundles and targeted staff education also improved recognition of AKI and the quality of inpatient care [32,33]. In addition, a large multicenter sequential period analysis of an alerting system warning clinicians of the possible presence of AKI next to the display of serum creatinine results resulted in a small but sustained decrease in in-hospital mortality, dialysis use, and length of stay [34]. However, similar to our research, it is unclear which components of these pathways influenced these outcomes. A number of mixed-methods analyses of e-alerting systems for AKI are still underway; results from the qualitative segments of the AKORDD [35] and TACKLING [36] studies are awaited.

**Strengths and Limitations**

Our evaluation had a number of strengths. First, this is, to our knowledge, the first study to define the economic impact of implementing a digital innovation for AKI on health systems. Second, we clinically validated all NHSEDA AKI alerts before analysis and validated this process. Third, our inclusion of a comparator site follows best practice [37], ensuring transparency in the drawing of conclusions about the *active* components of our intervention.
Our evaluation also had several limitations. First, longer time frames and the inclusion of multiple intervention and comparator sites would have helped overcome the effect of differences in casemix in the pre- and postintervention period (identified in our single comparator site) and may have helped to clarify any added value of the integration of our digital innovation into the care pathway. This would also have allowed us to investigate the impact on specific patient subgroups and better understand if outcomes differed between different AKI stages. It is possible, for instance, that established severe AKI is far less responsive to intervention than the early disease. It is important that such issues are prospectively addressed in future studies. Longer time frames would also have allowed us to control for any seasonal changes in outcome, which are known to occur [38] and should be borne in mind in the design of future studies. It was not possible to collect cost data relating to the innovation of the intervention site, which should be included in any future cost-benefit analyses. Finally, although time to in-app AKI recognition and virtual review by a specialist was very rapid (median 14.0 min), comparable data from the preimplementation phase could not be collected as this process is integral to the Streams app.

Conclusions
The digitally enabled AKI care pathway reduced inpatient health care costs and may also help reduce hospital-wide cardiac arrest rates: this result requires reanalysis in larger, multisite studies. Growing support for greater digitalization of health systems offers the opportunity to improve the quality and safety of care and to reduce its cost. However, prospective evaluation of the clinical and cost impacts of digital innovations within the context in which they are delivered will be key in delivering maximum utility for patients and health systems.
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Abstract

Background: Physician-rating websites are being increasingly used by patients to help guide physician choice. As such, an understanding of these websites and factors that influence ratings is valuable to physicians.

Objective: We sought to perform a comprehensive analysis of online urology ratings information, with a specific focus on the relationship between number of ratings or comments and overall physician rating.

Methods: We analyzed urologist ratings on the Healthgrades website. The data retrieval focused on physician and staff ratings information. Our analysis included descriptive statistics of physician and staff ratings and correlation analysis between physician or staff performance and overall physician rating. Finally, we performed a best-fit analysis to assess for an association between number of physician ratings and overall rating.

Results: From a total of 9921 urology profiles analyzed, there were 99,959 ratings and 23,492 comments. Most ratings were either 5 (“excellent”) (67.53%, 67,505/99,959) or 1 (“poor”) (24.22%, 24,218/99,959). All physician and staff performance ratings demonstrated a positive and statistically significant correlation with overall physician rating ($P < .001$ for all analyses). Best-fit analysis demonstrated a negative relationship between number of ratings or comments and overall rating until physicians achieved 21 ratings or 6 comments. Thereafter, a positive relationship was seen.

Conclusions: In our study, a dichotomous rating distribution was seen with more than 90% of ratings being either excellent or poor. A negative relationship between number of ratings or comments and overall rating was initially seen, after which a positive relationship was demonstrated. Combined, these data suggest that physicians can benefit from understanding online ratings and that proactive steps to encourage patient rating submissions may help optimize overall rating.

INTRODUCTION

Recent data demonstrate that most Americans use the internet to search for health information [1-3]. In addition, a large percentage of patients obtain information about physicians through internet resources and identify online websites as important in their choice of health care providers [4,5]. A prior study evaluating patient trends reported that 59% of the US population reported physician-rating websites (PRWs) to be somewhat important in choosing their health care providers [4]. At the same time, there has been a tremendous growth in the number of PRWs [6]. There exist at least 28 PRWs that display information about physician training and allow users to rate physician or staff characteristics. Although criticisms regarding the validity of PRWs are often raised by physicians, these data show the importance of online physician reputations. In addition to the importance of PRWs in guiding patient selection as consumers, online rating systems are also part of a more widespread focus on the patient experience. Accordingly, the Hospital Quality Alliance was established in an effort to promote transparency of care quality reporting [7]. The initiatives of the Hospital Quality Alliance...
and Medicare are seen in publicly available data focused on core care measures that include patient surveys about their care (Hospital Consumer Assessment of Healthcare Providers and Systems). As such measures of patient experience become more commonly used to assess care quality and influence reimbursement models (eg, value-based purchasing), it becomes even more important that physicians maintain a working knowledge of online patient reviews.

Even so, investigation suggests that many physicians have little familiarity with PRW, do not commonly check their own reviews, and spend minimal time managing their digital reputation [8]. Although reputation management is a frequent focus in commerce and marketing literature, little is written about online reputation management of physicians. Suggestions for optimization of online ratings within the general literature include actively encouraging patients to submit ratings and responding to negative comments online [9].

Within the urology literature, we could identify only two studies focused on the assessment of online ratings [10,11]. Thus, we sought to comprehensively assess online ratings in a large cohort of urologists. Specific study aims included the assessment of the relationship between number of ratings and the overall mean rating. We hypothesized that number of ratings would demonstrate a positive correlation with overall ratings as this may reflect initiatives by certain physicians to actively manage their reputation and encourage patients to submit online comments or ratings. We also sought to assess the distribution of ratings and assess for a correlation between individual physician and staff characteristic ratings and overall rating.

**Methods**

We conducted an analysis of urologic physician ratings and related information on the website Healthgrades. Data retrieval was facilitated using Java (version 8). Specific focus was placed on aggregating data related to physician and staff ratings, including number and distribution of ratings, number of comments, physician performance characteristics, as well as office and staff performance characteristics.

In brief, overall physician ratings are provided as a score between 1 and 5 (1=poor; 5=excellent). Ratings are also available for a specific physician (trustworthiness, explains conditions well, answers questions, time well spent) and staff (scheduling, office environment, staff friendliness) performance variables. Each of these physician and staff performance variables is also rated on a score of 1 to 5.

Inclusion and exclusion criteria were designed in an effort to focus on a cohort of actively practicing urologists and exclude those that may be in residency, retired, or deceased. Accordingly, physicians with a known age of 35 to 74 years were included. These age criteria were selected after an initial data review of age-related ratings distribution, which revealed that the majority of physicians with ages younger than 35 or older than 74 years had zero ratings. Physicians without data specifically detailing age or an age estimation (years out from medical school) were also excluded.

Analysis first focused on descriptive statistics to assess overall physician rating, number of ratings or comments per physician, and ratings related to specific physician and staff performance variables. Variables are presented as mean and standard deviation. We then assessed for a Pearson correlation between physician and staff performance variables and overall physician rating. Finally, we performed a best-fit analysis to assess for an association between number of physician ratings or comments and overall rating. Statistical analysis was performed using R (version 3.4.1). All tests were performed with $\alpha=0.05$. The University of Virginia (Charlottesville, VA) institutional review board determined that this study met the criteria for nonhuman research (IRB #: 20592).

**Results**

Data were retrieved for 14,430 urologists, of which 9921 met the inclusion criteria and were included in study analysis. A total of 99,959 ratings and 23,492 comments were seen across 9921 urologists. The mean number of ratings and comments per urologist was 10.1 (SD 4.3) and 2.4 (SD 6.0), respectively. In addition, a significant range in number of ratings (0-395) and comments (0-241) per urologist was seen. Analysis demonstrated that 1554 of 9921 (15.66%) and 4077 of 9921 (41.09%) of physicians had zero ratings and zero comments, respectively.

The distribution of ratings is shown in Figure 1. The vast majority of ratings were either 5 ("excellent") (67.53%, 67,505/99,959) or 1 ("poor") (24.22%, 24,218/99,959). Mean overall physician rating was 3.9 (SD 1.7). Physician and staff performance variable statistics and their correlation with overall ratings are detailed in Table 1. All physician and staff performance ratings demonstrated a positive and statistically significant correlation with overall physician rating. The statistical coefficients ($R$ value) for trustworthiness and answers questions were highest. Physician measures had higher correlations with overall rating than did staff measures.

Best-fit analyses of the relationship between number of ratings and overall physician rating as well as between number of comments and overall physician rating are shown in Figures 2 and 3 with locally weighted smoothing added for clarity. A negative relationship between the number of ratings and overall rating was seen until physicians achieved 21 ratings; thereafter, a positive relationship was seen. Similarly, a U-shaped relationship was seen when assessing the relationship between number of comments and overall rating, with the transition point being six comments.
Figure 1. Distribution of ratings of urologists on a physician-rating website (N=99,959).

Table 1. Physician and staff performance variables and correlation with overall ratings.

<table>
<thead>
<tr>
<th>Performance variable</th>
<th>Rating, mean (SD)</th>
<th>Correlation with overall rating$^a$, $R$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physician measures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trustworthiness</td>
<td>3.96 (0.89)</td>
<td>.965</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Explains conditions well</td>
<td>3.99 (0.88)</td>
<td>.953</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Answers questions</td>
<td>4.20 (0.70)</td>
<td>.957</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time well spent</td>
<td>4.02 (0.76)</td>
<td>.947</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Staff measures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scheduling</td>
<td>4.09 (0.75)</td>
<td>.805</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Office environment</td>
<td>3.96 (0.88)</td>
<td>.796</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Staff friendliness</td>
<td>3.98 (0.88)</td>
<td>.817</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$Overall rating, mean (SD)=3.87 (1.72).
Figure 2. Relationship between number of ratings and overall physician rating.

Figure 3. Relationship between number of comments and overall physician rating.


**Discussion**

This study reveals several important findings. To our knowledge, this is the largest study comprehensively analyzing online ratings of a nationwide sample of urologists. Overall, more than 80% of urologists had at least one rating, demonstrating the use of PRWs by patients. These data are consistent with a prior study evaluating urologist ratings, which highlighted only that a small percentage of physicians do not have ratings associated with their profiles [10,11]. Interestingly, other investigations demonstrated that a large percentage of physicians overall have no ratings, but that specialists are twice as likely to have online ratings when compared with generalists [6,12]. Combined with our investigation, these data highlight the high utilization of PRWs within the surgical community and the need to demonstrate awareness with one’s online ratings.

Second, the vast majority of ratings submitted were either excellent (5) or poor (1), with almost one-quarter of ratings being 1. Other studies have described ratings distributions, with most being positive. Kadry and colleagues [13] demonstrated that approximately two of three patient reviews were favorable across 23 specialties. Lagu et al [14] found that 88% of ratings were positive for both generalists and specialists (as defined by a rating of 3 or greater on a 4-point scale). A prior study also demonstrated that most comments on PRWs are positive [15]. Generally, our findings are consistent with these prior investigations suggesting that most ratings are either excellent or poor [16]. Notably, in review of physician ratings on RateMD.com, Gao et al [17] found that 42% of the ratings were between 2 and 4 on a 5-point scale. This differs significantly from our results, which demonstrate an extreme dichotomy of ratings.

Further, all performance variables assessed strongly correlated with overall physician rating. This finding suggests that these variables all influence a patient’s overall satisfaction with the visit. A prior study demonstrated a statistically significant correlation between staff and physician ratings [17]. In addition, Kadry and colleagues [13] reported a strong correlation between a diverse number of dimensions of the patient appointment and overall rating. In this study, dimensions assessed included communication skills (eg, listens and answers questions) and access (eg, ease of appointment, punctuality). Our analysis adds to this literature because it assesses further variables that may influence patient satisfaction.

Most notably, our analysis demonstrated a U-shaped relationship between number of ratings and overall mean rating. A similar relationship was observed in the relationship between number of comments and overall mean rating. Accordingly, before achieving 21 patient ratings, a negative relationship was demonstrated between number of ratings and overall mean rating, followed by a positive relationship. Similarly, a rating nadir was seen at six comments, after which a positive relationship was seen. We hypothesize that this relationship is created from the significant impact that a single poor rating can have on the overall mean rating when there are few ratings. Prior opinion supports this theory, suggesting that in cases in which there are few ratings, one outlying value or comment can have a disproportionately large influence [18].

Combined, these findings emphasize the importance of active knowledge and management of online reputation by urologists. Experience related to online reputation management suggests that a single negative review likely has a greater influence than multiple positive evaluations [19]. Despite this fact, a large percentage of physicians do not check their online profile [8,20]. Physician criticism of PRWs is understandable given previous studies demonstrating inconsistencies between patient ratings and quality of care [21-25]. However, given data demonstrating the rapid increase in the utilization of PRWs by patients, it is important that physicians have a working knowledge of their online reputation. Further, patients are increasingly providing online reviews of hospitals and treatment centers [26]. As patient satisfaction with physicians can also be influenced by the patient experience at the hospitals where they offer care, physician awareness of these facility reviews is also important.

In addition, active steps by physicians should be considered to help optimize ratings. Foremost, our data suggest that efforts should focus on building total volume of reviews on PRWs. Suggested approaches involve the use of collateral to solicit reviews, including patient cards, videos, and emails [9]. In addition, patients can be encouraged to complete online ratings and surveys at the time of encounter, thus offering a more proactive approach [8]. Finally, appropriately addressing negative comments or providing personalized review responses is suggested as a potential method of demonstrating physician focus on the patient experience to other potential patients visiting the PRW [27]. This is important given a study showing that only 39% of physicians agree with their profile ratings [20]. Further study is ongoing at our institution to assess specific methods of optimizing patient engagement and ratings.

Beyond commercial PRWs, focus on additional online forums can help optimize physicians’ digital reputations. One such method includes using online professional networking websites (eg, Doximity) to publish professional accomplishments [28]. The creation of a personal online blog by physicians offers another technique to share information with patients [8]. Further, the use of social media pages (eg, Facebook) can be an effective method of managing online reputation. Indeed, social media presence, such as Facebook followers, has been shown to correlate with US News and World Report reputation score [29]. Finally, utilizing noncommercial PRWs can also be valuable because the percentage of positive comments has been shown to be higher on health systems’ online review websites when compared to commercial PRWs [15].

Study limitations include the study focus on ratings from a single PRW. Accordingly, the findings in this study may not be representative of trends across all PRWs. Healthgrades was selected because it is the most widely used PRW [13]. Supporting this trend is a prior systematic review showing that Healthgrades is the most widely selected PRW assessed in the United States because it is the most widely used PRW [13].

Beyond commercial PRWs, focus on additional online forums can help optimize physicians’ digital reputations. One such method includes using online professional networking websites (eg, Doximity) to publish professional accomplishments [28]. The creation of a personal online blog by physicians offers another technique to share information with patients [8]. Further, the use of social media pages (eg, Facebook) can be an effective method of managing online reputation. Indeed, social media presence, such as Facebook followers, has been shown to correlate with US News and World Report reputation score [29]. Finally, utilizing noncommercial PRWs can also be valuable because the percentage of positive comments has been shown to be higher on health systems’ online review websites when compared to commercial PRWs [15].

Study limitations include the study focus on ratings from a single PRW. Accordingly, the findings in this study may not be representative of trends across all PRWs. Healthgrades was selected because it is the most widely used PRW [13]. Supporting this trend is a prior systematic review showing that Healthgrades is the most widely selected PRW assessed in published investigations [26]. In addition, our study aim was to systematically assess ratings information across a large cohort of urologists through use of Java programming. Indeed, our cohort consisted of almost 10,000 urology profiles. However,
given this methodology, analysis of text comments was not possible. Similarly, given the variability in rating scales and domains across the PRW, the inclusion of multiple PRWs and systematic comparison is difficult. Novel methods of automated analysis of text reviews have been recently reported and may allow for a more comprehensive study of text-based patient reviews in the future [30,31].

Nonetheless, we believe our study conclusions are strengthened by the large size of our cohort. Prior systematic review of studies on patient online reviews demonstrated that, in general, the number of providers with online reviews reported in investigations represented only a small percentage of the total workforce [26]. Recent data from the American Board of Medical Specialties reports 13,039 board-certified urologists [32]. Although there may be additional urologists without board certification, these data suggest that our study captured over 75% of all urologists within the United States and highlight the significance of our cohort size. In addition, our data represent a large and diverse sample size across various regions, practice types, physician ages, and other physician characteristics. Future study is ongoing to assess the potential relationship between these variables and online ratings. Such study is important given conflicting data regarding the relationship between physician characteristics (such as gender, practice experience, and academic productivity) and patient online ratings [26].

In conclusion, our study demonstrates that most online urologist profiles have received ratings. Further, a dichotomous rating distribution is seen, with more than 90% of ratings being either poor or excellent. A negative relationship between number of ratings and overall rating is initially seen, following which a positive relationship is demonstrated. Combined, these data suggest that physicians can benefit from understanding ratings associated with their online profile and that proactive steps to optimize their rating may be helpful.
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Abstract

Background: Physician rating websites (PRWs) have been developed as part of a wider move toward transparency around health care quality, and these allow patients to anonymously rate, comment, and discuss physicians’ quality on the Web. The first Swiss PRWs were established in 2008, at the same time as many international PRWs. However, there has been limited research conducted on PRWs in Switzerland to date. International research has indicated that a key shortcoming of PRWs is that they have an insufficient number of ratings.

Objective: The aim of this study was to examine the frequency of quantitative ratings and narrative comments on the Swiss PRWs.

Methods: In November 2017, a random stratified sample of 966 physicians was generated from the regions of Zürich and Geneva. Every selected physician was searched for on 4 rating websites (OkDoc, DocApp, Medicosearch, and Google) between November 2017 and July 2018. It was recorded whether the physician could be identified, what the physician’s quantitative rating was, and whether the physician had received narrative comments. In addition, Alexa Internet was used to examine the number of visitors to the PRWs, compared with other websites.

Results: Overall, the portion of physicians able to be identified on the PRWs ranged from 42.4% (410/966) on OkDoc to 87.3% (843/966) on DocApp. Of the identifiable physicians, only a few of the selected physicians had been rated quantitatively (4.5% [38/843] on DocApp to 49.8% [273/548] on Google) or received narrative comments (4.5% [38/843] on DocApp to 31.2% [171/548] on Google) at least once. Rated physicians also had, on average, a low number of quantitative ratings (1.47 ratings on OkDoc to 3.74 rating on Google) and narrative comments (1.23 comment on OkDoc to 3.03 comments on Google). All 3 websites allowing ratings used the same rating scale (1-5 stars) and had a very positive average rating: DocApp (4.71), Medicosearch (4.69), and Google (4.41). There were significant differences among the PRWs (with the majority of ratings being posted on Google in past 2 years) and regions (with physicians in Zurich more likely to have been rated and have more ratings on average). Only Google (position 1) and Medicosearch (position 8358) are placed among the top 10,000 visited websites in Switzerland.

Conclusions: It appears that this is the first time Google has been included in a study examining physician ratings internationally and it is noticeable how Google has had substantially more ratings than the 3 dedicated PRWs in Switzerland over the past 2 and a half years. Overall, this study indicates that Swiss PRWs are not yet a reliable source of unbiased information regarding patient experiences and satisfaction with Swiss physicians; many selected physicians were unable to be identified, only a few physicians had been rated, and the ratings posted were overwhelmingly positive.

(J Med Internet Res 2019;21(7):e13816) doi:10.2196/13816
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**Introduction**

Physician rating websites (PRWs) have been developed in many countries as part of a wider move toward transparency around health care quality, and these allow patients to anonymously rate, comment, and discuss physicians’ quality on the Web [1]. Switzerland has been no exception, with the first PRWs in Switzerland, OkDoc and Medicosearch, being established in 2008, at the same time as many international PRWs.

One of the key goals of PRWs is to improve patient welfare through influencing patient decision making by increasing the chance that patients will choose better quality physicians and benefit from this [2] and driving quality improvement by identifying aspects of care needing improvement, so that changes can be made in practice [2]. A related goal of PRWs is to improve patient health literacy to encourage and, therefore, respect patient autonomy [2]. Although recent research suggests that PRWs can influence patient decision making and have an impact on quality improvement [3,4], the ability of PRWs to achieve these goals is likely limited without sufficient number of ratings, as without enough ratings the resulting information is unlikely to be fair for the rated physicians or useful to users of PRWs [5-7].

A recent systematic search of PRWs internationally found that the majority of PRWs were registered in the United States and Germany [8], and the majority of the previous research on PRWs came from these 2 countries. This research has highlighted some key shortcomings of PRWs, including incomplete lists of physicians, low number of physicians rated, and low number of ratings per physician that are overwhelmingly positive. In the United States, Black et al reported in 2009 that their analysis of 6703 ratings of 6101 providers on the PRW RateMDs found that the average number of ratings per physician was 2.7, and their analyses of narrative comments found more positive than negative terms [9]. In 2010, Lagu et al reported that the portion of physicians from a sample of 300 Boston-based physicians that could be identified on 33 websites ranged from 0% to 90.7%; 27% of the sample had been rated once, the average number of ratings per physician was 1.4, and in total there were 190 reviews—170 reviews included quantitative ratings (88% positive), and 66 reviews included narrative comments (89% positive) [5]. In 2011, Kadry et al reported that their analysis of 4999 ratings on PRWs found that physician ratings were mostly positive on all the different rating scales used by PRWs (average of 77 on a 100-point scale, 3.84 on a 5-point scale, and 3.1 on a 4-point scale) [10]. In 2012, Gao et al reported that 16% of the physicians were rated on the PRW RateMDs between 2005 and 2010 [11], the average number of ratings per physician was 3.2, and the ratings were generally positive (mean 3.93 on a 5-point scale). In 2013, Ellinoot et al reported that in a random sample of 500 urologists [12], 79.6% of the physicians were rated at least once on 10 websites, the average number of reviews per physician was 2.4, 86% of the physicians had a positive rating, and 45% of the physicians had a narrative comment (75% of which were very positive, positive, or neutral). In 2014, Sobin and Goyal reported that in their sample of 281 otolaryngologists, 94.7% could be identified on Healthgrades and 87.9% could be identified on Vitals; of those who were identifiable, 69.9% had been rated at least once on Healthgrades and 81.8% on Vitals, and the average rating was 4.4 on Healthgrades (5-point scale) and 3.4 on Vitals (4-point scale) [13]. In 2017, Murphy et al reported that their analysis of the impact of physician probation on ratings found that average number of ratings per physician was 5.2 for physicians on probation and 4 for controls on Vitals, Healthgrades, and RateMDs, and the average rating on a 5-point scale for physicians on probation was 3.7 compared with 4.0 for controls [14].

In Germany, Strech and Reimann reported in 2012 that from a sample of 298 physicians from Hamburg and Thuringia, 75% to 98% of the physicians could be identified on 6 PRWs, 3% to 26% of the physicians had been rated at least once, the average number of ratings per physician ranged from 1.1 to 3.1, and the average converted standardized rating (1=positive, 2=neutral, and 3=negative) ranged from 1.1 to 1.5 [15]. In 2013, Emmert et al reported that their analysis of 127,192 ratings from 2012 on the German PRW jameda found that 37% of the physicians had been rated, rated physicians had an average of 2.37 ratings, and almost 80% of all ratings were from the 2 best rating categories [16]. In 2014, Emmert et al reported that in their sample of 106 physicians, 96% could be identified on 5 PRWs, 50% of the physicians had been rated at least once, there was an average of 3.08 ratings per physician, and 86% of the ratings were positive (with 75% assigned to the best rating category and only 5% to the worst category) [17]. In 2017, McLennan et al reported that their update study using a sample of 298 physicians from Hamburg and Thuringia found that 65.1% to 94.6% of the physicians could be identified on 6 PRWs, 16% to 83% of the sample had been rated at least once, the average number of ratings per physician ranged from 1.2 to 7.5, and the average converted standardized rating (1=positive, 2=neutral, and 3=negative) ranged from 1.0 to 1.2 [18].

In recent years, there has also been an increasing number of studies published regarding PRWs in China [19-24]. Regarding the frequency of ratings, Hao reported in 2015 that an analysis of the PRW Good Doctor found that 112,873 physicians had received 731,543 quantitative and 772,979 qualitative reviews, on average 37% of the physicians had been reviewed, and the majority of the quantitative reviews were positive (88% positive for treatment effect and 91% positive for bedside manner) [23]. There have also been studies examining the frequency of ratings in other countries. For instance, Liu et al reported in 2018 that their analysis of 640,603 ratings for 57,412 Canadian physicians found that the average number of ratings per physician was 11.2, and the ratings were generally positive with an average of 3.9 (5-point scale) [25]. In 2012, Greaves et al also reported that their analysis of ratings of family practices posted on National Health Service Choices website in the United Kingdom found that 61% of the practices had been rated, and the average number of ratings per practice was 2.1 [26]. Switzerland is a Central European country with a population of about 8.4 million people and 4 official languages (German, French, Italian, and Romansh). The Swiss health care system is highly complex and decentralized, organized around 3 levels of Swiss government (the federal, the cantonal, and the municipalities) [27,28]. All Swiss residents are required to
purchase basic mandatory health insurance that is offered by competing nonprofit insurers. Mandatory health insurance covers most general practitioner (GP) and specialist services (among other things), and people not enrolled in managed care plans generally have free choice of professionals. In addition, for-profit insurers offer private complementary insurance for services not covered by mandatory health insurance. Ambulatory physicians (including GPs and specialists) are typically reimbursed in accordance with a standardized fee schedule known as TARMED [27,28].

Although the first PRWs in Switzerland were launched in 2008, there has been limited research conducted on PRWs in Switzerland to date [8,29,30]. Swiss PRWs, however, operate in a rather unique regulatory environment. Owing to Switzerland’s restrictive legal framework for data protection, a federal data commissioner decided that negative comments had to be removed from OkDoc, which now only acts as a recommendation portal and explicitly states that any negative comment will be deleted (“Only positive comments recommending your doctor will be accepted. Any negative post will be deleted. Thank you for respecting okdoc’s principles!” [author translation]). Although Medicosearch allows negative comments, it informs the concerned physician before publishing it on the Web, so that the physician can decide if the negative feedback is activated. However, if the physician refuses, the feedback function is deactivated, removing also the positive comments [31]. This situation is in stark contrast to more liberal systems (eg, the Federal Court of Justice of Germany confirmed in 2014 the permissibility of ratings on the basis of the right to freedom of expression [32-34]) and likely has important implications in relation to the frequency of ratings and how negative comments are handled on Swiss PRWs.

This study, therefore, examined the frequency of quantitative ratings and narrative comments on Swiss PRWs. In particular, it aimed to explore (1) the number of identifiable physicians on Swiss PRWs, (2) the proportion of physicians with ratings or comments on Swiss PRWs, (3) the average and the maximum number of ratings or comments per physician on Swiss PRWs, (4) the average rating on Swiss PRWs, (5) the website visitor ranking positions of Swiss PRWs, and (6) provide baseline results for future research to assess the development of Swiss PRWs. It is important to examine these issues to help inform future research and health policy in Switzerland in relation to PRWs.

Methods

Sample

A random stratified sample of 966 physicians was generated from the regions of Zürich and Geneva. Zürich is the largest city in Switzerland with a total population of 402,762 (December 2016) [35] and is located in north-central Switzerland. Geneva is the second largest city in Switzerland with a total population of 198,979 (December 2016) [35] and is located in south-western Switzerland. The regions of Zürich and Geneva were chosen because of language (German vs French) and comparable number of total physicians (Zürich 3254 physicians and Geneva 2780 physicians) considerations.

In November 2017, all physicians in these regions, working in general practice, obstetrics and gynecology, pediatrics, and dermatology and venereology, were searched for on the Swiss Medical Association’s (FMH) medical registry (Arztverzeichnis). Specialties were primarily selected based on previous research [15,18]. From each region, a random sample was generated for each specialty based on a 95% confidence level and 5% confidence interval. From Zürich, the random sample comprised 254 of 747 general practice physicians, 85 of 109 obstetrics and gynecology physicians, 74 of 92 pediatrics physicians, and 53 of 61 dermatology and venereology physicians. Therefore, the Zürich sample of 466 physicians represents 46.2% of a total of 1009 physicians. From Geneva, the random sample comprised 272 of 930 general practice physicians, 86 of 111 obstetrics and gynecology physicians, 96 of 128 pediatrics physicians, and 46 of 52 dermatology and venereology physicians. Therefore, the Geneva sample of 500 physicians represents 40.9% of a total of 1221 physicians (see Table 1).

<table>
<thead>
<tr>
<th>Specialty</th>
<th>Zurich</th>
<th>Geneva</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Physicians</td>
<td>Total</td>
</tr>
<tr>
<td></td>
<td>physicians</td>
<td>selected for</td>
<td>physicians</td>
</tr>
<tr>
<td></td>
<td>found, N</td>
<td>sample, n (%)</td>
<td>found, N</td>
</tr>
<tr>
<td>General practitioners</td>
<td>747</td>
<td>254 (34.0)</td>
<td>930</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>272 (29.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1677</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>526 (31.36)</td>
</tr>
<tr>
<td>Obstetrics and gynecology</td>
<td>109</td>
<td>85 (77.9)</td>
<td>111</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>86 (77.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>220</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>171 (77.7)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>92</td>
<td>74 (80.4)</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>96 (75.0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>220</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>170 (77.3)</td>
</tr>
<tr>
<td>Dermatology and venereology</td>
<td>61</td>
<td>53 (86.8)</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>46 (88.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>113</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>99 (87.6)</td>
</tr>
<tr>
<td>Total</td>
<td>1009</td>
<td>466 (46.18)</td>
<td>1221</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>500 (40.95)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2230</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>966 (43.32)</td>
</tr>
</tbody>
</table>

Data Collection

To identify PRWs on which patients can rate and review physicians in Switzerland, a systematic Web-based search was conducted in June 2016 from a patient’s perspective. A total of 10 key search words (see Table 2) in the German language were identified from previously published studies on PRWs conducted in Germany [15,36,37]. As most internet users use a search engine to find health information [36], the systematic search was conducted on Google, which is the most visited search engine to find health information [36], the systematic search was conducted on Google, which is the most visited search engine to find health information [36].
engine in Switzerland, with a market share reported to be 93.5% (Alexa data valid of May 24, 2016). Each search term was searched for and the first 50 hits (5 pages) were examined. As 70% of users only look at the first 2 result pages or less [36], this approach reflects the search behavior of most users. A total of 500 hits were, therefore, examined. A website was included if it allowed users to view quantitative ratings and/or narrative comments about Swiss physicians in a structured manner without having to open an account or log onto the website. Websites that were not dedicated to Swiss physicians were excluded. A total of 3 PRWs were included: OkDoc (found by 8/10 of the search terms), DocApp (found by 4/10 of the search terms), and Medicosearch (found by 2/10 of the search terms). In addition, Google itself allows users to rate and comment on physicians via Google reviews. Furthermore, although the health care information portal doktor does not provide the option for ratings, it links to Google reviews. Google was, therefore, also included in the study, and as far as the author is aware, this is the first time Google has been included in a study examining physician ratings internationally.

Selected physicians were, therefore, searched for on a total of 4 websites: OkDoc, DocApp, Medicosearch, and Google. On each website, every selected physician was searched for between November 2017 and July 2018, and it was recorded in a SPSS file whether the physician could be found, the physician’s rating, the number of ratings and narrative comments, and the text of narrative comments. As OkDoc now only allows recommendations, the number of these recommendations were assigned to the number of ratings. All websites allowing ratings (DocApp, Medicosearch, and Google) used the same rating scale (1-5 stars); a rating of 4 to 5 stars was considered a positive rating, 3 stars a neutral rating, and 1 to 2 stars a negative rating.

Alexa Internet was used to examine the number of visitors to PRWs, compared with other websites. Founded in 1996, Alexa provides commercial Web traffic data and analytics. Traffic estimates are based on data from a global traffic panel and from websites that have chosen to install the Alexa script on their site and certify their metrics. The Alexa global traffic ranking is based on the estimated average of daily unique visitors and its estimated number of page views over the past 3 months relative to all other websites. In addition, Alexa provides a similar country-specific ranking based on how a website ranks relative to other websites in a particular country over the past month. The PRWs were searched for on Alexa in November 2017 and their Switzerland specific ranking was recorded.

Table 2. Systematic search of the Swiss physician rating websites on Google.

<table>
<thead>
<tr>
<th>Number</th>
<th>Search terms in German</th>
<th>English translation</th>
<th>Physician rating website found</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Arztsuche</td>
<td>Physician search</td>
<td>None</td>
</tr>
<tr>
<td>2</td>
<td>Arzt finden</td>
<td>Find a physician</td>
<td>OkDoc, DocApp</td>
</tr>
<tr>
<td>3</td>
<td>Arzt bewerten</td>
<td>Rate my physician</td>
<td>OkDoc, Medicosearch, DocApp</td>
</tr>
<tr>
<td>4</td>
<td>Arztbewertung</td>
<td>Physician rating</td>
<td>OkDoc, DocApp</td>
</tr>
<tr>
<td>5</td>
<td>Arzt empfehlen</td>
<td>Recommend a physician</td>
<td>OkDoc</td>
</tr>
<tr>
<td>6</td>
<td>Arztempfehlung</td>
<td>Physician recommendation</td>
<td>None</td>
</tr>
<tr>
<td>7</td>
<td>Ärzte Beurteilungen</td>
<td>Physician reviews</td>
<td>OkDoc</td>
</tr>
<tr>
<td>8</td>
<td>Online Arztbewertung</td>
<td>Online physician rating</td>
<td>OkDoc, DocApp, Medicosearch</td>
</tr>
<tr>
<td>9</td>
<td>Arztbewertungsportal</td>
<td>Physician rating website</td>
<td>OkDoc</td>
</tr>
<tr>
<td>10</td>
<td>Guter Arzt</td>
<td>Good physician</td>
<td>OkDoc</td>
</tr>
</tbody>
</table>

Data Analysis

Descriptive statistics included means and standard deviations for continuous variables and percentages for categorical variables. To analyze whether differences exist within an individual PRW as well as across PRWs between the 2 regions (Zürich and Geneva) and between GPs and specialists (obstetrics and gynecology, pediatrics, and dermatology and venereology), chi-squared tests were used for categorical data and t tests for continuously distributed data. To analyze differences across the PRWs, a sum score was created; for example, in relation to how many physicians were identified on PRWs, a score ranging from 0 (not identified on any PRW) to 4 (identified on all PRWs) was created and, subsequently, it was analyzed whether the mean of this score was different between the 2 groups being examined. All analyses were performed with a significance level alpha set to .05 and 2-tailed tests, using Statistical Package for the Social Sciences (SPSS version 24 for Windows, IBM Corporation).

Results

The full results regarding the quantitative ratings and narrative comments are presented in Tables 3-5. See Multimedia Appendix 1 for the full results of comparisons between the 2 regions and Multimedia Appendix 2 for the results of comparisons between GPs and specialists.
### Table 3. Quantitative rating.

<table>
<thead>
<tr>
<th>Region, website</th>
<th>Physicians, n (%)</th>
<th>Ratings per physician</th>
<th>Rating, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Identifiable</td>
<td>Rated&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Zurich (N=466)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OkDoc</td>
<td>225 (48.3)</td>
<td>35 (15.5)</td>
<td>1.26 (0.6)</td>
</tr>
<tr>
<td>DocApp</td>
<td>406 (87.1)</td>
<td>37 (9.1)</td>
<td>2.38 (5.2)</td>
</tr>
<tr>
<td>Medicosearch</td>
<td>356 (76.4)</td>
<td>74 (20.7)</td>
<td>2.78 (5.3)</td>
</tr>
<tr>
<td>Google</td>
<td>268 (57.5)</td>
<td>150 (55.9)</td>
<td>4.56 (5.9)</td>
</tr>
<tr>
<td>Geneva (N=500)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OkDoc</td>
<td>185 (37.0)</td>
<td>41 (22.1)</td>
<td>1.66 (1.1)</td>
</tr>
<tr>
<td>DocApp</td>
<td>437 (87.4)</td>
<td>1 (0.2)</td>
<td>1</td>
</tr>
<tr>
<td>Medicosearch</td>
<td>331 (66.2)</td>
<td>22 (6.6)</td>
<td>1.23 (0.5)</td>
</tr>
<tr>
<td>Google</td>
<td>280 (56.0)</td>
<td>123 (43.9)</td>
<td>2.67 (2.2)</td>
</tr>
<tr>
<td>Overal (N=966)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OkDoc</td>
<td>410 (42.4)</td>
<td>76 (18.5)</td>
<td>1.47 (0.9)</td>
</tr>
<tr>
<td>DocApp</td>
<td>843 (87.3)</td>
<td>38 (4.5)</td>
<td>2.34 (5.1)</td>
</tr>
<tr>
<td>Medicosearch</td>
<td>687 (71.1)</td>
<td>96 (13.9)</td>
<td>2.42 (4.7)</td>
</tr>
<tr>
<td>Google</td>
<td>548 (56.7)</td>
<td>273 (49.8)</td>
<td>3.74 (4.7)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Each n value is a sample from the identifiable physician population value.

<sup>b</sup> Data not applicable.

### Table 4. Narrative comments.

<table>
<thead>
<tr>
<th>Region, website</th>
<th>Physicians, n (%)</th>
<th>Comments per physician</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Identifiable</td>
<td>With comments</td>
</tr>
<tr>
<td>Zurich (N=466)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OkDoc</td>
<td>225 (48.3)</td>
<td>18 (8.0)</td>
</tr>
<tr>
<td>DocApp</td>
<td>406 (87.1)</td>
<td>37 (9.1)</td>
</tr>
<tr>
<td>Medicosearch</td>
<td>356 (76.4)</td>
<td>74 (20.7)</td>
</tr>
<tr>
<td>Google</td>
<td>268 (57.5)</td>
<td>104 (38.8)</td>
</tr>
<tr>
<td>Geneva (N=500)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OkDoc</td>
<td>185 (37.0)</td>
<td>13 (7.0)</td>
</tr>
<tr>
<td>DocApp</td>
<td>437 (87.4)</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Medicosearch</td>
<td>331 (66.2)</td>
<td>22 (6.6)</td>
</tr>
<tr>
<td>Google</td>
<td>280 (56.0)</td>
<td>67 (23.9)</td>
</tr>
<tr>
<td>Overall (N=966)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OkDoc</td>
<td>410 (42.4)</td>
<td>31 (7.5)</td>
</tr>
<tr>
<td>DocApp</td>
<td>843 (87.3)</td>
<td>38 (4.5)</td>
</tr>
<tr>
<td>Medicosearch</td>
<td>687 (71.1)</td>
<td>96 (13.9)</td>
</tr>
<tr>
<td>Google</td>
<td>548 (56.7)</td>
<td>171 (31.2)</td>
</tr>
</tbody>
</table>
Table 5. Distribution of narrative comments.

<table>
<thead>
<tr>
<th>Region, website</th>
<th>Total, N</th>
<th>Distribution of comments, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zurich</td>
<td>26 (68)</td>
<td>6 (16)</td>
</tr>
<tr>
<td>OkDoc</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>DocApp</td>
<td>56</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Medicosearch</td>
<td>206</td>
<td>6 (2.9)</td>
</tr>
<tr>
<td>Google</td>
<td>386</td>
<td>160 (41.4)</td>
</tr>
<tr>
<td>Total</td>
<td>668</td>
<td>169 (25.2)</td>
</tr>
<tr>
<td>Geneva</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>OkDoc</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>DocApp</td>
<td>57</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Medicosearch</td>
<td>234</td>
<td>6 (2.5)</td>
</tr>
<tr>
<td>Google</td>
<td>520</td>
<td>235 (45.1)</td>
</tr>
<tr>
<td>Total</td>
<td>849</td>
<td>244 (28.7)</td>
</tr>
</tbody>
</table>

Quantitative Ratings

Identifiable Physicians

Overall, the portion of physicians from the random sample that were able to be identified on the selected PRWs ranged from 42.4% (410/966) on OkDoc to 87.3% (843/966) on DocApp. Physicians were identified significantly more in Zurich on OkDoc ($X^2_1=12.6; P<.001$) and Medicosearch ($X^2_1=12.2; P<.001$). Across all PRWs, there was also a significant difference between Zurich (mean 2.7; SD 1.2) and Geneva (mean 2.5; SD 1.2) ($t_{964}=2.9; P=.004$). GPs were identified significantly more than specialists on Medicosearch ($X^2_1=7.3; P=.007$).

Rated Physicians

Overall, of the physicians identified, the portion that had been rated at least once ranged from 4.5% (38/843) on DocApp to 49.8% (273/548) on Google. Physicians from Zurich were rated significantly more on DocApp ($X^2_1=12.6; P<.001$) and Medicosearch ($X^2_1=12.2, P<.001$). Across all PRWs, there was also a significant difference between Zurich (mean 2.7; SD 1.2) and Geneva (mean 2.5; SD 1.2) ($t_{274}=2.2; P=.03$). Across all PRWs, there was also a significant difference between GPs (mean 0.9; SD 0.8) and specialists (mean 1.1; SD 0.9) ($t_{274}=-2.2; P=.03$).

Average and Maximum Number of Ratings

Overall, the average number of ratings per physician ranged from 1.47 (SD 0.9) on OkDoc to 3.74 (SD 0.7) on DocApp. The maximum number of ratings per physician ranged from 6 on OkDoc to 56 on Google. Whereas the physicians in Geneva (mean 1.6; SD 1.1) had significantly more ratings on average than the physicians in Zurich (mean 1.3; SD 0.6) on OkDoc ($t_{964}=2.1; P=.04$), the physicians in Zurich had significantly more ratings on average than the physicians in Geneva on Medicosearch (mean 0.9; SD 0.9 vs mean 1.1; SD 1.1) ($t_{77}=2.5; P=.02$) and Google (mean 0.8; SD 0.8 vs mean 1.1; SD 1.1) ($t_{249}=-3.2; P=.001$).

Average Rating

Overall, the 3 websites allowing ratings all used the same rating scale (1-5 stars) and had a very positive average rating: DocApp, 4.71; Medicosearch, 4.69; and Google, 4.41. There were no significant differences between the regions or between GPs and specialists.
Narrative Comments

Physicians With Comments
Overall, of the physicians identified, the portion that had received at least 1 comment ranged from 4.5% (38/843) on DocApp to 31.2% (171/548) on Google. Physicians from Zurich had received a comment significantly more often than Geneva physicians on DocApp ($X^2_{1}=38.2; P<.001$) and Google ($X^2_{1}=14.8; P<.001$). GPs also had received a comment significantly more often than specialists on Google ($X^2_{1}=23.1; P<.001$).

Average and Maximum Number of Comments
Overall, the average number of comments per physician ranged from 1.23 (SD 0.5) on OkDoc to 3.04 (SD 4.6) on Google. The maximum number of comments per physician ranged from 3 on OkDoc to 49 on Google. Physicians from Zurich had significantly more comments on average than physicians in Geneva on Medicosearch (mean 2.8, SD 5.3 vs mean 1.3, SD 0.6; $t_{77}=2.4; P=.02$) and Google (mean 3.7, SD 5.6 vs mean 2.0, SD 2.1; $t_{142}=2.9; P=.005$). There were no significant differences between GPs and specialists.

Distribution of Comments
Overall, the selected physicians in the sample had a total number of 849 comments from 2008 to 2018 (half year), with 80% of comments (677/849) having been posted during the last 2 and a half years (2016 to 2018). The majority of comments in Zurich (386/668, 57.7%) and Geneva (134/181, 74.0%) were made on Google. OkDoc only had 1 comment posted for all 966 physicians in the sample during the last 5 and a half years (2012-2018). Physicians in the Zurich sample also had substantially more comments (668 comments) compared with physicians in the Geneva sample (181 comments), with 78.7% (668/849) of total comments coming from physicians in Zurich (see Figures 1-3).

Figure 1. Distribution of comments in Zurich.
Website Visitor Ranking Positions

Whereas Google was in position 1 on Alexa for the most visited websites in Switzerland, Alexa indicated that the use of the dedicated PRWs was not common, with only Medicosearch (position 8358) placed among the top 10,000 visited websites in Switzerland. DocApp was ranked 19,858, whereas there were insufficient data for OkDoc. In comparison, the hotel rating site TripAdvisor ranked 154. Rankings are as of November 10, 2017.
Discussion

Principal Findings

This is the first study to examine the frequency of ratings on Swiss PRWs and it has resulted in a number of key findings: (1) many of the selected physicians could not be identified on Swiss PRWs, (2) very few of the selected physicians had been rated quantitatively or qualitatively and those who had been rated had on average a low number of ratings, (3) there were significant differences among the PRWs, with Google having substantially more ratings in the past 2 and a half years than the 3 dedicated PRWs, (4) there were also significant differences between regions, with physicians in Zurich more likely to have been rated and have more ratings on average, and (5) all 3 websites allowing ratings had a very positive average rating overall.

Identifiable Physicians

Incomplete lists of physicians have been identified as a weakness of many PRWs internationally [5,6], and it appears that the users of PRWs in Switzerland are also not able to find many physicians on Swiss PRWs, with the overall portion of selected physicians that was able to be identified ranging from 42.4% on OkDoc to 87.3% on DocApp. Although the result for OkDoc may not be overly surprising, as it appears to be rather inactive following the decision of a federal data commissioner that negative comments have to be removed [31], only 56.7% of the physicians could be identified on Google. This range is lower compared with the findings of studies on PRWs in other countries. For instance, a 2010 study in Germany found that the portion of physicians that could be identified on German PRWs ranged from 76% to 98% [15], whereas a follow-up study in 2014 found a range of 65% to 95% [18]. The current lack of comprehensiveness of Swiss PRWs could inhibit their usefulness, and it will be important to consider how more complete lists of physicians can be provided.

Number of Ratings

It is widely considered that a key factor in PRWs being successful in their goals of influencing patients’ decision making and driving quality improvement is having sufficient number of ratings [5,6]. However, low number of ratings has been identified as a key shortcoming of PRWs in many countries, which has called into question their representativeness, validity, and usefulness [5,6]. This study also indicates that insufficient rating can also be an issue for Swiss PRWs, with only a few of the identifiable physicians having been rated quantitatively (4.5% on DocApp to 49.8% on Google) or qualitatively (4.5% on DocApp to 31.2% on Google) at least once. Rated physicians also had on average a low number of quantitative ratings (1.47 ratings on OkDoc to 3.74 rating on Google) and narrative comments (1.23 comment on OkDoc to 3.03 comments on Google). Although the results of this study were lower than those found in a recent study in Germany, which found that 16% to 83% of the sample had been rated at least once and these physicians had an average number of ratings between 1.2 and 7.5 [18], they were very similar to the results of the previous studies in Germany [15-17] and the United States [5,9,11,12]. However, it should be noted that many of these studies’ reported figures were, unlike this study, portions of the total sample rather than a portion of the identifiable physicians and were, therefore, slightly higher than reported.

There is, however, currently limited research internationally examining the reasons why patients do not rate their physicians on PRWs. The use of PRWs first requires the public to be aware of them [38]. Recent studies in the United States and Germany suggest that a lack of awareness is no longer a key barrier to PRW usage in these countries [38-41], although a recent study in the England found public awareness of PRWs to still be very low [42]. However, despite the fact that awareness of PRWs is an important factor, it should be noted that although the studies conducted in the United States and Germany found high awareness of the PRWs, the level of PRW usage was still found to be comparable with previous studies [3,43], suggesting that even if awareness of PRWs increases, there are other factors behind the low level of physician ratings. A recent qualitative study in Germany aiming to examine these other factors identified 2 key overarching groups of factors—first, factors concerning the physician-patient relationship and second, factors regarding the technical aspects of PRWs [44]. Although a qualitative study in 2016 with participants residing in the German-speaking part of Switzerland also highlighted the need to improve the design of PRWs, the study involved German PRWs rather than Swiss PRWs [29]. Further research is, therefore, needed in Switzerland regarding public awareness of PRWs and factors influencing patients’ decision to rate or not rate physicians.

There were significant differences among the PRWs in relation to the frequency of ratings. Although OkDoc was the first Swiss PRWs, launched in 2008, it was evident how inactive the website had become since the federal data commissioner decided that negative comments had to be removed. Although the portion of the rated physicians on OkDoc is still higher than DocApp and Medicosearch, the distribution of comments indicates that this is because of ratings posted in 2008. Indeed, OkDoc only had 1 comment posted for all 966 physicians in the sample during the last 5 and a half years (2012-2018). This situation is possibly exacerbated by Okdoc being the only Swiss PRW not to offer an English version of the website, given the high number of foreign residents in Switzerland [45].

In contrast, it is noticeable how Google has had substantially more quantitative ratings and narrative comments than the 3 dedicated PRWs in the past 2 and a half years, and how it has been able to establish itself as the most used website in Switzerland for physician ratings. It remains to be seen whether the other dedicated PRWs will be able to increase their number of physician ratings in the future or whether Google will continue to dominate the market. Future updates will be helpful to assess how this develops. In the meantime, given the current large differences among the PRWs in terms of how many physicians can be identified and the number physician ratings, it would be advisable for the users of PRWs to utilize a number of PRWs when searching for a new physician.

There were also significant differences between the 2 regions (Zurich and Geneva) in relation to the frequency of ratings, with physicians from Zurich having been rated at least once more
often and having on average more ratings. It is, however, unclear what the reason is behind these differences between Zurich and Geneva. These differences may simply reflect differences in the networks of the PRWs or may be a result of more cultural factors. Previous research in Switzerland has indicated that the German-speaking Swiss tend to be more critical toward their physicians and less-dependent on them, compared with the French- and the Italian-speaking Swiss [46,47]. However, further research is needed to examine what is causing these differences in the use of Swiss PRWs.

**Average Rating**

Although there have been concerns from the medical profession that PRWs would be primarily used for doctor-bashing [48,49], these fears have proved to be unfounded with the previous international research finding ratings on PRWs to be on average very positive [5,10-12,16-18]. This study has found a similar situation in Switzerland; the 3 PRWs that allow ratings all used the same rating scale (1-5 stars) and had a very positive average rating: DocApp, 4.71; Medicosearch, 4.69; and Google, 4.41. Such overwhelmingly positive ratings also raise concerns about the representativeness, validity, and usefulness of information on PRWs [5,6].

In Switzerland, it appears that the restrictive legal framework regarding data protection may be having a huge impact on the types of ratings that are on Swiss PRWs. As a key goal of PRWs is to promote transparency, this is concerning and suggests that Swiss PRWs are not a reliable source of unbiased information regarding patient experiences and satisfaction with Swiss physicians. Addressing the potential harms to physicians without limiting the potential health literacy benefits for patients is challenging; however, as Strech has noted: “In many countries the medical profession enjoys privileges such as strong advocacy groups and special social facilities. Thus, the denial of transparency on patient experiences and satisfaction (with physician performance) requires a strong rationale” [2]. Further consideration is needed to determine whether the current lack of transparency on Swiss PRWs is justified or whether changes are required.

**Limitations**

This study has a number of limitations that should be taken into account when interpreting the results. First, although a systematic Web-based search of Swiss PRWs was conducted, there might be other types of websites that allow Swiss physicians to be rated, which were not included in this study. This is a fast-moving area and it does appear that there are some websites that have started allowing ratings or making ratings publicly available after this project commenced (eg, deindoktor and doctena), which should be added to any future studies examining PRWs in Switzerland. Second, only German search terms were used for the systematic Web-based search of Swiss PRWs. Although the author is confident that no important Swiss PRWs were missed at the time of developing and conducting the project, it would be preferable if French and Italian search terms are also included in future research in Switzerland to ensure that no PRWs are being missed. Third, the sample was only taken from 2 regions in Switzerland, which might have limited the generalizability of the results. Although the study used a representative random sample from a German- and a French-speaking region of Switzerland with comparable number of physicians, given the significant differences found between the 2 regions, it would be helpful for future research to include other regions to examine whether these differences can be found between other German- and French-speaking regions and in the Italian-speaking region of Ticino. Finally, because of practical considerations of searching for 966 physicians on 4 different websites, data were collected over a 9-month period. This might have led to differences among the PRWs that were examined at the beginning of the data collection compared with those PRWs examined at the end of data collection.

**Conclusions**

With a growing number of patients utilizing the internet in relation to their health care [50], it is expected that PRWs will play an increasingly important role in selecting a new physician. However, for PRWs to be helpful for the users, and fair for the rated physicians, it is important that PRWs have a sufficient number of ratings. This study indicates that Swiss PRWs are currently not an effective mechanism of collecting patient experiences as a source of information for others; many physicians could not be identified, of the physicians identified, most had not been rated, and those that had been rated had on average only a few ratings. However, there were significant differences among the PRWs. As far as the author is aware, this is the first time Google has been included in a study examining physician ratings internationally and it is noticeable how Google has had substantially more ratings than the 3 dedicated Swiss PRWs in the past 2 and a half years. This is an important development not previously reported in the context of public reporting activities. Given Google’s general market dominance globally, Google might become the primary website for physician rating and it will be important for health systems to reflect on the implications of this. However, in the meantime, given the current large differences among the PRWs, it would be advisable for the users of PRWs to utilize a number of PRWs when searching for a new physician [18]. However, in addition to the low number of ratings, the ratings that are on Swiss PRWs are overwhelmingly positive, which suggests that Swiss PRWs are also not a reliable source of unbiased information regarding patient experiences and satisfaction with Swiss physicians. Although more research is needed to examine the factors influencing the low number of ratings and the lack of negative ratings in Switzerland, it appears that Switzerland’s restrictive legal framework regarding data protection may be a key factor. There is a need for more consideration to be given to the correct equilibrium between protecting physicians from harm and promoting patients’ autonomy and health literacy. However, as long as the current restrictive legal framework remains, the utility of Swiss PRWs is likely to be weakened from the patient’s point of view. Swiss PRWs should seek to enrich the utility of their websites with additional features, such as the possibility to book an appointment with a physician through the PRW (as already offered by Medicosearch and other websites, such as deindoktor and doctena) and providing information about the language spoken by the specific physician (as already offered by DocApp and Medicosearch). Such features may increase the utility of the PRWs and perhaps also help increase the number of transparency on Swiss PRWs is justified or whether changes are required.
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of physician ratings in the long term (eg, by sending invites to patients after the appointments they have booked on the Web).
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Abstract

Background: Breast cancer patients have to face a high-risk state during chemotherapy, which involves deterioration of their health including extensive physical deterioration. Face-to-face physical exercise programs have presented low adherence rates during medical treatment, and telehealth systems could improve these adherence rates.

Objective: This study aimed to evaluate the effectiveness of a Web-based exercise program (e-CuidateChemo) to mitigate the side effects of chemotherapy on the physical being, anthropometric aspects, and body composition.

Methods: A total of 68 patients diagnosed with breast cancer, who were undergoing chemotherapy, were enrolled. The patients were categorized into two groups: e-CuidateChemo (n=34) and controls (n=34). The e-CuidateChemo group participated in an adapted 8-week tailored exercise program through a Web-based system. A blinded, trained researcher assessed functional capacity, strength, anthropometric parameters, and body composition. The intervention effects were tested using analysis of covariance and Cohen d tests.

Results: Functional capacity improved significantly in the e-CuidateChemo group compared to the control group (6-minute walk test: 62.07 [SD 130.09] m versus –26.34 [SD 82.21] m; 6-minute walk test % distance predicted: 10.81% [SD 22.69%] m versus –4.60% [SD 14.58%]; between-group effect: P=.015 for both). The intervention group also showed significantly improved secondary outcomes such as between-group effects for abdominal (24.93 [SD 26.83] s vs –18.59 [SD 38.69] s), back (12.45 [SD 10.20] kg vs 1.39 [10.72] kg), and lower body (–2.82 [SD 3.75] s vs 1.26 [SD 2.84] s) strength; all P<.001 compared to the control group.

Conclusions: This paper showed that a Web-based exercise program was effective in reversing the detriment in functional capacity and strength due to chemotherapy.

Trial Registration: ClinicalTrials.gov NCT02350582; https://clinicaltrials.gov/ct2/show/NCT02350582

(J Med Internet Res 2019;21(7):e14418) doi:10.2196/14418
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Introduction

A diagnosis of cancer is followed by physical and emotional exhaustion that reduces the quality of life. These functional impairments seem to be aggravated with surgery and radiotherapy plus chemotherapy [1] and linked to a decrease in the level of physical activity of up to 50% [2]. The reduction in physical activity is not only an important deterioration of patients’ physical capacity [3], but also associated with metabolic changes [4], which increase both the recurrence of cancer and the risk of death [5]. During the treatment, a high-risk period occurs wherein patients with breast cancer become especially sensitive; this period involves a deterioration of health, creating a vicious circle that is difficult to break due to the physical and psychological state of the patients.

There has been a growing interest in rehabilitation through physical activity during cancer treatment in the last few years due to the health related-benefits of such rehabilitation. Patients undergoing chemotherapy find it challenging to maintain a physically active lifestyle during their treatment [2], and physical activity programs following the American College of Sports Medicine guidelines [6] are accepted as effective, safe, and well tolerated in patients with breast cancer who are undergoing chemotherapy [7,8]. These programs focus on aerobic, resistance, and stretching exercises with a moderate-high intensity and could successfully address fatigue and quality of life [9] as well as cardiorespiratory fitness, return to work, and body composition [10]. Furthermore, there may be a positive effect of taking part in physical activity programs to optimize chemotherapy completion rates [11]. It is necessary to emphasize the potential clinical implications of this fact, because greater chemotherapy completion rates may improve disease-free and overall survival [12]. Furthermore, exercise could be the key to counter the effects of chemotherapy and radiation during anticancer treatments [13].

Nevertheless, it is not usual for patients with breast cancer to participate in tailored exercise programs during chemotherapy. Several barriers to exercise in these patients, such as time constraints, confusion regarding the safety of returning to exercise, lack of access to standardized breast cancer–specific exercise programs, or cancer- and treatment-related side effects [14], have been identified. The high costs involved in carrying out on-site physical exercise programs is also linked to this situation. A recent study showed that an on-site physical activity program during chemotherapy is not cost-effective for patients with breast cancer, as such an exercise program accounts for 30% of the total costs [15]. Therefore, alternatives to improve these difficulties are urgently needed, with programs that can be adapted according to each patient in terms of intensity and flexibility.

To combat this issue, current technological advances propose a real alternative that has already shown encouraging results. In our recent study, we found that Web-based systems are effective for improving not only the quality of life, pain, muscle strength, and fatigue [16], but also the functional capacity and cognition [17] in survivors of breast cancer. In addition, this program showed a high rate of adherence (93.9%). In fact, new Web-based systems are also effective in producing behavior changes in terms of diet and physical activity [18]. Nevertheless, few studies have addressed this contemporary topic within the chemotherapy field, the majority of which are nonrandomized controlled trials [19-22]. Most previous experiences with telehealth systems for patients undergoing chemotherapy aimed at self-management, patient assessment, coaching, or alerting a clinician [19], but did not seek specific exercise training or the specific intention to avoid worsening of one’s condition. In addition, the literature reveals that self-care systems in patients with chemotherapy are ineffective in managing different symptoms such as fatigue, and therefore, more intervention studies are required to evaluate better strategies for support of cancer patients [23]. A single-arm pilot study [20] proposed a telephone-based exercise intervention to improve fitness, psychological, and anthropometric measures. However, the participants did not receive an adequate tailored intervention [21], or audiovisual material was used [22].

This randomized controlled trial (RCT) aimed to determine the effectiveness of an 8-week low-intensity Web-based therapeutic exercise program for improving the functional capacity, strength, anthropometric parameters, and body composition of patients with breast cancer. We hypothesized that the e-CuideChemo would prevent the loss of functional capacity and strength and negative changes in anthropometric parameters and body composition after the program in patients with breast cancer undergoing chemotherapy.

Methods

Study Design and Participants

This was a two-arm, assessor-blinded, parallel, efficacy RCT (ClinicalTrials.gov: NCT02350582) in which 68 patients with breast cancer undergoing chemotherapy were randomized into the e-CuideChemo group (n=34) or the control group (n=34). The RCT was performed from September 2013 to June 2015 at a physical therapy laboratory at the University of Granada (Spain). Patients were eligible if they met the following inclusion criteria: diagnosis of stage I-IIIA breast cancer, medical clearance to participate, at the beginning of the chemotherapy, basic ability to use a computer or living with someone who could supervise the first steps using the Web, and having internet access. The participants were excluded if they had a chronic disease or an orthopedic issue that would interfere with the ability to participate in a physical activity program and if they had not provided informed consent.

The Research Ethics Committee of the University of Granada (FIS PI-0457-2010) approved this trial. This trial was performed according to the Helsinki Declaration [24] and the Spanish Biomedical Research Law (14/2007). An oncologist from the chemotherapy unit of the Hospital Virgen de las Nieves (Granada) obtained written informed consent from all participants after the first contact as per the recommendations [25] and recruited the patients according to the established criteria.
Randomization and Masking

After completion of the baseline assessment, the eligible patients were randomized into either the e-CuidateChemo group or the control group by using computer-generated numbers (EPIDAT 3.1, Xunta de Galicia Department of Public Department, Coruna, Spain, and Pan American Health Organization, Washington, DC). The researcher in charge of the assessments, with several years of experience with cancer patients, was blinded to the patients’ randomization (Figure 1). Thereafter, the sequence was introduced by an external member in sealed opaque envelopes that were opened after the baseline assessment.

Sample Size Calculation

The sample size and power calculations for this trial were obtained through the overall functional capacity using the 6-minute walk test (6MWT). This was considered the principal outcome of this RCT, especially if we take into account the data reported in a previous study that used a similar online rehabilitation system [17]. The sample size was set at 68 participants (34 per group), providing a 90% power (with a 5% significance) and considering a 30% loss to follow-up due to the specific characteristics of this population. The study recruitment was completed when the predefined sample size was reached.

Figure 1. Recruitment and randomization flow diagram process.

Intervention

The e-CuidateChemo Intervention is a telerehabilitation program that uses an online system [26] adapted to individual requirements. The system is an 8-week program with three sessions per week (on nonconsecutive days). Each session was organized into a warm up, a main, and a cool down part. The aerobic exercise intensity was between 45% and 60% of the maximum heart rate [27] and lasted for 15-30 minutes. There were a total of 5 strength exercises (Table 1 and Textbox 1) of low intensity with functional implementation. The exercises,
that is, their volume and intensity, were adapted for each patient according to the baseline assessment. This online system was previously used in breast cancer survivors and showed very high efficiency [16]. As a result, a specific therapeutic exercise program taking into account the special needs of patients with breast cancer who are undergoing chemotherapy has now been developed.

The e-CuidateChemo system also included a communication system between patients and research staff through an internal service. The research team controlled whether the participants received any additional care apart from our intervention. Moreover, weekly contacts were made to ensure correct performance of the intervention and to adapt the intervention to the participants’ chemotherapy cycles.

The control group received the usual care with some written basic recommendations for physical exercise, following the general recommendations of the American College of Sports Medicine [6]. The research team controlled the changes in the level of physical activity of these participants through the International Physical Activity Questionnaire. Once the intervention was complete, the control participants were offered participation in the same Web-based exercise program as the intervention group for ethical reasons. No data were recorded from these patients.

Table 1. Resistance exercises through the e-CuidateChemo telehealth program.

<table>
<thead>
<tr>
<th>Material and week</th>
<th>Time (min)</th>
<th>Volume</th>
<th>Intensity criteria (Borg rating)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-supporting</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>15</td>
<td></td>
<td>Training: 1×10-12 repetitions</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>1×12</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>(2×8 repetitions) 30 seconds</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>(2×10 repetitions) 30 seconds</td>
<td></td>
</tr>
<tr>
<td>Elastic bands</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td></td>
<td>Training: 1×12 repetitions</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>(2×12 repetitions) 30 seconds</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>(3×8 repetitions) 30 seconds</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>(2×12 repetitions) 30 seconds</td>
<td></td>
</tr>
</tbody>
</table>

Two days with more than a rating of 13 on the Borg scale after training represents a decrease in the intensity of the training program.

Textbox 1. Resistance exercises.

Push up: in standing (wall) or prone position (lying down) with/without support
Squat: lifting arms at 90°
Rowing: in semisquat position
Lunge: front and side
Circular movement of the legs in supine position

Outcomes

All outcomes were assessed at baseline and after the 8-week program. A clinical and sociodemographic questionnaire was used for the assessments.

Principal Variable: Functional Capacity

The 6MWT is a useful measure of functional capacity [28] (H-P-COSMOS for graphics, Germany) [29]. Prior to the test, all patients were familiarized with the treadmill protocol through training performed 2 hours before starting the test and with the period of rest. The participants were instructed to walk as far as possible for 6 minutes [28]. The 6MWT is an objective and reliable test (with an intraclass correlation coefficient [ICC]=0.88) [29]. The results of the 6MWT expressed as percent predicted values were calculated using the reference equation described previously by Enright and colleagues [30]. Finally, participants were distributed for secondary analyses as per their physical activity capacity (normal vs impaired) by using the 75% cutoff, according to Enright and colleagues [30].

Outcomes Variables

Abdominal Strength

The abdominal endurance was measured with the patient lying on their back and their knees bent. The patients were instructed to keep the following position as long as possible: arms lifted with the palms guided to the level of the knees, avoiding the lower angle of the scapula from rising from the surface. The research team encouraged the patients and registered the number of seconds they held the position (max of 90 seconds). This is a reliable test with an ICC of 0.97 [31].

Lower-Body Strength

In the multiple sit-to-stand test, participants were asked to sit down and stand up from a chair 10 times as fast as possible. The research staff recorded the length of completion of the test
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in seconds, which had a good reliability, with an ICC of 0.80 [32].

**Lumbar Strength**

The lumbar resistance was evaluated using an analog dynamometer (TKK 5002 Back-A, Takey, Tokyo, Japan). The participant was to assume a standing position and maintain a position of 30 degrees. The test was repeated three times, with a 1-minute delay between measurements. Finally, the average of the three measurements was recorded. This test has demonstrated a high reliability, with an ICC of 0.81-0.85 [33].

**Handgrip Strength**

A digital dynamometer (TKK 5101 Grip-D, Takey, Tokyo, Japan) with an adjustable grip was used to measure the upper-body muscular strength, registering the average score for each hand (the test was repeated three times with 1-minute delay between measures). This test is valid and reliable [34].

**Anthropometric and Body Composition Outcomes**

The waist and hip circumferences were measured using a plastic tape measure. To assess the waist circumference, the plastic tape was placed midway between the lower rib margin and the top of the iliac crest. To measure the hip circumference, the plastic tape was placed at the level of the greater trochanter. These measures have demonstrated a high reliability, with ICCs of 0.89 and 0.81 for the waist and hip circumferences, respectively [35].

We used bioelectrical impedance (InBody 720, Biospace, Gateshead, UK) to measure the body composition. The instrument has a high reliability (ICC=0.98) [36].

**Statistical Analysis**

A descriptive analysis was performed, and the mean, 95% confidence interval, and SDs were calculated for each group. To check the differences between groups at the baseline, we used the Student t test and Chi-square test. We also used the Chi-square test to calculate the changes in physical activity capacity after the intervention. Normal distribution of the variables was proved with the Shapiro-Wilk test.

Analysis was conducted according to the intention-to-treat principle (with the worst value carried forward in patients who had missing data). The intervention effects on study variables were tested using repeated measure ANCOVA. The time since diagnosis, age, stage of breast cancer, type of surgery, and menopausal status were used as covariates. Regarding the level of significance, interaction effects were reported (5% level of significance). If the analysis revealed a significant interaction, we performed pairwise comparisons with the Bonferroni adjustment to determine if there were differences in the scores between groups. Moreover, the effect size was calculated using Cohen d values. The Statistical Program for Social Sciences (version 22.0; IBM, SPSS Statistic for Windows, Armonk, NY) was used for statistical analyses.

**Results**

**Sociodemographic and Clinical Data**

In summary, 68 patients met the inclusion criteria and were randomized into either the e-CuidateChemo group (n=34; mean age 48.82 [SD 7.68]) or the control group (n=34; mean age 47.32 [SD 9.92]). Figure 1 shows the flow chart of patient distribution and the number and reasons for dropouts. There were 12 dropouts (35.29%) in the e-CuidateChemo group and 10 dropouts in the control group (29.4%). Moreover, three participants from the e-CuidateChemo group and four participants from the control group were excluded from the main analysis due to missing data. Adherence rate for the e-CuidateChemo group and four participants from the control group were excluded from the main analysis due to missing data. Adherence rate for the e-CuidateChemo group, calculated as a ratio of the number of exercise sessions performed in relation to the number of sessions prescribed, was 73.33%. The sociodemographic and medical characteristics are shown in Table 2. None of the participants reported receiving any additional support care in addition to the study program.
Table 2. Demographic, clinical, and medical characteristics of the e-CuidateChemo and control groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>e-CuidateChemo group (n=34)</th>
<th>Control group (n=34)</th>
<th>P value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>48.82 (7.68)</td>
<td>47.32 (9.92)</td>
<td>.59</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>4 (18.2)</td>
<td>2 (9.1)</td>
<td>.51</td>
</tr>
<tr>
<td>Married</td>
<td>16 (72.7)</td>
<td>16 (72.7)</td>
<td></td>
</tr>
<tr>
<td>Divorced/widowed</td>
<td>2 (9.1)</td>
<td>4 (18.2)</td>
<td></td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
<td></td>
<td>.81</td>
</tr>
<tr>
<td>Basic</td>
<td>9 (40.9)</td>
<td>8 (36.4)</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>6 (27.3)</td>
<td>8 (36.4)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>7 (31.8)</td>
<td>6 (27.3)</td>
<td></td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td>.49</td>
</tr>
<tr>
<td>Housewife</td>
<td>3 (13.6)</td>
<td>2 (9.1)</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>6 (27.3)</td>
<td>4 (18.2)</td>
<td></td>
</tr>
<tr>
<td>Medical leave/unemployed (by illness)</td>
<td>12 (54.5)</td>
<td>12 (54.5)</td>
<td></td>
</tr>
<tr>
<td>Unemployed/retired</td>
<td>1 (4.5)</td>
<td>4 (18.2)</td>
<td></td>
</tr>
<tr>
<td>Tumor stage, n (%)</td>
<td></td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>I</td>
<td>7 (31.8)</td>
<td>5 (22.7)</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>10 (45.5)</td>
<td>11 (50.0)</td>
<td></td>
</tr>
<tr>
<td>IIIA</td>
<td>5 (22.7)</td>
<td>6 (27.3)</td>
<td></td>
</tr>
<tr>
<td>Chemotherapy cycles, n (%)</td>
<td></td>
<td></td>
<td>.44</td>
</tr>
<tr>
<td>4</td>
<td>5 (22.7)</td>
<td>2 (9.1)</td>
<td></td>
</tr>
<tr>
<td>5-7</td>
<td>5 (22.7)</td>
<td>7 (31.8)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>12 (54.5)</td>
<td>13 (59.1)</td>
<td></td>
</tr>
<tr>
<td>Type of surgery, n (%)</td>
<td></td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td>None</td>
<td>10 (45.5)</td>
<td>8 (36.4)</td>
<td></td>
</tr>
<tr>
<td>Lumpectomy</td>
<td>3 (13.6)</td>
<td>7 (31.8)</td>
<td></td>
</tr>
<tr>
<td>Quadrantectomy</td>
<td>5 (22.7)</td>
<td>5 (22.7)</td>
<td></td>
</tr>
<tr>
<td>Mastectomy</td>
<td>4 (18.2)</td>
<td>2 (9.1)</td>
<td></td>
</tr>
<tr>
<td>Menopausal status, n (%)</td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Premenopausal</td>
<td>11 (50.0)</td>
<td>15 (68.2)</td>
<td></td>
</tr>
<tr>
<td>Postmenopausal</td>
<td>11 (50.0)</td>
<td>7 (31.8)</td>
<td></td>
</tr>
<tr>
<td>International Physical Activity Questionnaire score, n (%)</td>
<td></td>
<td></td>
<td>.89</td>
</tr>
<tr>
<td>Low (&lt;500 MET(^b)-min/week)</td>
<td>6 (28.6)</td>
<td>7 (31.8)</td>
<td></td>
</tr>
<tr>
<td>Moderate (500-4499 MET-min/week)</td>
<td>11 (52.4)</td>
<td>12 (54.5)</td>
<td></td>
</tr>
<tr>
<td>High (≥4500 MET-min/week)</td>
<td>4 (19.0)</td>
<td>3 (13.6)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)P values for intergroup comparisons using Student t test or Chi-square test, as appropriate.

\(^b\)MET: metabolic equivalent of task.

**Effects of the e-CuidateChemo Intervention on Functional Capacity**

Significant interaction effects were found for both 6MWT \((F_{1,37}=6.51; P=.015)\) and the percentage of 6MWT prediction \((F_{1,37}=6.44; P=.015)\). We found a significant difference in favor of the intervention group for the walked distance and the 6MWT predicted percentage (both \(P=.015\)), with distance and percentage increasing in the intervention group but decreasing in the control group. After the intervention, the effect size values were large for both 6MWT \((d=0.83; 95\% \text{ CI} \text{ -32.23 to 33.91})\) and 6MWT predicted percentage \((d=0.83; 95\% \text{ CI} \text{ -4.96 to 6.63}; \text{ Table 3})\). We found no changes in the results after inclusion of the covariates.
Table 3. Within-group and between-group effects for physical outcomes at baseline and after the 8-week intervention. Data are shown as mean (SD) and 95% CI for the mean at the baseline and after the 8-week intervention and as the mean difference and 95% CI for the differences for within- and between-group effects.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>e-CuidateChemo group (n=19)</th>
<th>Control group (n=20)</th>
<th>Between-group effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Functional capacity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-minute walk test (m)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>421.38 (176.53); 36.30-506.47</td>
<td>480.13 (134.98); 416.96-543.30</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>483.46 (149.37); 411.46-555.45</td>
<td>453.79 (99.98); 406.99-500.59</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>62.07 (130.09); −0.63 to 124.77</td>
<td>−26.34 (82.21); −64.81 to 12.13</td>
<td>−88.41; −158.64 to −18.18&lt;sup&gt;b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td>6-minute walk test % predicted (m)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>74.52 (27.32); 61.35-87.69</td>
<td>85.23 (23.29); 74.32-96.13</td>
<td>N/A</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>85.34 (20.33); 75.54-95.14</td>
<td>80.62 (16.33); 72.98-88.27</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>10.81 (22.69); −0.11 to 21.75</td>
<td>−4.60 (14.58); −11.42 to 2.21</td>
<td>−15.42; −27.73 to −3.11&lt;sup&gt;b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Strength</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abdominal strength (s)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>29.01 (27.29); 15.85-42.16</td>
<td>48.60 (46.07); 27.04-70.16</td>
<td>N/A</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>53.94 (39.03); 35.13-72.76</td>
<td>30.01 (17.90); 21.63-38.39</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>24.93 (26.83); 12.00-37.87</td>
<td>−18.59 (38.69); −36.69 to −0.48</td>
<td>−43.74; −64.88 to −22.60&lt;sup&gt;c,d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Lower-body strength (s)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>24.30 (4.53); 22.11-26.49</td>
<td>23.23 (3.54); 21.57-24.89</td>
<td>N/A</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>21.47 (3.58); 19.74-23.20</td>
<td>24.50 (4.32); 22.48-26.52</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>−2.82 (3.75); −4.63 to −1.01</td>
<td>1.26 (2.84); −0.06 to 2.60</td>
<td>4.11; 2.01-6.21&lt;sup&gt;c,d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Back strength (kg)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>41.05 (15.06); 33.79-48.31</td>
<td>39.27 (15.14); 32.18-46.36</td>
<td>N/A</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>53.50 (16.01); 45.78-61.22</td>
<td>40.66 (13.88); 34.16-47.16</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>12.45 (10.20); 7.53-17.37</td>
<td>1.39 (10.72); −3.62 to 6.41</td>
<td>−10.59; −17.27 to −3.90&lt;sup&gt;b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Handgrip strength - affected side (kg)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>23.41 (6.62); 20.21-26.60</td>
<td>23.76 (3.77); 22.00-25.53</td>
<td>N/A</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>25.45 (5.94); 22.58-28.32</td>
<td>25.08 (4.46); 22.99-27.16</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>2.04 (2.75); 0.71-3.36</td>
<td>1.31 (3.70); −0.42 to 3.04</td>
<td>−0.79; −2.86 to 1.27</td>
</tr>
<tr>
<td>Handgrip strength - nonaffected side (kg)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>24.03 (5.01); 21.61-26.44</td>
<td>24.72 (4.42); 22.65-26.79</td>
<td>N/A</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>24.74 (5.00); 22.32-27.15</td>
<td>24.70 (4.33); 22.67-26.73</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>0.71 (1.82); −0.16 to 1.59</td>
<td>−0.01 (2.19); −1.04 to 1.01</td>
<td>−0.78; −2.07 to 0.49</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

<sup>b</sup>P<.05 (significant between-group effect).

<sup>c</sup>Large effect size: Cohen d>0.8.

<sup>d</sup>P<.001 (significant between-group effect).

Table 4 shows the differences between patients with a normal physical activity capacity and those with an impaired physical activity capacity after the intervention. There was an increase in the number of participants recovering the normal exercise capacity in the e-CuidateChemo group (45.5% to 78.9%, pre-postintervention) compared to the decrease in the control group (73.3% to 65%). Statistical analysis revealed significant changes between the two groups (P=.02).
Table 4. Baseline, postintervention, and change in physical exercise capacity. Data are shown as frequencies (percentages) for baseline and postintervention and as frequency differences for change (including loss to follow-up).

<table>
<thead>
<tr>
<th>Time point</th>
<th>e-CuidateChemo group</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal physical exercise capacity</td>
<td>Impaired physical exercise capacity</td>
</tr>
<tr>
<td>Baseline, n (%)</td>
<td>10 (45.5)</td>
<td>12 (54.5)</td>
</tr>
<tr>
<td>Postintervention, n (%)</td>
<td>15 (78.9)</td>
<td>4 (21.1)</td>
</tr>
<tr>
<td>Change, n</td>
<td>5</td>
<td>–8</td>
</tr>
</tbody>
</table>

*Impaired to normal physical exercise capacity.

Effects of the e-CuidateChemo Intervention on Muscle Strength

The ANCOVA revealed significant interaction effects for abdominal strength ($F_{1,38}=17.55; \ P < .001$) and back strength ($F_{1,38}=10.28; \ P = .003$). The e-CuidateChemo group showed an increase in abdominal and back strength (both $P < .001$) after the intervention compared with the control group, which led to a decrease in abdominal strength and back strength at the baseline (Table 3). We also obtained a significant interaction effect for lower-body strength ($F_{1,38}=15.74; \ P < .001$). In this case, the e-CuidateChemo group showed an improvement in their lower-body strength after the intervention ($P < .001$), while the control group showed similar results at the baseline (Table 3). The intergroup effect size was large for all variables, namely, abdominal strength ($d=1.33; \ 95\% \ CI \ -8.88 \ to \ 11.55$), lower-body strength ($d=-1.26; \ 95\% \ CI \ -2.27 \ to \ -0.251$), and back strength ($d=1.08; \ 95\% \ CI \ -2.11 \ to \ 4.28$). The inclusion of the covariates did not change the results of any of the variables. Regarding the other strength-related measures, handgrip strength for the affected and nonaffected sides did not reveal significant interaction effects ($F_{1,38}=0.60; \ P = .44$ and $F_{1,38}=1.54; \ P = .22$, respectively).

Effects of the e-CuidateChemo Intervention on Anthropometric Parameters and Body Composition

The repeated-measure ANCOVA analyses did not show any significant interaction effects for any of the variables, namely, waist and hip circumferences, weight, body fat, lean mass, and body mass index (Table 5).
Table 5. Within-group and between-group effects for anthropometric and body composition variables at the baseline and after 8-week intervention. Data are shown as mean (SD) and 95% CI for the mean at baseline and 8-week intervention and as mean differences and 95% CI for the differences for within- and between-group effects.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>e-CuidateChemo group (n=19)</th>
<th>Control group (n=20)</th>
<th>Between-groups effects</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Waist circumference (cm)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>85.20 (11.66); 79.81-90.74</td>
<td>86.10 (8.70); 82.02-90.17</td>
<td>N/A</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>86.01 (11.07); 80.83-91.19</td>
<td>86.28 (10.88); 81.19-91.37</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>0.73 (3.41); -0.86 to 2.33</td>
<td>0.18 (3.47); -1.43 to 1.80</td>
<td>-0.55; -2.75 to 1.65</td>
</tr>
<tr>
<td><strong>Hip circumference (cm)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>101.58 (9.59); 97.08-106.07</td>
<td>103.82 (8.74); 99.72-107.91</td>
<td>N/A</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>102.72 (8.60); 98.69-106.75</td>
<td>103.50 (9.59); 99.01-107.99</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>1.14 (3.20); -0.35 to 2.64</td>
<td>-0.31 (1.88); -1.19 to 0.56</td>
<td>-1.46; -3.14 to 0.22</td>
</tr>
<tr>
<td><strong>Weight (kg)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>66.46 (12.29); 60.70-72.21</td>
<td>67.82 (10.47); 62.91 to 72.72</td>
<td>N/A</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>67.35 (11.27); 62.07-72.62</td>
<td>68.20 (11.71); 62.72 to 73.68</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>0.89 (2.89); -0.46 to 2.24</td>
<td>0.38 (2.57); -0.82 to 1.59</td>
<td>-0.50; -2.26 to 1.25</td>
</tr>
<tr>
<td><strong>Body fat (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>32.90 (9.60); 28.41-37.39</td>
<td>35.01 (7.32); 31.57-38.43</td>
<td>N/A</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>33.41 (9.01); 29.19-37.63</td>
<td>33.13 (6.69); 29.99-36.26</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>0.51 (2.17); -0.50 to 1.52</td>
<td>-1.87 (7.04); -5.17 to 1.42</td>
<td>-2.38; -5.72 to 0.95</td>
</tr>
<tr>
<td><strong>Lean mass (kg)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>23.84 (2.61); 22.61-25.06</td>
<td>23.76 (3.15); 22.28-25.23</td>
<td>N/A</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>23.93 (2.75); 22.64-25.22</td>
<td>23.93 (3.32); 22.37-25.48</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>0.09 (1.05); -0.39 to 0.58</td>
<td>0.17 (1.05); -0.32 to 0.66</td>
<td>0.07; -0.59 to 0.74</td>
</tr>
<tr>
<td><strong>Body mass index (kg/m(^2))</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>26.31 (4.97); 23.98-28.63</td>
<td>26.79 (3.79); 25.01-28.56</td>
<td>N/A</td>
</tr>
<tr>
<td>8-week intervention</td>
<td>26.64 (4.58); 24.49-28.78</td>
<td>26.89 (4.32); 24.87-28.91</td>
<td>N/A</td>
</tr>
<tr>
<td>Within-group effect - baseline to 8 weeks</td>
<td>0.33 (1.09); -0.18 to 0.84</td>
<td>0.10 (1.02); -0.37 to 0.58</td>
<td>-0.22; -0.90 to 0.45</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

**Discussion**

The results of this RCT show that a Web-based exercise program is effective in reversing the detriment in functional capacity and strength, which reflects a physical deterioration normally experienced by patients with breast cancer who are undergoing chemotherapy. Having an adequate physical condition during chemotherapy improves the health state of the patients [37-40], reduces side effects, allows modulations of the response to chemotherapy [41], and can even decrease the size of tumors [42]. Therefore, the findings of this RCT provide evidence about an adequate support for patients with breast cancer during chemotherapy.

This therapeutic program involved an improvement, with significant differences in the walked distance of the 6MWT in the e-CuidateChemo group as compared to the control group. The e-CuidateChemo group had a large effect size, showing its effectiveness despite the low intensities and volumes of aerobic exercises (up to a maximum of 30 min at 60% of the maximum heart rate). This increase experienced by the e-CuidateChemo group in the walked distance is above the smaller change considered clinically relevant in cancer patients (43.1 m) [43,44]. In our previous randomized trial with breast cancer survivors [17], a moderate-intensity Web-based exercise program showed an improvement of 104.84 m after 8 weeks. However, the program involved more specific training tailored to improve cardiorespiratory fitness (the American College of Sports Medicine) and the participants had finished a medical treatment. Other previous randomized studies on face-to-face exercise programs also found improvements with aerobic fitness, but all of them involved more specific and intense aerobic exercise programs [45]. The current evidence seems to indicate a higher gain of physical fitness with moderate- or high-intensity exercise programs [46]. A Web-based support system could be useful for encouraging patients to avoid the barriers of exercise [47]. It is also important to emphasize the presence of a significant difference between groups in terms of the 6MWT percentage predicted, which may also be used to identify the decrease in
the exercise capacity [30]. We found an increase of 10.8% in the e-CuidateChemo group (with an average change between 74.5% and 85.3%) and a decrease in the control group (change from 85.2% to 80.6%). Within the e-CuidateChemo group, 33.4% of patients with breast cancer reached a normal exercise capacity. In contrast, 12.3% of participants in the control group reduced their physical exercise capacity after 8 weeks. These results were slightly lower than those reported in more specific previous studies [17,45]; in contrast, the results of van Waart and colleagues [11] confirm that low-level physical exercise can help minimize the decline in cardiorespiratory fitness. This fact is very important. Evidence shows that the improvement of cardiorespiratory fitness could help offset the medical treatment–related side effects such as heart damage [48,49]. In addition, it could modulate the response to chemotherapy [41]. Therefore, these data justify the need to integrate such an intervention in the care routine of patients with breast cancer during their treatments.

The Web-based exercise program also achieved an improvement in almost all estimations of muscle strength. The results showed significant differences in abdominal, lower-body, and back strength, with a difference of 43.74 s, 4.11 s, and 10.59 kg, respectively, between both groups. We also found an improvement of 85.9% (abdominal strength), 11.6% (lower-body strength), and 29.74% (back strength) in the e-CuidateChemo group compared with the control group (deterioration of 38.2% and 5.4% and an improvement of only 3.53%, respectively). Thus, the e-CuidateChemo program was successful in limiting the loss of strength of the musculature, which is essential for the development of daily activities, given its relation to the ability to move. These results are of vital importance, since chemotherapy induces wasting, weakness, and muscle fatigue [50], which could be reflected in the loss of strength or a minor improvement seen in the control group. Adams and collaborators [51] showed a reversion of sarcopenia with a moderate-resistance training program (between 60% and 70% of the maximum repetition) and a clinical improvement in the quality of life in patients with breast cancer during chemotherapy. Surprisingly, our program only has five basic resistance exercises of low intensity (ratings of 10-13 on the Borg scale), and these are sufficient to avoid the loss of strength and even improve it.

We did not find significant differences between groups in our handgrip strength or lumbar strength results. The constant use of these muscle in daily activities may have maintained this muscle in both groups. Furthermore, few exercises of these area (Table 1 and Textbox 1) were included in our training routine.

The analysis of our results related to anthropometric parameters and body composition showed a maintenance of these values, following the same trend in the control group. Kim and collaborators found a significant reduction of weight, body mass index, and body fat with a moderate-to-high intensity program based on walking during 12 weeks (5 consecutive days) [52]. However, our Web-based program was not tailored to improve these variables. Avoiding poor values related to these variable could be addressed in future studies, given their influence in lower physical conditions [53], chemotherapy toxicities [10,54], recurrence, or mortality [55,56] in patients with breast cancer.

The main strength of this work is that this is the first study, to our knowledge, that has tested the effectiveness of a low-intensity exercise program based on a Web-based system, to improve physical fitness, anthropometric parameters, and body composition in patients with breast cancer undergoing chemotherapy. Therefore, this study contributes to the current knowledge in this field. The e-CuidateChemo system could be an optimal alternative to support patients with breast cancer, preventing some of the barriers related to their participation in physical exercise programs and saving costs as compared to the high cost of face-to-face programs [15]. Nevertheless, some limitations should be noted. The use of a treadmill to develop the 6MWT is questionable due to a possible overestimation, despite the improvement in terms of percentages predicted in the walked distance. These results should be considered with prudence. Finally, a more extended study throughout the chemotherapy treatment could have produced different results. Thus, further studies are needed to improve the knowledge in this field and to examine whether the observed benefits continue after a long follow-up period.

In conclusion, this low-intensity Web-based exercise program is effective in reversing the detriment of the functional capacity and strength in patients with breast cancer undergoing chemotherapy. The e-CuidateChemo system could be an excellent option to limit the physical deterioration of patients with breast cancer undergoing chemotherapy, because it could prevent the known barriers to practice of physical exercise during chemotherapy [8].
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Abstract

Background: In online medical consulting platforms, physicians can get both economic and social returns by offering online medical services, such as answering questions or sharing health care knowledge with patients. Physicians’ online prosocial behavior could bring many benefits to the health care industry. Monetary incentives could encourage physicians to engage more in online medical communities. However, little research has studied the impact of monetary incentives on physician prosocial behavior and the heterogeneity of this effect.

Objective: This study aims to explore the effects of monetary incentives on physician prosocial behavior and investigate the moderation effects of self-recognition and recognition from others of physician competence.

Methods: This study was a fixed-effect specification-regression model based on a difference-in-differences design with robust standard errors clustered at the physician level using monthly panel data. It included 26,543 physicians in 3851 hospitals over 133 months (November 2006-December 2017) from a leading online health care platform in China. We used the pricing strategy of physicians and satisfaction levels to measure their own and patients’ degree of recognition, respectively. Physicians’ prosocial behavior was measured by free services offered.

Results: The introduction of monetary incentives had a positive effect on physician prosocial behavior ($\beta=1.057$, $P<.01$). Higher self-recognition and others’ recognition level of physician competence increased this promotion effect ($\gamma=0.275$, $P<.01$ and $\gamma=0.325$, $P<.01$).

Conclusions: This study explored the positive effect of the introduction of monetary incentives on physician prosocial behavior. We found this effect was enhanced for physicians with a high level of self-recognition and others’ recognition of their competence. We provide evidence of the effect of monetary incentives on physicians’ prosocial behaviors in the telemedicine markets and insight for relevant stakeholders into how to design an effective incentive mechanism to improve physicians’ prosocial engagements.

(J Med Internet Res 2019;21(7):e14685) doi:10.2196/14685
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Introduction

Online medical service platforms are growing rapidly. They have been viewed as an important supplement for the offline health care industry through medical resource allocation and physician-patient interaction [1]. Online medical consultation services comprise a novel channel through which physicians can offer more intense interactions to patients at lower costs [2,3]. On online health care platforms, physicians answer medical questions and share health care knowledge with patients in their spare time. Meanwhile, physicians can get both...
economic and social returns by offering their medical services, such as answering questions and sharing health care knowledge [4]. Therefore, if the patients live in remote areas far from a hospital or they need to go to the hospital, the online health care service can provide a more convenient and easy approach for patients to access health services. Online medical interactions, including both paid and free services, could promote increased respect and trust [5,6]. Physicians can build their personal reputation and receive recognition for providing free online medical consulting services [7]. This type of online prosocial behavior not only benefits physicians in a nonprofit way, such as through social returns, but also patients who express their health concerns online [2]. Therefore, online health care services extend traditional offline health services and satisfies the unfulfilled medical demands that offline health care fails to accomplish.

There are still many challenges in the development of the online health care industry. First, choosing an appropriate physician is critical for online patients [8]. However, because of information asymmetry and lack of professional health care knowledge, it is difficult for patients to ascertain a physician’s competency and service quality based on limited information and knowledge [9]. A physician’s online prosocial behavior could provide such information to help patients in the telemedicine market. Second, although physician online prosocial behavior is an indispensable resource for the development of telemedicine markets [4], participating in and contributing to the online medical marketplace is burdensome for physicians due to their heavy offline workloads. Thus, both patients and physicians encounter difficulties in participating in the online medical marketplace. Understanding how to enable physicians to make more online prosocial contributions has become a managerial agenda for telemedicine practitioners.

The introduction of monetary incentives may influence physicians’ prosocial behaviors through self-determination and image concerns [10]. Monetary incentives are increasingly adopted as a method of improving individual performance in many research domains [11-15]. Patients who are satisfied with a physician’s online service can pay a service fee to the physician. This monetary incentive can improve the reliability of service [6]. Moreover, this type of incentive can bring both reputational and monetary rewards for physicians, motivate their online contributions, and enhance their service quality. Therefore, introducing monetary incentives might have a positive effect on physician prosocial behavior in the telemedicine market.

Although physician online prosocial behavior has significance for online patients and society, there has been little research to explore it deeply. First, research on physician online prosocial behavior in telemedicine markets is scant. Previous research has been in a wide range of disciplines, such as economics [16] and marketing [17], but it has neglected the existence of the emerging telemedicine context. Second, although there has been extensive research exploring various factors for prosocial behavior—including situational factors, bystander effects [18], and individual factors such as cognitive capacities [19]—little research has investigated the impact of monetary incentives on physician online prosocial behavior. Furthermore, exploration on the effect of monetary incentives on physician behavior can give us a better understanding on the development of the online health care market. Physicians provide consultation services, knowledge, and information to help patients understand their diseases and obtain treatment, which can promote the development of telemedicine markets. Hence, it is important to investigate the role of monetary incentives on physicians’ online prosocial contributions. To fill these research gaps, the main research questions leading this study are can monetary incentives improve physicians’ prosocial behaviors in online medical consulting platforms and does this effect differ in the extent of physicians’ self-recognition and patients’ recognition?

**Methods**

**Research Hypotheses**

Our study investigated the impact of monetary incentives on physicians’ prosocial behaviors based on self-determination and image concerns theories [10].

Self-determination theory details intrinsic motivation and extrinsic motivation [10]. Intrinsic motivation means that one is motivated by one’s interest in an activity and inherent satisfaction, and extrinsic motivation refers to one’s behavior initiated and maintained by contingencies external to the person, such as tangible rewards and intangible rewards. Image concerns refer to an individual’s concerns with the perceptions of others. If individuals desire to be liked and respected by others, they would try to adjust their behaviors to signal good traits [12,16].

Generally, prosocial behavior is defined as a contributors’ actions that benefit other people or society [20]. Although evidence indicates that intrinsic motivation and extrinsic motivation have separate effects on prosocial behavior [15], they also interact with each other [21,22], especially when monetary incentives are introduced [11,23-25]. In particular, the motivation crowding-out theory shows that monetary incentives may have a negative effect on prosocial behavior by underlying intrinsic motivation [16]. Moreover, monetary incentives also induce extrinsic motivation and bring image concerns, according to previous studies [12,16,26]. In particular, if contributors receive extrinsic rewards for prosocial behaviors, they are suspected of acting prosocially primarily for financial reward rather than out of intrinsic motivation, such as pure altruism or concern for others’ well-being. The presence of extrinsic incentives spoils the presentation of a prosocial image and creates doubts regarding the contributors’ good deeds.

When making decisions, physicians would predict the outcomes of choosing different actions and may seek to draw lessons from consequences suffered both by themselves and others [27]. To avoid putting themselves in situations of image concern [28-30] or social pressure [31,32], they will care more about appearing prosocial to themselves. If individuals are looking to keep their good image and social approval, they would choose to engage in prosocial activities and contribute more prosocial behaviors after accepting extrinsic rewards. Usually, image concerns may be more dominant than crowding-out effects in social interaction settings.
In telemedicine markets, patients usually communicate with physicians to obtain medical advice and professional treatment, and physicians contribute free feedback to patients to promote their online presence and image [6,33]. Recently, a new type of service feedback has been applied to the telemedicine platforms—paid feedback. Patients may pay service fees to the physicians to encourage them to engage in online medical feedback. However, concentrating on paid feedback means that physicians’ online medical services may be just for monetary reward, thereby spoiling the signal of a prosocial image because free feedback indicates more about physicians’ prosocial tendencies. Therefore, after accepting monetary incentives, physicians would contribute more free feedback and increase their prosocial behaviors to display private preferences for others’ well-being and to avoid looking selfish and greedy. Thus, we hypothesized that the introduction of monetary incentives will improve physicians’ prosocial behaviors (hypothesis 1). However, the introduction of monetary incentives may not be equally important for all physicians and may differ by the extent of basic psychological needs.

Self-determination theory proposes that human beings have basic psychological needs for autonomy, competence, and relatedness, and that satisfaction of these basic psychological needs provides the nutrients for intrinsic motivation and internalization of extrinsic motivation [10]. Therefore, work climates that support the satisfaction of these needs will promote a person’s enjoyment of activities (intrinsic motivation) and the autonomous self-regulation of behaviors (internalization of extrinsic motivation) [34]. Human behaviors can be characterized and determined in terms of the degree of intrinsic motivation and extrinsic motivation [35]. Intrinsic motivation will facilitate good work outcomes, such as effective performance and positive work-related attitudes. Gagné [36] showed that satisfaction of needs will orient people toward paying more attention to others, thus making them more likely to engage in prosocial behaviors.

Toubia and Stephen [30] suggest that competence should encompass the sense of self-worth and social acceptance based on a user’s activities on online platforms. In other words, competence is evaluated by oneself and others. Therefore, satisfaction of competence is based on self-recognition and others’ recognition of a user’s ability and performance. In telemedicine markets, physicians offer online medical consulting services to help patients understand their diseases and get treatment. The competence satisfaction of physicians is determined by their feelings of competence to master online feedback and provide professional treatment, and patient recognition of their past work performance [9]. According to self-determination theory, physicians’ prosocial behavior may vary with the level of satisfaction of basic psychological needs (eg, competence satisfaction). Physicians have higher satisfaction in their competence if they obtain higher self-recognition and recognition from others of their competence. Therefore, they are more likely to pay attention to others, thereby contributing free feedback and behaving prosocially. Based on this, we hypothesized the following: the extent of online self-recognition of physicians’ competence strengthens the effect of monetary incentives on their prosocial behaviors (hypothesis 2) and the extent of online others’ recognition of physicians’ competence strengthens the effect of monetary incentives on their prosocial behaviors (hypothesis 3). Our research framework is shown in Figure 1.

**Research Design**

The variance in the timing of monetary incentive appearance across physicians provides a unique quasi-experimental opportunity to estimate its influence on physician’s online prosocial behavior. With the entry of monetary incentives in a particular month as the treatment, physicians who had at least one entry were the treatment group (ie, physicians with incentive), and those without any entry were the control group (ie, physicians without incentive). We used a difference-in-differences (DID) approach to represent the quasi-experiment [37]. In our DID design, the first difference was between treated physicians and control physicians, and the second difference was between the periods before and after incentive. The double differencing eliminated the potential biases that may come from inherent trends in the prosocial behaviors of physicians.

**Figure 1.** Research framework of the impact of introducing monetary incentives on physician online prosocial behavior.
Data and Variables
This study collected data from a leading online health care platform called Haodf in China. The functions of the platform include online medical consultation, appointment referral, medical information inquiries, knowledge sharing of medical science, physician recommendations, and so forth. In addition, this platform offers a unique institutional setting to separate free and paid consultations. We identified a paid consultation service as a significant sign of payment as shown in Figure 2. In a free consultation, patients received slow and limited responses from physicians; in a paid consultation, patients communicated immediately with physicians. We selected 26,543 physicians in 3851 hospitals who had provided paid consultation services as the target sample. We developed a crawler to collect the historical data of physicians from November 2006 to December 2017 (133 months) and their attributed data on January 2018 from Haodf. The definitions and statistical descriptions of major variables are shown in Table 1. Additionally, Table 2 presents the correlations of the main variables in the research model, which indicates that there was no significant multicollinearity among the independent variables.

Dependent Variables and Independent Variables
Physicians’ prosocial behaviors were the free consulting services offered by physicians in an online health care community, measured by the logged volume of free answers in a given month as the dependent variable. The introduction of online monetary incentives was the key independent variable of interest in our estimation.

Moderators and Control Variables
To explore the heterogeneous effects of monetary incentives on physicians’ prosocial behavior, we introduced two streams of moderators, including high price and high rated. High price indicated the extent of physicians’ self-recognition measured by the pricing strategy of consulting established by physicians. High rated was the extent of others’ recognition of a physician measured by the online rating posted by patients. Several control variables were considered to ensure the model robustness: examples include patient votes, letters of thanks, affiliated hospital level, and professional title.

Research Model
For a physician \(i\) in month \(t\), we modeled the entry effect of monetary incentives as follows:

\[
Y_{it} = \beta (\text{monetary incentive})_{it} + \gamma (\text{monetary incentive})_{it} \times Z_{it} + \mu_i + v_t + \varepsilon_{it}
\]

where \(Y\) is the logarithm of monthly free consulting services (prosocial behavior). The monetary incentive dummy variable indicates whether physician \(i\) has experienced at least one monetary incentive. \(Z\) is a vector of moderators, including high price and high rated. We account for the unobserved heterogeneity across physician and temporal trends that may be correlated with both monetary incentives and the prosocial behaviors of physicians; \(\mu\) represents the physician-level fixed effects to account for time-invariant characteristics of physicians, \(v\) is a vector consisting of both month trends and year-month fixed effects to control for temporal trends or shocks that apply to the online medical market, and \(\varepsilon\) is an idiosyncratic error term. The treatment effect and moderating effects are identified by the coefficient \(\beta\) and the vector of coefficients \(\gamma\), respectively. We clustered robust standard errors at the physician level to account for the potential correlation in the standard errors within physicians [38,39].

**Figure 2.** Description of the paid consultation services.
Table 1. Definitions and summary statistics of variables (N=777,110).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prosocial behavior</td>
<td>Logged number of free services offered by a physician in a given month</td>
<td>1.600 (1.958)</td>
<td>0-10.788</td>
</tr>
<tr>
<td><strong>Independent variable</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monetary incentive</td>
<td>Dummy variable indicating whether a physician started receiving actual</td>
<td>0.307 (0.461)</td>
<td>0-1.000</td>
</tr>
<tr>
<td></td>
<td>monthly income in a given month</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Moderators</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High price*</td>
<td>Dummy variable indicating whether the consulting price is high for a</td>
<td>0.279 (0.449)</td>
<td>0-1</td>
</tr>
<tr>
<td></td>
<td>physician in online medical consulting platform</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High rated*</td>
<td>Dummy variable indicating whether a physician is high rated by the</td>
<td>0.451 (0.498)</td>
<td>0-1</td>
</tr>
<tr>
<td></td>
<td>users in online medical consulting platform</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient votes</td>
<td>Logged number of votes showing praise given by patients to a physician</td>
<td>2.815 (1.479)</td>
<td>0-7.720</td>
</tr>
<tr>
<td>Letters of thanks</td>
<td>Logged number of letters of thanks that a physician received in a given</td>
<td>0.162 (0.471)</td>
<td>0-5.273</td>
</tr>
<tr>
<td></td>
<td>month</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High hospital level*</td>
<td>Dummy variable indicating whether a hospital is designated by the</td>
<td>0.765 (0.424)</td>
<td>0-1</td>
</tr>
<tr>
<td></td>
<td>Chinese government as a “third-level grade-A” level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professional title</td>
<td>Official clinic title certified by the national agency with uniform</td>
<td>3.073 (0.886)</td>
<td>1-4</td>
</tr>
<tr>
<td></td>
<td>standards; Four stages exist for clinic titles: archiater (4), associate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>archiater (3), chief physician (2), resident physician (1), and none (0).</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*High price, high rated, and high hospital level are split by their mean values.

Table 2. Statistical analysis of pairwise correlation of variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Prosocial behavior</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Monetary incentive</td>
<td>.461*</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Votes</td>
<td>.407*</td>
<td>.215*</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Letters</td>
<td>.497*</td>
<td>.34*</td>
<td>.353*</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. High price</td>
<td>.195*</td>
<td>.106*</td>
<td>.446*</td>
<td>.175*</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Title</td>
<td>.035*</td>
<td>-.048*</td>
<td>.371*</td>
<td>.022*</td>
<td>.229*</td>
<td>—</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. High rated</td>
<td>.214*</td>
<td>.127*</td>
<td>.603*</td>
<td>.222*</td>
<td>.350*</td>
<td>.246*</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>8. Hospital level</td>
<td>.010*</td>
<td>.016*</td>
<td>.168*</td>
<td>.037*</td>
<td>.108*</td>
<td>.100*</td>
<td>.207*</td>
<td>—</td>
</tr>
</tbody>
</table>

*P <.01.

Results

Model-Free Evidence

We compared the intensity of physicians’ online prosocial behaviors before and after the introduction of monetary incentives. To illustrate the moderation effects of high price and high rated, we generated a set of plots using the physicians in our data who had experienced monetary incentives (ie, treatment physicians). Figure 3 shows changes in the physicians’ online prosocial behavior after the introduction of monetary incentives by the level of physicians’ pricing strategy and online rating. The y-axis is the logged volume of free services offered by physicians. The amount of online prosocial behavior for both high self-recognition (high price) and low self-recognition (low price) physicians increased after the introduction of monetary incentives; the increase for high self-recognition physicians was much higher than for low self-recognition physicians. Similarly, the online prosocial behavior volume increased more for high-rated physicians than low-rated physicians. These patterns are consistent with the monetary incentive effects predicted in our three hypotheses and provide preliminary support to these hypotheses.
Model Estimation
We report the estimated effects of monetary incentives on physicians’ online prosocial behavior in Table 3. First, we employed the ordinary least squares and the fixed-effects specifications to estimate the main effect of monetary incentives. Both specifications showed consistent results: the introduction of monetary incentives led to a significant increase in physicians’ online prosocial behaviors, supporting hypothesis 1. Monetary incentives increased physicians’ concerns about their prosocial self-image; they wanted to make more prosocial contributions to strengthen their online images. If the online image-strengthening effect held, there should be a stronger effect of introductory monetary incentives for physicians with high levels of self-recognition and others’ recognition. Estimates with self-recognition and others recognition confirm our conjecture; therefore, hypotheses 2 and 3 are supported. The online image-strengthening effect provided by introductory monetary incentives worked better, especially for physicians with high image demands. The combined model also affirmed our hypotheses.

Robustness Check
Although we controlled a set of observable attributes along with the physicians’ and time-fixed effects, a potential problem with our DID design was that physicians are different. A particular concern was that physicians who enrolled later may have been attracted by the introductory incentive policy, or there was a different trend that caused a selection bias in our estimation. To check the robustness of our research model, we used matching methods to select similar physicians from our control and treatment groups to replicate the main analyses shown in Table 4 [40,41]. Specifically, we used the physicians’ personal characteristics (ie, seniority, hospital ranking, and registration date) and contribution characteristics (ie, gifts and letters of thanks received, total patients replied) to match the physicians. Finally, there were 5131 physicians matched by a caliper match (a caliper of 0.001). Table 4 presents the estimated results of the robustness check, which confirmed our findings of monetary incentives on physicians’ online prosocial behavior. Therefore, the results of the robustness check are consistent with the results of the main model.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Prosocial behavior</th>
<th>Ordinary least squares</th>
<th>Fixed effects</th>
<th>Self-recognition</th>
<th>Recognition from others</th>
<th>Combined model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monetary incentive</td>
<td></td>
<td>1.498(^b) (0.019)</td>
<td>1.057(^b) (0.019)</td>
<td>0.959(^b) (0.022)</td>
<td>0.876(^b) (0.026)</td>
<td>0.842(^b) (0.026)</td>
</tr>
<tr>
<td>Monetary incentive × high price</td>
<td></td>
<td></td>
<td></td>
<td>0.275(^b) (0.037)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monetary incentive × high rated</td>
<td></td>
<td></td>
<td></td>
<td>0.325(^b) (0.034)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Letters</td>
<td></td>
<td>1.259(^b) (0.011)</td>
<td>1.167(^b) (0.011)</td>
<td>1.152(^b) (0.011)</td>
<td>1.143(^b) (0.011)</td>
<td>1.137(^b) (0.011)</td>
</tr>
<tr>
<td>Votes</td>
<td></td>
<td>0.345(^b) (0.008)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High price</td>
<td></td>
<td>0.071(^b) (0.023)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Title</td>
<td></td>
<td>-0.120(^b) (0.009)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High rated</td>
<td></td>
<td>-0.167(^b) (0.021)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High hospital level</td>
<td></td>
<td>-0.190(^b) (0.019)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician fixed effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Month trends</td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Month fixed effects</td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>( R^2 )</td>
<td></td>
<td>.413</td>
<td>.230</td>
<td>.231</td>
<td>.232</td>
<td>.232</td>
</tr>
</tbody>
</table>

\(^a\)Robust standard errors are in parentheses.  
\(^b\)\( P < .01 \).  
\(^c\)Not applicable.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Prosocial behavior</th>
<th>Ordinary least squares</th>
<th>Fixed effects</th>
<th>Self-recognition</th>
<th>Recognition from others</th>
<th>Combined model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monetary incentive</td>
<td></td>
<td>1.622(^b) (0.032)</td>
<td>0.989(^b) (0.029)</td>
<td>0.853(^b) (0.034)</td>
<td>0.767(^b) (0.042)</td>
<td>0.709(^b) (0.042)</td>
</tr>
<tr>
<td>Monetary incentive × high price</td>
<td></td>
<td></td>
<td></td>
<td>0.319(^b) (0.051)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monetary incentive × high rated</td>
<td></td>
<td></td>
<td></td>
<td>0.349(^b) (0.050)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Letters</td>
<td></td>
<td>1.186(^b) (0.016)</td>
<td>1.157(^b) (0.018)</td>
<td>1.132(^b) (0.018)</td>
<td>1.125(^b) (0.018)</td>
<td>1.112(^b) (0.018)</td>
</tr>
<tr>
<td>Votes</td>
<td></td>
<td>0.401(^b) (0.013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High price</td>
<td></td>
<td>0.041 (0.030)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Title</td>
<td></td>
<td>-0.018 (0.021)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High rated</td>
<td></td>
<td>-0.192(^b) (0.029)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High hospital level</td>
<td></td>
<td>-0.101(^b) (0.030)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician fixed effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Month trends</td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Month fixed effects</td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>( R^2 )</td>
<td></td>
<td>.403</td>
<td>.223</td>
<td>.225</td>
<td>.225</td>
<td>.226</td>
</tr>
</tbody>
</table>

\(^a\)Robust standard errors are in parentheses.  
\(^b\)\( P < .01 \).  
\(^c\)Not applicable.
Discussion

Summary of Findings
This study investigated the influence of monetary incentives on physicians’ online prosocial behaviors. Based on self-determination theory, we developed three research hypotheses and established an empirical model based on a DID design. The results of our research model support our hypotheses. Accordingly, this work provides three key findings. First, we found that the introduction of monetary incentives has a positive effect on physicians’ online prosocial behavior (as measured by free services offered). Second, this promotion effect is enhanced by physicians’ self-recognition of their personal medical competence (as measured by higher price setting). Third, the extent of patients’ recognition of physicians’ medical competence (as measured by higher rating) also can strengthen the positive effect of introductory monetary incentives on physicians’ online prosocial behaviors.

Discussion of Research Results
Prosocial behavior refers to any behavior that is beneficial to others and society. Prior studies mainly focus on contribution to charity [12,21], medical treatment in hospital [20], endowment of money [42], volunteerism for the American Red Cross [26], and blood donations [13]. Recently, some researchers investigated a broader range of prosocial behavior types, such as individuals’ knowledge-sharing behavior [43] and content contribution in social media [14,30]. In telemedicine markets, physicians provide free online medical consulting services, which are a type of prosocial behavior through the internet. However, little research has investigated physicians’ prosocial behaviors in telemedicine markets. Our study addressed this gap based on self-determination theory and found a new factor (i.e., introduction of monetary incentives) that significantly affects physicians’ online prosocial behaviors.

Moreover, monetary incentives are often used to encourage contributors to improve their prosocial behaviors [13]. It is one of the key external incentives of prosocial performance. However, several studies have found that monetary incentives may backfire [42,44], and some researchers argue that rewards will introduce image concerns about appearing “greedy” instead of “prosocial” [12,13,16,26]. However, the effect of monetary incentives on prosocial behavior is a joint function of internal psychological processes and environmental factors. In telemedicine markets, online medical feedback is a repeatable behavior, meaning that physicians can contribute more free feedback to maintain and compensate for their prosocial images after accepting monetary rewards. Thus, we find that monetary incentives have a positive effect on the intensity of physicians’ online prosocial behaviors, which provides new evidence against the backfire of monetary incentives in an online health care context.

In addition, the introduction of monetary incentives may not be equally important for all physicians, and their differences should be taken into consideration. According to self-determination theory, the satisfaction of competence makes them more likely to engage in prosocial behaviors. As competence is evaluated by oneself and others, satisfaction of competence is based on self-recognition and others’ recognition of a user’s ability and performance. In particular, if physicians obtain higher self-recognition and recognition from others of their competence, they will have higher satisfaction of competence. Therefore, they will be more likely to contribute free feedback and behave prosocially. Based on the previous discussion, we found that the extent of self-recognition and patients’ recognition on physicians’ competence can strengthen the positive effect of introductory monetary incentives on physicians’ online prosocial behaviors, which gives us a better understanding of the mechanisms behind these behaviors.

Limitations and Future Research
There are several limitations of this study. First, our observations are of only Chinese physicians. The incentive effects may differ in other countries due to cultural differences. Future studies can investigate this issue by leveraging cross-platform datasets. Second, this preliminary study investigates the general effects of incentives on physicians’ online prosocial behaviors. More detailed settings, such as comparing online and offline environments, should be applied in future studies.

Contributions
This study contributes to the literature in several ways. First, to our knowledge, this is the first study to investigate physicians’ prosocial behaviors in the telemedicine context, which adds to both streams of eHealth and prosocial behavior. Although abundant studies have examined prosocial behaviors in offline markets [12,13,26], few have explored it in online markets, especially in the online health care context. In filling this research gap, our research extends the current understanding of online prosocial behavior through the consideration of free online medical consulting services offered by physicians. Second, we enrich the existing literature of factors that affect online prosocial behavior [26,30,32]. This research examined whether and how the introduction of a monetary incentive affects the online prosocial performance of physicians, which extends the current studies on online prosocial performance and related influence factors. The results confirm the effects of introductory monetary incentives on physicians’ online prosocial performances and encourage future studies to consider it as an important perspective when studying online prosocial behavior. Third, this study deepens the literature of online prosocial behavior in specific mechanisms by considering the extent of recognition on physicians’ competence [2,43]. We found that the promotion effect of monetary incentives on physicians’ online prosocial behaviors is enhanced by physicians’ self-recognition, and patients’ recognition of physicians’ medical competence. This study illuminates that offering online prosocial behaviors is an effective way to present real quality information and build reputation for physicians, which is an important insight in the existing literature of both marketing and eHealth. This provides novel insights into the future studies that tend to take specific business processes into account when studying online health care.

This study also offers some practical implications. First, this study indicates an effective approach to increase physicians’ online prosocial behaviors by introducing monetary incentives. This can prompt physicians to improve their allocations of
service. Ultimately, patients benefit more from these extra online prosocial behaviors. Second, our findings will shed light on the facilitating roles of physician traits by testing several practice-oriented variables (price setting and rating value), which provide valuable implications to practitioners. Physicians of different types can take corresponding measures to promote themselves by providing prosocial behaviors in online platforms. Due to the imbalance issue of increasing online medical demands and limited eHealth system resources globally, physicians’ online prosocial behaviors are effective ways to compensate for medical services online and offline.

Conclusions

Our study investigates physicians’ online prosocial behaviors through self-determination theory embedded in an online health care platform. We extend self-determination theory in the online health care context and demonstrate the relationship between incentive mechanisms and the prosocial behaviors of physicians. The preliminary results support our theory-based model. We found that the introduction of monetary incentives has a positive effect on the volume of physicians’ online prosocial behaviors, and the extent of self-recognition and others’ recognition of physicians’ competence can strengthen this promotion effect. This means that physicians with high self-recognition and others’ recognition will make more prosocial contributions in online health care platforms.
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Abstract

Background: Innovative ways of planning and conducting research have emerged recently, based on the concept of collective intelligence. Collective intelligence is defined as shared intelligence emerging when people are mobilized within or outside an organization to work on a specific task that could result in more innovative outcomes than those when individuals work alone. Crowdsourcing is defined as “the act of taking a job traditionally performed by a designated agent and outsourcing it to an undefined, generally large group of people in the form of an open call.”

Objective: This qualitative study aimed to identify the barriers to mobilizing collective intelligence and ways to overcome these barriers and provide good practice advice for planning and conducting collective intelligence projects across different research disciplines.

Methods: We conducted a multinational online open-ended question survey and semistructured audio-recorded interviews with a purposive sample of researchers who had experience in running collective intelligence projects. The questionnaires had an interactive component, enabling respondents to rate and comment on the advice of their fellow respondents. Data were analyzed thematically, drawing on the framework method.

Results: A total of 82 respondents from various research fields participated in the survey (n=65) or interview (n=17). The main barriers identified were the lack of evidence-based guidelines for implementing collective intelligence, complexity in recruiting and engaging the community, and difficulties in disseminating the results of collective intelligence projects. We drew on respondents’ experience to provide tips and good practice advice for governance, planning, and conducting collective intelligence projects. Respondents particularly suggested establishing a diverse coordination team to plan and manage collective intelligence projects and setting up common rules of governance for participants in projects. In project planning, respondents provided advice on identifying research problems that could be answered by collective intelligence and identifying communities of participants. They shared tips on preparing the task and interface and organizing communication activities to recruit and engage participants.

Conclusions: Mobilizing collective intelligence through crowdsourcing is an innovative method to increase research efficiency, although there are several barriers to its implementation. We present good practice advice from researchers with experience of collective intelligence across different disciplines to overcome barriers to mobilizing collective intelligence.

(J Med Internet Res 2019;21(7):e13792) doi:10.2196/13792
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Introduction

Innovative ways of conducting research have emerged recently with promising results. For example, Harvard Medical School organized an ideas competition, which attracted participants from 17 countries who contributed 150 new research ideas for managing type 1 diabetes [1]. In China, a creative competition involving participants from diverse backgrounds such as graphic designers, artists, and students resulted in new interventions to increase the HIV testing rate [2]. These initiatives were based on methods of mobilizing collective intelligence through crowdsourcing [3,4]. Collective intelligence is defined as shared intelligence emerging when people are mobilized within or outside an organization to work on a specific task that could result in more innovative outcomes than those when individuals work alone [5]. Crowdsourcing is “the act of taking a job traditionally performed by a designated agent and outsourcing it to an undefined, generally large group of people in the form of an open call” [6]. Although collective intelligence can emerge from day-to-day collaboration in science, by crowdsourcing, a large number of individuals with diverse backgrounds and expertise are enabled to contribute to research, resulting in collective intelligence on a large scale [3].

Use of such methods is increasing markedly across different disciplines. From 2010 to 2018, the number of projects mobilizing collective intelligence hosted by the US government through the website www.challenge.gov increased by more than 250% [7]. Collective intelligence enables researchers to solve problems, generate new research ideas, create intellectual products, and critically appraise research ideas and work [8-15]. For example, an initiative called Transparency Science created an online community of physicians and patients to develop a clinical trial protocol together [16].

Some resources describing methods of mobilizing collective intelligence in health research have been published [17,18]. However, literature on barriers that researchers encounter across different disciplines when mobilizing collective intelligence, advice on how to overcome these barriers, and good practice in mobilizing collective intelligence is still lacking. Our study aimed to identify the barriers to mobilizing collective intelligence and ways to overcome these barriers and provide good practice advice for those planning and conducting collective intelligence projects across different disciplines.

Methods

Study Design

To investigate collective intelligence methods, we conducted (1) a multinational online open-ended survey that allowed us to access the perspectives of a diverse group of respondents involved in collective intelligence and (2) semi-structured interviews that allowed for more in-depth exploration of respondents’ perspectives on this fairly new topic.

Our approach was pragmatic when providing insights on the methods of mobilizing collective intelligence, but interpretive when analyzing respondents’ reports as subjective accounts of their experience when using these methods. The study received ethical approval (Ref: 17-386) from French National Institute of Health and Medical Research Ethic Committee (IRB00003888).

Reflexivity

We have extensive experience in clinical trial methodology and an interest in understanding the method of mobilizing collective intelligence through crowdsourcing to apply it in clinical research. Some members of the team have conducted projects mobilizing collective intelligence.

Sample and Recruitment

We recruited principal investigators and project coordinators experienced in running collective intelligence projects. We purposively sampled these researchers, seeking diversity in terms of their experience of different collective intelligence methods and their disciplinary backgrounds. We identified authors of articles reporting a project using collective intelligence [8], included researchers in the network of European citizen science association [19], and invited speakers in collective intelligence conferences [20,21]. We also used snowball sampling, asking respondents to send us email addresses of colleagues active in the field of collective intelligence.

An invitation email was sent via Mailjet [22] to researchers and project coordinators whose email addresses were available. The invitation contained a link to the first page of the survey, through which they indicated their consent. Two reminder emails were sent to nonrespondents.

We proposed semi-structured interviews to a purposive sample of 24 researchers who did not respond to the first email invitation and who were mainly using collective intelligence in biomedical research and citizen science projects. They were invited via a personalized email sent by VN.

Online Open-Ended Survey

The survey was developed using the results of a scoping review [8] and then pilot tested (Multimedia Appendix 1). It comprised five closed-ended questions to identify respondents’ background and expertise, and four open-ended questions exploring their motivation and experience with mobilizing collective intelligence, particularly the barriers they encountered and their solutions (Textbox 1). Finally, respondents were asked to provide three pieces of advice to a colleague planning to use collective intelligence in a project for the first time. To promote interaction between participants, we also asked them to rate and comment on the advice that other respondents had entered; the advice shown to each respondent was randomly selected from the pool of advice provided by previous respondents.
Analysis
Analysis of open-ended survey responses and interview transcripts was thematic, drawing on the framework analysis [23,24]. The analysis was partly deductive, with some aspects informed by the previous literature on collective intelligence, but also inductive to identify new themes and ensure that the analysis was grounded in the data. VN led the analysis. Two senior researchers BY and IB periodically reviewed transcripts and commented on the developing analysis.

Open codes and categories were developed by a constant comparative approach, reading and re-reading data and considering it in the context of other data from the same respondent and in the context of the wider dataset [25]. An initial framework of themes and subthemes was developed based on the first eight interview transcripts and then imported into NVivo to code the remaining transcripts and survey entries. The framework was further refined throughout the process of analysis.

Data saturation was examined by the theme accumulation curve that presented the number of distinct themes generated against a number of units of analysis used to generate those distinct themes (Multimedia Appendix 3) [26].

Respondents’ survey comments on the advice provided by other respondents were categorized as “agree” (ie, positive comments), “disagree” (ie, negative comments), and “neither agree nor disagree” (ie, neutral comment or did not directly comment on the idea in the answer). Two coders (VN and NN) independently assessed the content of each comment and discussed this to reach consensus. We received 129 pieces of advice: 100 advices were commented on by other respondents, and 28 were commented on twice, resulting in 128 comments. Most comments (98/128, 77%) agreed with the advice provided by respondents, and only 9% (12/128) disagreed. We summarized advice that commentators disagreed with in Multimedia Appendix 4.

The themes described below are derived from both interviews and survey entries. We present excerpts from the interviews and survey to explicate the findings and our interpretation of the data. Interviewees are indicated by “I” and survey respondents are indicated by “S”; “[…]” denotes text removed for brevity. Research disciplines of interviewees and survey respondents are listed in Multimedia Appendix 5.

Results

Respondent Characteristics
Of 157 people who clicked the survey link, 65 participated in the survey. Of the 24 people who were invited for interview, 17 participated in it. Of those who were not interviewed, two were unable to schedule an interview within the time frame of the study, two advised the interviewer to contact another team member responsible for the projects, two did not respond, and one was unable to be interviewed in English. Table 1 presents the demographic characteristics of survey respondents and interviewees. Survey participants were mainly from the field of computer science (43%), while interviewees were mainly involved in biomedicine and health care (59%). They mostly mobilized collective intelligence to solve research problems (70%) and generate new ideas (46%).
Table 1. Respondent demographics.

<table>
<thead>
<tr>
<th>Demographic information</th>
<th>Survey respondents (N=65)(^a), n (%)</th>
<th>Interviewees (N=17), n (%)</th>
<th>Total (N=82), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age groups (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>4 (6)</td>
<td>0 (0)</td>
<td>4 (5)</td>
</tr>
<tr>
<td>30-39</td>
<td>27 (42)</td>
<td>1 (6)</td>
<td>28 (34)</td>
</tr>
<tr>
<td>40-49</td>
<td>19 (30)</td>
<td>11 (65)</td>
<td>30 (37)</td>
</tr>
<tr>
<td>50-59</td>
<td>8 (12)</td>
<td>3 (18)</td>
<td>11 (13)</td>
</tr>
<tr>
<td>≥60</td>
<td>4 (6)</td>
<td>2 (12)</td>
<td>6 (7)</td>
</tr>
<tr>
<td><strong>Location</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td>42 (65)</td>
<td>11 (65)</td>
<td>53 (65)</td>
</tr>
<tr>
<td>North America</td>
<td>18 (28)</td>
<td>6 (35)</td>
<td>24 (29)</td>
</tr>
<tr>
<td>Asia</td>
<td>2 (3)</td>
<td>0 (0)</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Research field(^b)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer science</td>
<td>28 (43)</td>
<td>2 (12)</td>
<td>30 (37)</td>
</tr>
<tr>
<td>Biomedicine and health care</td>
<td>9 (14)</td>
<td>10 (59)</td>
<td>19 (23)</td>
</tr>
<tr>
<td>Engineering and technology development</td>
<td>9 (14)</td>
<td>0 (0)</td>
<td>9 (11)</td>
</tr>
<tr>
<td>Economics, commercial, and business development</td>
<td>7 (11)</td>
<td>2 (12)</td>
<td>9 (11)</td>
</tr>
<tr>
<td>Education and information studies</td>
<td>7 (11)</td>
<td>0 (0)</td>
<td>7 (9)</td>
</tr>
<tr>
<td>Environmental science</td>
<td>5 (8)</td>
<td>2 (12)</td>
<td>7 (9)</td>
</tr>
<tr>
<td>Psychology and social science</td>
<td>5 (8)</td>
<td>0 (0)</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Laws, politics, and governance</td>
<td>4 (6)</td>
<td>1 (6)</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (15)</td>
<td>0 (0)</td>
<td>10 (12)</td>
</tr>
<tr>
<td><strong>Purpose of using collective intelligence in their projects(^b)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solve problems (ie, participants propose solutions to difficulties given by organizers)</td>
<td>44 (68)</td>
<td>13 (76)</td>
<td>57 (70)</td>
</tr>
<tr>
<td>Generate ideas (ie, participants contribute to new ideas for research and development)</td>
<td>32 (49)</td>
<td>6 (35)</td>
<td>38 (46)</td>
</tr>
<tr>
<td>Evaluate ideas (ie, participants evaluate the quality of the ideas/work)</td>
<td>23 (35)</td>
<td>1 (6)</td>
<td>24 (29)</td>
</tr>
<tr>
<td>Create intellectual outputs (ie, participants create health education materials, clinical trial protocols, and prognostic models)</td>
<td>16 (25)</td>
<td>1 (6)</td>
<td>17 (21)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (15)</td>
<td>0 (0)</td>
<td>10 (12)</td>
</tr>
</tbody>
</table>

\(^a\)Data for two persons are missing.

\(^b\)Respondents selected more than one option.

Researchers’ Motivations for Mobilizing Collective Intelligence

Participants reported trying the methods of collective intelligence as a new way of conducting research because traditional research methods no longer fitted their needs (Table 2). They commented that research questions were becoming very complex, unlikely to be solved within a single discipline and by traditional models of research, where each team working in relative isolation impeded research efficiency. Respondents also noted the personal “pleasure” they derived from working “in teams with other people” (I10). Collective intelligence helped make research more enjoyable and helped them “to find some bridge, to…better understand each other, work closely together and this has some huge impact.” (I02)

Barriers To Mobilizing Collective Intelligence

Although collective intelligence has numerous benefits, respondents found aspects of collective intelligence challenging. These challenges, in part, arose from the novelty of the method and complexity in engaging the community (Figure 1).
Table 2. Reasons for mobilizing collective intelligence.

<table>
<thead>
<tr>
<th>Issues with traditional research practice</th>
<th>How collective intelligence can address the issue</th>
</tr>
</thead>
</table>
| Research questions were becoming more complex, and the answers could not be found from a single discipline | Collective intelligence provided the opportunity to work with people with different types of expertise and integrate their skills to solve problems from different angles:  
Knowledge is distributed in different domains and some “wicked” questions cannot be answered within a single discipline or sector; ie, we need both different science disciplines as well as expertise from the practice and policy sector. (S75) |
| Current research was conducted inefficiently by “repeating efforts” (I06) | Collective intelligence allowed researchers to conduct research as collective efforts where different approaches to a research question could be collectively and thoroughly evaluated to avoid redundant efforts:  
In science, often we are developing solutions independently and we are kind of repeating erm…efforts, [...] an alternative is to post a problem or a question to the research community and then just see what kind of solutions people come up with, and possibly combine these solutions and that you could call CI. (I06) |
| As research questions became more complex, conducting research required a longer time. Researchers would not have enough time to investigate different aspects. “It takes for hundreds of years…you will never [be able to] explore everything.” (I08) | With a large community contributing, researchers were able to finish work within shorter time scales:  
Draw on the experiences and expertise of a varied group of people to advance and implement ideas that would take a significantly longer time to solve as an individual. (S104) |
| It was more costly to work with experts in the field and took longer to engage them | Mobilizing contribution from a wide community was cheaper than working with experts in the field, yet the former could achieve the same outcomes:  
Our organization has done over 300 crowd-based challenges and has found success in 80-90% of those challenges with cost and schedule savings in the majority of them. (S49) |

Figure 1. Barriers to mobilizing collective intelligence. CI: collective intelligence.

- Lack of evidence-based guidance
  - Variation in the definition of CI
  - “In terms of a methodology or a prescribed framework for creating a crowdsourcing platform, I think partly the reason there isn’t one, is because there is so much variability as to what that even means” (I11).
  - Methods of CI are continually evolving
  - “There is so much improvement in the way people are engaged and social interaction... it will evolve in sharing projects among different topics or communities. It will be very different 5 years from now, we are still young” (I08).
  - Uncertainty in outcomes
  - “This is a very new field and so there is still a lot of unknowns, we don’t know about optimal methods” (I14).
  - Lack of evidence to develop a formal process

- Complexity in recruiting and engaging the community
  - Difficulty in recruiting participants
  - Unwillingness to collaborate with researchers outside the field
  - Unwillingness to share data
  - Concerns of intellectual property
  - Concerns of personal reputation
  - Difficulty in engaging participants
  - Difficulties in motivating participants
  - Lack of confidence of participants
  - Low commitment of participants
  - Disruptive behaviors of participants
  - “Dealing with trolls/haters” (S129)
  - “Bad actors tried to disrupt the work” (S95)

- Difficulty in dissemination
  - Reluctance to use solutions generated by CI in beneficiaries
  - Reluctance to fund implementation of solutions generated
  - Difficulty in measuring impacts of dissemination
  - “we realized that last year some results...has been used by researchers, by start-ups, by bigger corporations... but we don’t really have the feedbacks because it is open so they just take it and use it” (I01).
Lack of Evidence-Based Guidelines on Methods of Mobilizing Collective Intelligence

Use of collective intelligence through crowdsourcing in research is relatively new. Some respondents reported that they had delved into this method before they had become fully aware of the concepts of collective intelligence, crowdsourcing, or citizen science. Respondents also recounted challenges they had faced in their projects due to lack of evidence for an “optimal method” (I14) and noted the absence of a methodological guide for them to follow.

Complexity in Recruiting and Engaging the Community of Participants

Respondents believed that some potential collective intelligence participants had “a lot of prejudice” (I03) toward collaborating with people from different fields, and it was “not easy to make them to participate” (I02) in collective intelligence projects. One interviewee (I06) working in the field of biomedicine spoke of the difficulties he experienced in motivating industrial partners to work with academic institutions in his challenge contests. He commented that collective intelligence participants had concerns about the ownership of the research intellectual property of solutions created and negative reputation consequences if their solutions performed poorly.

Respondents described difficulties in “retaining all the people that sign up…to get them to actually participate” (I09), as most participants joined collective intelligence as a side project or “an unfunded kind of project” (I12). They also believed that many potential collective intelligence participants were “not confident enough” (I07), which hindered their contribution.

Respondents reported situations when participants had tried to cheat or behaved aggressively, which adversely influenced the community and demotivated other participants. One interviewee shared his experience with this disruptive behavior, when organizing challenge contests for data analytics:

“They will make different identities…and…submit hundreds [times]…[they] cheat the leader boards. [They] will discourage many people from [participating]…but [they]don’t have the solution. [I04]

He explained that this disruptive behavior partly arose from the competitive nature of a contest, adding that participants might be under pressure from their organizations to win international contests in order to increase reputation of the organizations.

Difficulties in Disseminating the Solutions Generated by Collective Intelligence

Respondents found it challenging to disseminate and implement the findings of their collective intelligence projects to the relevant communities, as funders and beneficiaries were unfamiliar with this emerging method. These challenges arose partly from the “prejudice” of researchers (I03) that people who were outside of the field might not have sufficient capacity to create solutions. One interviewee spoke of his difficulty in persuading funders to sponsor the further development of solutions generated by collective intelligence participants in a challenge contest that he had organized:

“The third challenge…was getting people to recognize that these solutions existed and were available…there is a reluctance to use crowdsourcing and open source solutions like this. [I15]

Good Practice Advice for Planning and Conducting Collective Intelligence Projects

When describing their projects, respondents reflected on the solutions that they had considered or used to overcome these barriers. We also explicitly sought their advice on what they perceived to be good practice in planning and conducting collective intelligence projects. In the sections that follow, we present respondents’ good practice recommendations for collective intelligence projects, covering three main themes: project governance, planning, and conduct of collective intelligence projects (Figure 2).
The Project Governance

**Establishing a Coordination Team**

Respondents advised researchers to establish a coordination team dedicated to supporting projects mobilizing collective intelligence. They suggested that the coordination team should include people with diverse expertise to bring more “insights” (I01) to the project and help with “getting leadership and [funders] on board” (S23). Respondents also encouraged researchers to involve stakeholders and representatives from potential collective intelligence participant groups in planning, designing, and conducting collective intelligence projects.

Listen very carefully to your participants and work with them. Ensure mutual benefits in your design and co-create the project. [S62]

**Create a Set of Common Rules**

Respondents advised that the involvement of participants’ representatives from early stage would help identify mutual research interests between participants and researchers, design appropriate tasks, and develop effective communication strategies to engage potential participants. Respondents also emphasized on the importance of including people with experience in communication in the team to support recruitment and engagement activities with collective intelligence participants.

Figure 2. Good practice advice for planning and conducting research mobilizing collective intelligence.
freely contribute their work. They also suggested preparing a resolution plan to resolve conflicts between collective intelligence participants.

**Planning a Collective Intelligence Project**

**Identify the Research Question**

Respondents commented that an early step in research involving collective intelligence was to identify “an interesting problem” (I06) with “high scientific value” (I04) that would gain from the involvement of a large and diverse community.

> It is number one that there is a problem out there worth solving [...] a project that it makes sense to try and bring in...people outside of the normal kind of scope or expertise area for it. [I15]

They noted that identifying “just difficult enough” (I06) problems and “putting yourself in the participants’ [positions]” (I08) were crucial to create appropriate research problems to gain buy-in from target communities. One interviewee (I15) working in the field of biomedicine and health care described how a dynamic process involving “a lot of conversations” was part of the process of establishing whether the community would be interested in the research problem.

> We knew there were a lot of people...working on it [the research topic] and no one had come up with an optimal solution and we felt like there were enough people who would be interested...but that didn’t come from us just sitting in a room alone. We actually reached out to many of the people...to see if they felt like there was a need and an ability to really take this further. [I14]

**Identify Communities of Participants**

Respondents also considered the choice of the communities a key factor in ensuring successful mobilizing of collective intelligence. Respondents suggested identifying communities who “have most contact with these problems” (I05).

> You need to have champions of the cause...if you are doing something on Alzheimer’s, finding a person...who has Alzheimer’s, who their mother, father has Alzheimer’s and who has a personal vested interest and a strong...passion for the cause. [I14]

They emphasized on two important characteristics of the community—diversity and independence. Diversity in participants was thought to be important to generate novel solutions to the research problem. Diversity could be achieved by involving a larger number of participants with various disciplines.

> The more participants you have, the more likely some of them will come with the new idea. [I04]

Similarly, maintaining the independence of participants as they worked on the research problem was crucial to “free the minds and let [participants] think freely” (S104), allow “outside of the box thinking” (S146), and ensure that participants could voice their ideas without being influenced by a dominant opinion.

**Decide on Incentives to Engage Participants**

Respondents suggested offering a combination of both extrinsic motivators such as authorship and access to the data and intrinsic motivators such as making tasks enjoyable, offering participants the opportunity to gain new knowledge and finding meaningful outlets for their skills. They described some innovative activities to engage participants:

> Some of the things that we have done have been really fun, and really brought the community together...to create...a sense of community...like the 24-hour citation screening challenges. Where we have had hundreds of people, online at the same time, all with a specific target to try and reach within 24 hours...and those have been hugely exciting, really popular. [I17]

Interestingly, some respondents tried to “avoid monetary prizes” (I14), as they believed that “the crowd may only be interested in the compensation and therefore, may take short-cuts or cheat if the task allows for that” (S153). Instead, they suggested offering research partnership, mentorship, or training as ways to benefit participants’ professional development.

**Determine Methods to Evaluate Solutions Created by Collective Intelligence and Decision Making**

Respondents emphasized the need to “set up objective methods to validate the results” (S65), for example, by establishing a panel with diverse expertise to comprehensively evaluate contribution of participants. They also acknowledged the need to allow enough time for evaluation, given the large number of participants, and advised involving the crowd in the evaluation to increase the efficiency of the process. Automating screening of participants’ contributions was also suggested to reduce work load for the panel when performing the evaluation.

**Conducting Collective Intelligence Projects**

**Prepare Tasks and Interface**

Respondents highlighted the need to design a user-friendly interface to “make it really easy for people to contribute even if they have only got a minute free” (I17). They explained that “the design of the interfaces or platforms which people will use is often overlooked but can influence the results or the ease of data collection” (S25).

They also advised researchers to prepare training materials and offer tutorials to explain the project to participants and equip them with essential skills. However, they noted that the training should avoid providing participants with examples that could hinder participants’ creativity.

Respondents also recommended “verifying if it [the task and interface] works on small scale” (S16) and gradually scaling up. The pilot phase could help researchers foresee any technical and ethical issues related to data collection and participants’ identities, which could be addressed before a large number of collective intelligence participants enrolled.

**Create a Clear Description of the Research Problem**

Crafting a clear description of the problem in a language relevant to those communities was considered a key step to...
helping collective intelligence participants understand the project objectives and judge whether they had the relevant skills to participate:

Good communication of a complex objective or complex data set is not always easy…If there is something that you don’t even understand…you won’t put your time in that challenge [110]

One respondent also suggested dividing the objectives into concrete deliverables with clear requirements for participants’ contributions:

In order for the collective to provide “intelligence” as opposed to noise, one must be very careful about what one measures…If the measures are ambiguous to the participants, or if there exists a shortcut for the participants to satisfy immediate goals without actually contributing to the overall big picture, many participants will find this shortcut and will explore it [S20]

Organize Communication Activities to Recruit Participants

Respondents described how they had organized various communication activities to recruit participants via advertisements on social media (e.g., Google, Facebook, and other websites) and announcements in scientific publications. Several thought of working with an intermediary online platform, which had a readily available online community, as a practical approach for those who were new to collective intelligence. They advised researchers to partner with local organizations such as nongovernmental organizations, universities, and patient organizations and organize face-to-face meetings to connect directly with participants.

Engage Participants Through Responsive Communication

To engage participants effectively, respondents believed that communicating frequently with collective intelligence participants, even being available 24/7 to guide them and give feedback on their contributions. Respondents believed this would improve the quality of participants’ contributions and increase their commitment. Further, through responsive communication with participants, researchers could understand what resources participants needed for developing an implementable solution. Although virtual communication helped in ensuring responsive communication, respondents advised supplementing this with face-to-face engagement events to increase trust and create a sense of community among collective intelligence participants.

Disseminate Solutions Created by Collective Intelligence for Beneficiaries and Collective Intelligence Participants

Respondents advised researchers to diversify the dissemination of their project findings through multiple channels and make the results open access to the public through social media.

Respondents suggested involving leaders of organizations from the beginning of the projects to ensure their support for implementation of solutions generated by collective intelligence.

They encouraged other researchers using collective intelligence to “show their results” (I02), “evaluate” (I13), and “be transparent about mistakes” (I17) and believed that rigorous evaluation of collective intelligence was necessary to provide evidence of its usefulness to stakeholders, “so that it gets recognised and funded properly” (I13).

Discussion

Our study showed that researchers were interested in looking for efficient methods of conducting research, leading them to try collective intelligence. Researchers believed that by involving large numbers of participants with various disciplines, they could find more innovative solutions to research problems in a shorter time with fewer costs compared to conventional methods. They indicated that participants’ contributions could be solicited to solve problems, generate new research ideas, evaluate ideas, and create intellectual outputs. Researchers embarking on collective intelligence projects for the first time learned through the process and gradually improved their methods. They encountered barriers in planning and conducting collective intelligence projects due to the lack of a methodological guidance. We drew on the experiences of researchers across different fields and with experience of different collective intelligence methods to identify solutions and good practice advice to support researchers in the planning and implementation of their collective intelligence projects. This advice will help researchers prepare structures and processes for their projects, plan essential steps in their research, and foresee and develop strategies to overcome the barriers.

Despite increasing recognition of the value of collective intelligence in research [27,28], there are still examples of inappropriate methods used to mobilize collective intelligence [29]. For example, a project involving crowdsourcing in Rwanda failed to recruit and engage participants because the researchers mainly used social media for recruitment and requested participants to use a complicated tool for data collection [30]. However, community members in Rwanda were not connected on social media and were unfamiliar with the data collection tool. These issues could have been mitigated if the representatives of the target communities were involved from the outset as members of the project coordination team to advise on the conception and design of the collective intelligence project. A National Aeronautics and Space Administration competition to name a new node of the International Space Station was misled when an influential person called on the community to vote for his own name [31]. These examples emphasize the necessity of sharing experiences of researchers who have implemented collective intelligence projects to help future collective intelligence projects avoid methodological mistakes and outputs that are biased by group thinking.

Several efforts to define and standardize methods of collective intelligence in specific fields are available. These include a practical guide on using challenge contests to crowdsource ideas and solutions for health research from the World Health Organization and a list of toolkits compiled by the European Association of Citizen Science for researchers carrying out citizen science activities whereby members of the public collect...
and classify data [17,32]. However, a scoping review of the literature across different research fields classified four main methods to mobilize collective intelligence: independent contribution, challenge contest, games, and collaboration with a number of projects combining at least two methods [8]. By exploring experience of researchers who used one or more of these four methods in diverse disciplines, our study highlighted the barriers to mobilizing collective intelligence that researchers might encounter in different contexts. Good practice advice from researchers across disciplines could benefit researchers in planning and conducting future collective intelligence projects using one of these four methods within and outside health research.

To our knowledge, this is the first qualitative study to investigate the experiences of researchers in mobilizing collective intelligence across different fields. By using an online survey and semistructured interviews with a purposive sample of international researchers who had experience in implementing a range of different collective intelligence methods, we gained a breadth of perspectives. Respondents to the survey and interviews came from diverse disciplines, and some of them identified themselves as multidisciplinary researchers. The survey allowed a degree of interaction between researchers, which aided the analysis and interpretation of the results. Identification of areas that researchers agreed on helped us ascertain which barriers and strategies were applicable across different disciplines. Additionally, the semistructured interviews allowed researchers to explain the context of their research and describe their ideas and methods for addressing problems in mobilizing collective intelligence in depth.

Our study has some limitations. The online survey allowed participants to freely express their opinions, but we were unable to probe further to clarify the information written and gain a deeper understanding of their context. Furthermore, our survey and interview samples were mainly researchers who had published their collective intelligence projects. Therefore, we are uncertain about how far our findings are relevant to unpublished collective intelligence projects. Additionally, although we interviewed and surveyed researchers who had experience in running collective intelligence projects, we did not interview collective intelligence participants. Such data could provide further valuable insights on how to motivate and engage them.

In conclusion, mobilizing collective intelligence could be an effective way to improve research efficiency. The findings described in this paper should help researchers understand the barriers to implementing this new method. The good practice advice that we derived from respondents’ accounts aims to support researchers in mobilizing collective intelligence effectively.
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Abstract

Background: Quality of life (QoL) assessments, or patient-reported outcome measures (PROMs), are becoming increasingly important in health care and have been associated with improved decision making, higher satisfaction, and better outcomes of care. Some physicians and patients may find questionnaires too burdensome; however, this issue could be addressed by making use of computerized adaptive testing (CAT). In addition, making the questionnaire more interesting, for example by providing graphical and contextualized feedback, may further improve the experience of the users. However, little is known about how shorter assessments and feedback impact user experience.

Objective: We conducted a controlled experiment to assess the impact of tailored multimodal feedback and CAT on user experience in QoL assessment using validated PROMs.

Methods: We recruited a representative sample from the general population in the United Kingdom using the Oxford Prolific academic Web panel. Participants completed either a CAT version of the World Health Organization Quality of Life assessment (WHOQOL-CAT) or the fixed-length WHOQOL-BREF, an abbreviated version of the WHOQOL-100. We randomly assigned participants to conditions in which they would receive no feedback, graphical feedback only, or graphical and adaptive text-based feedback. Participants rated the assessment in terms of perceived acceptability, engagement, clarity, and accuracy.

Results: We included 1386 participants in our analysis. Assessment experience was improved when graphical and tailored text-based feedback was provided along with PROMs (Δ=0.22, P<.001). Providing graphical feedback alone was weakly associated with improvement in overall experience (Δ=0.10, P=.006). Graphical and text-based feedback made the questionnaire more interesting, and users were more likely to report they would receive no feedback, graphical feedback only, or graphical and adaptive text-based feedback. Participants rated the assessment in terms of perceived acceptability, engagement, clarity, and accuracy.

Conclusions: Using tailored text-based feedback to contextualize numeric scores maximized the acceptability of electronic QoL assessment. Improving user experience may increase response rates and reduce attrition in research and clinical use of PROMs. In this study, CAT administration was associated with a modest decrease in assessment length but did not improve user experience. Patient-perceived accuracy of feedback was equivalent when comparing CAT with fixed-length assessment. Fixed-length forms are already generally acceptable to respondents; however, CAT might have an advantage over longer questionnaires that would be considered burdensome. Further research is warranted to explore the relationship between assessment length, feedback, and response burden in diverse populations.

http://www.jmir.org/2019/7/e12212/
quality of life; outcome assessment; patient-reported outcome measures; computer-adaptive testing; WHOQOL; psychometrics; feedback

**Introduction**

**Background**

Quality of life (QoL) assessments conducted using questionnaires are an important feature of clinical research and are increasingly being used to inform clinical practice. They have allowed psychologists, epidemiologists, and health care researchers to accurately quantify aspects relating to a person’s QoL without relying on a structured interview with a trained professional. Though QoL questionnaires are commonly used in research studies and clinical trials, little research has been conducted to examine the effect of providing individualized feedback to people who complete these assessments, especially in QoL assessment [1,2].

In the context of health care provision, questionnaires that measure health and quality of life are often referred to as patient-reported outcome measures (PROMs). As an intervention designed to improve communication between patients and providers, PROMs can help health care providers understand what patients think about their own health. Gaining insight into patients’ own appraisal of their health is important, as research demonstrates that clinicians may have limited insight into the effects of illness on patients’ lives and cannot accurately predict how patients will rate their own mental and physical health [3,4]. PROMs are highly valued for their ability to address these problems [5-7].

Collection and feedback of PROMs in clinical practice can improve communication, decision making, satisfaction, and outcomes of care [8-11]. This information can be collected in many ways, ranging from basic paper-and-pen questionnaires to advanced computer systems. Research evidence suggests that only well-designed PROM interventions are likely to yield substantial improvements in clinical outcomes [12,13].

There are known barriers to using PROM questionnaires in both research and clinical practice. Doctors may avoid collecting PROMs because it can be difficult to relate to clinical decision making, and they fear it will add to clinical burden [5]. As patients or research participants, people may find questionnaires too burdensome or simply not interesting enough to justify completion [14].

**Burden**

The burden of completing PROMs could be reduced by shortening assessments. Arbitrarily reducing the length of PROMs, however, would decrease the accuracy of the score estimates and the results. Computerized adaptive testing (CAT) is a technique that uses an algorithm to tailor questionnaire administration to individual patients and, as a result, is able to create short assessments while preserving accuracy [15,16]. Many simulation studies conducted in silico support the notion that CAT creates shorter assessments without sacrificing accuracy, and the assumption commonly presented is that shorter questionnaires always reduce burden, we are unaware of research that has evaluated the impact of shorter assessments on patient experience.

Along with reducing the length of questionnaires, the user experience of PROMs could be improved by making the assessment process more interesting and relevant. Advances in the power and availability of new computational tools indicate that CAT assessments can be readily deployed online alongside tailored graphical and text-based feedback. Research suggests that effective systems for collecting PROMs in clinical practice can be designed to capture information efficiently and provide clear feedback that makes it clear what should happen next; however, little is known about how these new technologies could be best used to improve user experience in this context [9,13,17].

**Objectives**

In this study, we explore the impact of automatically generated personalized feedback on the user experience of electronic QoL assessment. We explore the following hypotheses:

- Providing immediate feedback to the respondent will increase acceptability and satisfaction of the assessment.
- Contextualizing QoL scores using tailored text-based feedback will improve user experience compared with graphical feedback only.
- Perceived accuracy of graphical feedback scores is the same in CAT as in fixed-length assessment.
- CAT improves user experience and is shorter than the fixed-length questionnaires.

**Methods**

**Study Sample**

The sample consisted of participants from the general population in the United Kingdom. Participants were recruited between June 2017 and October 2017 through the Oxford Prolific Web panel, a crowdsourcing research platform [18]. We randomly assigned participants into 1 of 6 experimental conditions. In each condition, participants completed either a fixed-length QoL PROM or CAT QoL PROM [19-22]. In addition, they were randomly assigned to receive either no feedback, graphical feedback only, or graphical and adaptive tailored text-based feedback at the end of the questionnaire. Experimental conditions are displayed in Figure 1. Ethical approval was provided for this research by the institutional review board at the University of Cambridge Judge Business School (15-028).
Measures

QoL assessments were based on the World Health Organization Quality of Life (WHOQOL) questionnaires [23-25]. The WHOQOL assesses different aspects of QoL, specifically physical health, psychological, social relationships, and environment. Responses are transformed to a score ranging from 0 (ie, worst QoL) to 100 (ie, best QoL). Each participant completed either a CAT version of the WHOQOL-100 (WHOQOL-CAT) or the fixed-length WHOQOL-BREF containing 24 items and 2 additional items assessing a respondent’s overall perception of their QoL and health [19-22].

The WHOQOL-BREF was scored in accordance with published guidelines, the WHOQOL-CAT was scored using a maximum likelihood estimation of theta scores using a single parameter Rasch partial credit item response theory method with Z-score transformation based on norm scores from the UK population [19,22]. The stopping rule of the WHOQOL-CAT was set at an SE below 0.45.

After the QoL assessment, participants completed a survey to assess engagement and acceptability. The feedback samples completed additional items regarding feedback accuracy and clarity. Responses were scored on a 5-point Likert scale (ie, disagree strongly, disagree a little, neither agree or disagree, agree a little, and agree strongly). In addition, we collected data on time spent viewing feedback. All experimental stimuli were derived using the Web-based open-source Concerto software (University of Cambridge Psychometrics Centre) [26]. To control for guessing and cheating, the item “I have not been paying attention,” was added, and respondents who endorsed this item were excluded from the analysis.

Feedback

Graphical feedback was displayed as separate horizontal bar charts for each of the 4 WHOQOL domains, reflecting a score between 0 and 100. Text-based feedback included an explanation of what each domain reflects, how their score corresponds to average scores, and what their score might mean (eg, “Your score of 26 on this scale indicates that your psychological quality of life is lower than average. This suggests that your satisfaction with your psychological health is lower than it could be. You may be worrying more than usual, struggling to make decisions or not feeling content with your life. You could discuss these things with your doctor”). Feedback was augmented with a series of geographically relevant hyperlinks (assuming that the participant allowed their browser to access details of their location) to signpost relevant support services for each of the 4 domains. An example of how feedback was shown to participants can be seen in Multimedia Appendix 1.

Analysis

All analyses were conducted within the R Statistical Programming Environment (version 3.4.4) [27]. Descriptive statistics were derived for age, gender, working status, and mean WHOQOL scores. We compared the research gold standard of a fixed-length QoL assessment without feedback (ie, control sample) with the other 5 conditions that are presented in Figure 1. The mean score and SD were derived for each survey item, including a summary score of all engagement and acceptability items (ie, total score of the 4 survey items). Separate item scores ranged from 0 to 4, where a score of 0 corresponded to the response “disagree strongly,” and a score of 4 corresponded to the response “agree strongly” (ie, 5-point Likert scale). The overall assessment score had a range of 0 to 16. Effect size for ordinal data was derived with Cliff delta (mean and range). Significance was assessed by performing Wilcoxon tests with a cutoff of P<.005 to increase reproducibility [28-31]. As proposed by Benjamin et al, a score of P<.05 was defined as suggestive instead of significant [30]. Time spent looking at feedback was compared between the only graphical feedback and the graphical & text-based feedback conditions.

We used the mokken package in R to perform Mokken scale analysis on the 4 acceptability and engagement items to assess unidimensionality and scalability. Scalability was displayed as

Figure 1. Experimental conditions. WHOQOL-BREF: abbreviated version of World Health Organization Quality of Life-100; WHOQOL-CAT: computerized adaptive test version of World Health Organization Quality of Life-100.
Loevinger coefficient $H$, where a scale is considered weak if $H < .3$ and strong if $H > .5$. Unidimensionality was assessed by finding potential Mokken scales, with a cutoff set at $.3$ [32,33]. Furthermore, internal consistency of all 4 items were reflected with Cronbach alpha, derived by using the psych package in R [34]. A Cronbach alpha $>.70$ is generally seen as satisfactory when comparing groups [35,36].

**Results**

**Study Sample**

In total, 1454 participants completed the questionnaire. After excluding 68 respondents who endorsed the item “I have not been paying attention,” 1386 respondents were remaining for the analysis. Descriptive statistics (age, gender, working status, and mean WHOQOL scores) are presented in Table 1. The population distribution for all 6 conditions can be seen in Figure 1.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>40 (12)</td>
</tr>
<tr>
<td>Range</td>
<td>18-75</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>669 (48.3)</td>
</tr>
<tr>
<td>Male</td>
<td>544 (39.2)</td>
</tr>
<tr>
<td>Not reported</td>
<td>173 (12.5)</td>
</tr>
<tr>
<td><strong>Working status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time paid work (≥30 hours/week)</td>
<td>556 (40.1)</td>
</tr>
<tr>
<td>Part-time paid work (&lt;30 hours/week)</td>
<td>226 (16.3)</td>
</tr>
<tr>
<td>Full-time education at school, college, or university</td>
<td>64 (4)</td>
</tr>
<tr>
<td>Looking after home</td>
<td>134 (9)</td>
</tr>
<tr>
<td>Fully retired from work</td>
<td>77 (5)</td>
</tr>
<tr>
<td>Permanently sick or disabled</td>
<td>58 (4)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>55 (4)</td>
</tr>
<tr>
<td><strong>Mean World Health Organization Quality of Life scores, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Physical</td>
<td>68 (18)</td>
</tr>
<tr>
<td>Psychological</td>
<td>59 (17)</td>
</tr>
<tr>
<td>Social</td>
<td>57 (17)</td>
</tr>
<tr>
<td>Environmental</td>
<td>72 (13)</td>
</tr>
</tbody>
</table>

Scale and item properties Mokken analysis showed that all items were loaded on a single component, meaning that all items were assessing acceptability. Furthermore, Loevinger $H$ was found to be .53 for the total scale, with all items having values $>.30$. Cronbach alpha was found to be .77.

**Overall Feedback and User Experience**

When combining the WHOQOL-CAT and WHOQOL-BREF samples, providing graphical and tailored text-based feedback significantly improved overall experience compared with no feedback (mean$_{no\ feedback}$ 11.2, SD 3.0; mean$_{graphical \ feedback}$ 11.8, SD 2.9; $P =$ .006; $\Delta =$ 0.10, $\Delta$ 95% CI 0.02-0.17). Text-based and graphical feedback was also found to improve user experience when comparing all samples separately. Furthermore, respondents thought the questionnaire with graphical and text-based feedback was more interesting compared with no feedback assessment, whereas providing only graphical feedback did not make the questionnaire more interesting. Participants who received graphical and text-based feedback were also more likely to report they would share the questionnaire with someone else. All results are presented in Table 2, in which every separate sample was compared with the control sample (fixed-length assessment without feedback).
Table 2. Assessment survey results. All samples are compared with the World Health Organization Quality of Life-BREF no feedback control sample.

<table>
<thead>
<tr>
<th>Variable</th>
<th>World Health Organization Quality of Life-BREF</th>
<th>Computerized adaptive test version of World Health Organization Quality of Life-100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No feedback (n=226)</td>
<td>Graphical feedback (n=247)</td>
</tr>
<tr>
<td>Overall assessment (total of 4 items)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score (SD)</td>
<td>11.5 (2.88)</td>
<td>11.98 (2.74)</td>
</tr>
<tr>
<td>Wilcoxon P</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>Δ^c (range)</td>
<td>—</td>
<td>0.09 (−0.01 to 0.19)</td>
</tr>
<tr>
<td>“The questionnaire was interesting”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score (SD)</td>
<td>3.22 (0.79)</td>
<td>3.26 (0.81)</td>
</tr>
<tr>
<td>Wilcoxon P</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>Δ (range)</td>
<td>—</td>
<td>0.04 (−0.05 to 0.13)</td>
</tr>
<tr>
<td>“I am satisfied with the amount of information”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score (SD)</td>
<td>3.29 (0.84)</td>
<td>3.35 (0.73)</td>
</tr>
<tr>
<td>Wilcoxon P</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>Δ (range)</td>
<td>—</td>
<td>0.02 (−0.08 to 0.11)</td>
</tr>
<tr>
<td>“It would be useful to share with someone else; perhaps my friends, spouse, or doctor”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score (SD)</td>
<td>2.12 (1.19)</td>
<td>2.43 (1.06)</td>
</tr>
<tr>
<td>Wilcoxon P</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>Δ (range)</td>
<td>—</td>
<td>0.14 (0.04 to 0.24)</td>
</tr>
<tr>
<td>“I would recommend this questionnaire to a friend”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score (SD)</td>
<td>2.90 (0.93)</td>
<td>2.94 (0.96)</td>
</tr>
<tr>
<td>Wilcoxon P</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>Δ (range)</td>
<td>—</td>
<td>0.03 (−0.07 to 0.12)</td>
</tr>
</tbody>
</table>

^aContains no results since this was the control group for comparison with the other samples.

^bItalicized results are significant (P<.005).

^cΔ=Cliff delta.

No difference was found in perceived accuracy of the graphical feedback scores of the WHOQOL-CAT and WHOQOL-BREF (mean_CAT feedback accuracy 2.9, SD 0.9; mean_fixed feedback accuracy 3.1, SD 1.0; P=.05; Δ=0.06, Δ 95% CI [0.00-0.12]). Furthermore, 757 out of 919 (82.4%) participants thought the graphical feedback was accurate, and 850 out of 915 (92.9%) participants thought the graphical feedback was clear. In the text-based feedback sample, 384 out of 469 (81.9%) participants affirmed accuracy of text-based feedback and 445 out of 468 (95.1%) affirmed clearness of text-based feedback. Response distribution of feedback appraisal is shown in Table 3.

Table 3. Feedback accuracy and clarity responses.

<table>
<thead>
<tr>
<th>Feedback response</th>
<th>Responses, n</th>
<th>Disagree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The graphical feedback was accurate</td>
<td>919</td>
<td>83 (9.0%)</td>
<td>79 (8.6%)</td>
<td>757 (82.4%)</td>
</tr>
<tr>
<td>The graphical feedback was clear</td>
<td>915</td>
<td>27 (2.9%)</td>
<td>38 (4.2%)</td>
<td>850 (92.9%)</td>
</tr>
<tr>
<td>The text feedback was accurate</td>
<td>469</td>
<td>50 (10.7%)</td>
<td>35 (7.5%)</td>
<td>384 (81.9%)</td>
</tr>
<tr>
<td>The text feedback was clear</td>
<td>468</td>
<td>7 (1.5%)</td>
<td>16 (3.4%)</td>
<td>445 (95.1%)</td>
</tr>
</tbody>
</table>
Computerized Adaptive Testing

CAT did not improve overall assessment experience scores compared with the fixed-length (mean_{CAT} 11.7, SD 3.1; mean_{fixed} 11.9, SD 2.7; \( P = .21; \Delta = -0.06, \Delta 95\% CI -0.12 to 0.00 \)). Even when combining adaptive assessment with graphical feedback, assessment experience did not significantly differ from the fixed-length assessment without feedback (mean_{CAT, graphical} 11.6, SD 3.1; mean_{fixed, nofeedback} 11.5, SD 2.9; \( P = .72; \Delta = 0.01, \Delta 95\% CI -0.09 to 0.12 \)).

Feedback Time

Median time spent looking at feedback for all feedback groups combined was 129 seconds. Respondents in the WHOQOL-CAT sample spent significantly more time looking at graphical and text-based feedback compared with graphical feedback only, which is shown in Table 4. In the WHOQOL-BREF group, the difference in time looking at feedback did not comply to our \( P \) value threshold but has suggestive significance.

<table>
<thead>
<tr>
<th>Variable</th>
<th>World Health Organization Quality of Life-BREF</th>
<th>Computerized adaptive test version of World Health Organization Quality of Life-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time spent looking at feedback</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median, seconds</td>
<td>115</td>
<td>115</td>
</tr>
<tr>
<td>Wilcoxon ( P )</td>
<td>_ b</td>
<td>124</td>
</tr>
<tr>
<td>( \Delta^c ) (range)</td>
<td>0.13 (0.02 to 0.23)</td>
<td>.04 (−0.06 to 0.15)</td>
</tr>
</tbody>
</table>

\( ^a \)Italicized results are significant (\( P < .005 \)).

\( ^b \)Contain no results since this was the control group for comparison with the other samples.

\( ^c \)\( \Delta \) Cliff delta.

Discussion

Conclusions

With this study, we have shown that immediately providing feedback after online QoL assessment significantly improves assessment experience when providing combined graphical and tailored text-based feedback. Graphical feedback alone did not improve assessment experience. Perceived accuracy of feedback was not different when comparing WHOQOL-BREF with WHOQOL-CAT, which suggests that CAT scores are as reliable as fixed-length scores, from a respondent’s perspective. The WHOQOL-CAT is shorter than fixed-length assessment, but it did not necessarily result in a better experience. Furthermore, respondents thought both graphical and text-based feedback after WHOQOL assessment were considerably clear and accurate.

Other Literature

Little research has been conducted to assess QoL assessment feedback. Brundage et al. assessed interpretation accuracy and ratings of ease of understanding and usefulness of different data presentation formats for both patients and respondents in both group-level data and individual-level data [1]. They looked at how graphical data should be provided and with which details, where we looked at, and what kind of feedback, including tailored text-based feedback, is most desired and found to be accurate by respondents. Kuijpers et al. assessed self-rated understanding of Quality of Life Questionnaire-Core 30 scores and preference for presentation styles, whereas our research did not focus on presentation style but on feedback method [2].

Strengths

This study has several strengths. The sample size is relatively large, with sufficient distribution in age, gender, and working status to accurately reflect the British population. The sample was large enough to establish 5 different large samples for comparison with our control group. By establishing 6 different samples, we were better able to target our different comparisons and hypotheses. We accepted a probability value of \( P = .005 \), rather than the conventional \( P = .05 \), to increase the likelihood of these results being replicable in future investigations. As the use of a \( P \) value of .005 might not be widely accepted yet, we have regarded a conventional \( P \) value of .05 as suggestive instead of significant [28-31].

We took steps to ensure our data were of high quality by adding dummy questions to the questionnaire to assess attentiveness and removing participants who stated that they were not paying attention, in line with recommendations for increasing reliability in studies conducted using compensated Web panels [37].

Acceptability and Engagement Evaluation

In this study, we focused on the impact of feedback and impact of CAT on the user experience and assessed perceived accuracy of graphical feedback. As this represents 1 of the first efforts to do so, we were unable to find a previously validated questionnaire for assessing the relevance and acceptability of feedback and CAT administration. We developed a questionnaire that used items that had been shown to work well and preference for presentation styles, whereas our research did not focus on presentation style but on feedback method [2].
in the single other study we found that examined acceptability of feedback for patients completing a personality questionnaire [38]. Though we found that the questionnaire performed well during psychometric evaluation, we acknowledge that the short questionnaire may not cover all relevant aspects of questionnaire completion.

Computerized Adaptive Testing

The questionnaire was, primarily, designed to assess experience relating to feedback (eg, the questionnaire was interesting; it would be useful to share with someone else, perhaps a friend, spouse, or doctor), which partially explains the lack of effect between the CAT and the fixed-length groups. In this study, the average for WHOQOL-CAT (SE<0.45) items administered was 17.9, which is only slightly more than expected based on an earlier simulation study conducted in silico (average 16.7, SE <0.45) [22]. This moderate item reduction in an already brief questionnaire might also explain why CAT did not affect user experience in this study. We know fixed-length questionnaires are likely to be acceptable to respondents, proven by their long-standing effective use. However, CAT is likely to provide an advantage over fixed-length forms that would be considered burdensome. Further research is therefore warranted to explore the relationship between CAT, questionnaire length, and patient burden.

Assessment and Acceptability

Some unanticipated results were found. The scores on each questionnaire item were positively skewed in each group, indicating that although feedback did significantly improve experience, there appears to be something inherently positive about completing the WHOQOL questionnaire, regardless of the provision of feedback. Our experimental design prohibits us from understanding if the recruitment method (ie, via Web panel with compensation) affected the scores of acceptability measure, though participants were aware their reimbursement was not linked in any way to their responses. Studies that have been designed to assess the reliability of responses from similar Web panels (eg, Amazon’s Mechanical Turk) have found them to be reliable sources of information though, but to our knowledge, no studies have focused specifically at either QoL research or participants from the United Kingdom [39]. For evaluation of the assessment, we created our own survey items and conducted psychometric analyses to assess their suitability. Alternative for assessing feedback from clinical assessments are available, for example the “Patient Feedback Form” developed by Basch et al and adapted by Snyder et al, but unfortunately, this form has not been psychometrically validated for use in the English language. After we finished our data inclusion, Tolstrup et al translated and validated this evaluation form for a Danish patient population. Future research in this area may usefully validate the Patient Feedback Form for use in English [40-42].

Impact

We discovered that the effect sizes were small to moderate. Despite the modesty of the effect sizes, we consider that adding tailored text-based feedback to outcome assessment might have a considerable impact on user experience, engagement, and response rate when feedback is implemented in outcome assessments where the primary goal is to maximize response rates and minimize longitudinal attrition. We chose a cross-sectional design to investigate this effect, and our positive results suggest that further experimentation in a cohort of patients who are prospectively followed up using QoL PROMs is warranted. In this study, we compared a participant’s scores to the population mean; during longitudinal assessment it becomes possible to feedback a person’s scores in relation to their previous scores, which may further increase the relevance of individualized feedback and therefore, the acceptability and willingness to participate in multiple PROM assessments over time.

Bottom Line

In conclusion, providing feedback after outcome assessments is important to maximize user experience. Putting scores into context by using tailored text increased the user engagement. In addition, in this study, CAT did not improve overall experience but was substantially shorter than the fixed-length assessment. More research is necessary to assess CAT patient burden in terms of PROM assessment time, item reduction, patient-perceived length, and patient-perceived validity.
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Abstract

Background: Applications of artificial intelligence (AI) in health care have garnered much attention in recent years, but the implementation issues posed by AI have not been substantially addressed.

Objective: In this paper, we have focused on machine learning (ML) as a form of AI and have provided a framework for thinking about use cases of ML in health care. We have structured our discussion of challenges in the implementation of ML in comparison with other technologies using the framework of Nonadoption, Abandonment, and Challenges to the Scale-Up, Spread, and Sustainability of Health and Care Technologies (NASSS).

Methods: After providing an overview of AI technology, we describe use cases of ML as falling into the categories of decision support and automation. We suggest these use cases apply to clinical, operational, and epidemiological tasks and that the primary function of ML in health care in the near term will be decision support. We then outline unique implementation issues posed by ML initiatives in the categories addressed by the NASSS framework, specifically including meaningful decision support, explainability, privacy, consent, algorithmic bias, security, scalability, the role of corporations, and the changing nature of health care work.

Results: Ultimately, we suggest that the future of ML in health care remains positive but uncertain, as support from patients, the public, and a wide range of health care stakeholders is necessary to enable its meaningful implementation.

Conclusions: If the implementation science community is to facilitate the adoption of ML in ways that stand to generate widespread benefits, the issues raised in this paper will require substantial attention in the coming years.

(J Med Internet Res 2019;21(7):e13659) doi:10.2196/13659
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Introduction

Artificial intelligence (AI) has become a topic of central importance to the ways in which health care will change in the coming decades, with recent commentaries addressing potential transformations in clinical care [1,2], public health [3], and health system planning [4]. AI is a general purpose technology (GPT), which means it represents a core set of capabilities that can be leveraged to perform a wide variety of tasks in different contexts of application [5]. Understanding the core capabilities of AI as a GPT, and the ways in which it stands to be incorporated into health care processes, is essential for the implementation research community to contribute to promoting a positive place for AI in the future of health care. We believe that AI has the potential to substantially reconfigure health care, with implications that reach beyond enhancing the efficiency and effectiveness of care delivery. Due to this potential, we suggest that implementation science researchers and
practitioners make a commitment to more fully consider the wider range of issues that relate to its implementation, which include health system, social, and economic implications of the deployment of AI in health care settings.

We suggest that the most appropriate language for discussions of AI in health care is actually to discuss machine learning (ML), which is the specific subfield of AI that is currently making the most impact across industries. We then focus on 2 questions about the deployment of ML in health care. First, how should ML be understood in terms of its actual use cases in health care? This question addresses the nature of ML as an implementation object [6,7] in health-related contexts. We present a basic framework for thinking about use cases of ML in terms of decision support versus automation and elaborate clinical, operational, and epidemiological categories of these use cases.

Second, what are the unique challenges posed by ML that may require consideration during an implementation initiative? As opposed to focusing on strategies for the adoption of digital technologies in general, which has been addressed extensively in other literature [8-10], we focus on what we understand to be the most important risks arising from the implementation of ML in health care. Our discussion of the risks associated with implementing ML in health care is guided by the work of Greenhalgh et al in the framework for theorizing and evaluating Nomadoption, Abandonment, and Challenges to the Scale-Up, Spread, and Sustainability (NASSS) of health and care technologies [8].

The NASSS framework is based on the premise that when considering influences on whether and how a technology is successfully taken up and used, it is important to keep in mind “it is not individual factors that make or break a technology implementation effort but the dynamic interaction between them” [8]. The NASSS framework outlines a range of considerations that are relevant to understanding how a technology might be adopted across an entire region or health system, ranging from a focus on the particular health condition in the clinical scenario to the wider political, regulatory, and sociocultural system in which it is to be embedded. In our paper, we examine ML as a GPT that has the potential to apply across clinical conditions and focus our analysis on elements of the NASSS framework: the technology, its value propositions, and the adopters, organizations, and systems into which it might be introduced. We emphasize the evolutionary nature of ML as a GPT and explicitly acknowledge that it will continue to develop and change over the coming years, which is also an important feature of the NASSS framework. We conclude by advocating for further research on the risks posed by ML from an implementation science perspective.

AI has been described in many ways. Using the framing in Agrawal et al, we emphasize that recent advances in AI can be best understood as “prediction technology” [11]. Quite simply, prediction is defined for this purpose as “taking information you have, often called ‘data’, and using it to generate information you don’t have” (PM, p. 24). This newly generated information estimates the true information that is missing, leading to the potential for people and technology to take actions that may have otherwise been based on less accurate information.

Predicting illness episodes that might be experienced in the future is an obvious application of AI in this sense, but prediction as we have defined it has many other uses as well. Examples include an automatic translator predicting the phrases of Spanish that correspond to a particular set of phrases in English or a chatbot predicting the most appropriate cluster of words in response to a given query. These examples might not represent the very intuitive understanding of prediction that we have become used to in everyday usage or the way we tend to think of prediction of health-related events and outcomes in health care. However, they represent the prediction of information that we do not have based on information we do have and point toward the potentially widespread applications of AI as a GPT.

The phrase “predictive analytics” is very intuitive with regard to defining AI as a prediction technology, using advanced computer algorithms to predict health-related events from existing data in ways that exceed the ability of individual researchers applying individual analyses [12]. However, AI opens new opportunities for prediction beyond the familiar predictive analytics for hospital admissions, length of stay, and patient survival rates. As a process of filling in missing information, better and cheaper prediction is already being used in new areas, from transcribing audio to enhancing security to informing diagnoses.

At its core, current applications of AI bring statistical modeling, computer code, and advanced computing power to bear on large amounts of representative data. In his recent commentary on the potential of deep learning (a form of AI) to transform health care, Hinton gave the example of deciding whether a patient has a particular disease and explained that a common approach would be to use a simple logistic regression (using data to predict a binary outcome: the patient has the disease or does not). However, he suggested that if there are extremely high numbers of potential influences or predictors of whether the person has the disease, many of which may interact with one another, the prediction challenge becomes much more complex. This is especially the case where we have imperfect knowledge of the causes and correlates of a particular disease. This example also pertains only to binary queries specifically about whether a patient has a single disease, which is different from the typical reasoning processes involved in differential diagnosis among clinicians, where multiple confounding, interdependent outcomes must be considered [13,14].

Specific applications of AI can fall under distinct categories, with AI serving as an umbrella concept, covering more specific frameworks. In this paper, we are primarily concerned with the subdomain of AI referred to as ML in which statistical models are automatically (or semiautomatically) induced from data according to some criterion (eg, best expected discriminative power or maximum likelihood given to training data). This means that complex statistical models capable of executing advanced predictions are generated in part by using data to train the model to achieve a particular goal.
Often, ML involves supervised methods that categorize data points, for example, as images of skin cancer or otherwise given datasets in which all data points (or at least a substantial subset) are associated with a label, ordinal, or category that is meant to be predicted or inferred [15]. This process requires datasets that have the appropriate labels indicating what the data means; in the example of images of skin cancer, each data point would be labeled according to its representation of a mass as malignant or benign or some variation thereof. Given these labels and the statistical models they help to train, ML can be very effective at determining the category in which any newly available individual data point belongs, thereby being useful in the effort to, for example, identify malignant cancers based on particular images [16].

Much of the power of modern ML also derives from unsupervised pattern recognition, in which hidden (or latent) aspects of the data are automatically identified by the algorithms and exploited according to the aforementioned criteria. Unsupervised ML can often identify patterns in the data that humans do not even think to look for. Often, these hidden aspects are nonlinear combinations of many parts of the input. ML can also improve its ability to take actions according to these induced hidden patterns and particular functions of cost and reward in a process called reinforcement learning. For example, ML can dynamically adapt survey questions to more quickly identify possible diseases [17], dynamically avoid potential communication breakdowns during speech conversation in the assessment of dementia [18], and even recommend treatments directly when using structured institutional data [19]. As so much health care information can be represented digitally, the potential of ML to improve health care practices is profound.

**Methods**

**Use Cases of Machine Learning in Health Care**

In the remainder of our paper we refer primarily to ML as opposed to AI, focusing our analysis on the concrete possibilities of ML in health care. We can think about use cases of ML in health care in 2 broad ways. The first is through decision support, wherein ML algorithms are used to provide some form of input into a human decision making. An example is where an algorithm is used to provide more accurate predictions of the outcome of a particular procedure given a particular clinical presentation. This helps to inform a human decision about whether a given procedure is the best course of action. The second is through automation, wherein algorithms are used not only to predict an output but also to take action to achieve a particular outcome. An example is the automatic transcribing of a clinical note when dictated into a computer program, resulting in a complete note being added to a patient’s record (technically referred to as Automated Speech Recognition).

These 2 broadly defined categories of use cases can be thought of as applying to various types of tasks in health care, and we suggest it is instructive to consider 3 types of tasks as most relevant for the implementation of ML for health: clinical, operational, and epidemiological.

Clinical tasks refer to health-related assessment, intervention, and evaluation, generally performed by qualified health care providers, for example, determining a differential diagnosis. Operational tasks are those related to activities that are ancillary to clinical tasks but necessary or valuable in the delivery of services, such as generating, storing, and retrieving medical records. Finally, epidemiological tasks are those related to more accurately identifying the health needs and outcomes of a set of people within a given population. An example is the development of a warning system for disease outbreak. As epidemiological use cases of ML are related to enhancing the ability of humans to make decisions in the other categories described here (clinical or operational), there are no examples of pure automation for epidemiological tasks that contain an output other than informing a human decision. Hypothetical examples of both decision support and automation are given under each of these categories in Table 1.

This table presents a basic framework for thinking about use cases of ML in health care as falling into 2 primary categories: decision support and automation. These use cases apply in categories of clinical, operational, and epidemiological tasks. As no examples of pure automation exist for epidemiological tasks, no example is presented in that cell.

The considerations most pertinent to the implementation of ML will depend on the particular use case being proposed in a given implementation initiative, and the categories outlined in Table 1 provide a framework for understanding those use cases. The NASSS framework and other work in implementation science for digital health technologies emphasize the importance of attending to the particular value proposition that a new technology offers for health care stakeholders [8,9]. The value proposition of digital technology might be different for different stakeholder groups, and implementation frameworks direct attention to the implications of newly introduced technologies for patients, health care providers, managers, health policymakers, and others [8,25,26]. The clinical, operational, and epidemiological task types presented in Table 1 will correspond to different value propositions for different stakeholder groups, meaning that specific applications of ML might preferentially benefit one group over another, for example, identifying a scheduling process to maximize efficiency in operating costs might preferentially benefit managers over health care providers inconvenienced by a new system. Understanding how value propositions differ for the various stakeholders implicated in a given implementation of ML is an essential consideration for successful adoption and use.
The potential value propositions of an ML technology offering decision support versus one offering automation are very different and bring along different sorts of implementation issues. The implementation of decision support systems in health care that do not include applications of ML have been well studied and the difficulties include perceived challenges to autonomy, lack of time, and dissatisfaction with user interfaces [27,28]. Implementation initiatives involving decision support applications of ML will need to consider this past work to develop implementation strategies that more effectively address known challenges.

Implementation initiatives involving automation are likely to face some similar and some different challenges. For example, stakeholder views on the introduction of automated robotics into a variety of health care settings found a widespread lack of interest and understanding and fear of the ways in which work would be disrupted and distributed [29]. Although automation has existed in health care for decades through technologies such as heart rate monitors, the question of how acceptable stakeholders will perceive new forms of automation to be remains an important issue. This point raises the overarching issue of the extent to which automation is possible through applications of ML, linked to speculation about whether ML will mostly augment or actually replace health care providers’ work [1,30].

**Augmentation and Replacement of Health Care Work**

We agree with a growing chorus of health care providers and researchers who suggest that ML will primarily serve to augment as opposed to replace the work of humans in the provision of health care in the near term [31], despite applications of automation in health care. This is because the role of ML in the current generation of capabilities functions at the level of the task, and not at the level of an entire job. Agrawal et al explained that “the actual implementation of AI is through the development of tools. The unit of AI tool design is not ‘the job’ or ‘the occupation’ or the ‘the strategy’, but rather ‘the task.’” (p. 125). Therefore, for a health care provider to be entirely replaced, every single task performed by that provider would need to be automated by an ML tool or handed off to a different human.

The complete automation of the full range of human tasks involved in providing clinical care is not yet possible; activities such as making treatment decisions based on a differential diagnosis that integrates data from laboratory investigation, visual observation, and patient history are still too complex for automation. In emphasizing this point, we are suggesting that although much of the hype about AI (and specifically ML) in health care has focused on its potential role in automating processes of health service delivery, it is more likely that near-term applications of ML will fall under the category of decision support.

Further comments about prediction tasks and decision tasks will help to clarify this point. As stated earlier, ML applications fundamentally perform some form of prediction. The specific instance of prediction that the application is performing may be thought of as the prediction task, which may be paired with a complementary decision task. The decision task is where the newly generated information is used to select a particular action in a given context. In applications of ML that function as decision support, the decision task is performed by a human. As ML diffuses, an important new challenge for health care providers is to make choices using the predictions that arise from decision support applications of ML, involving new forms of input to clinical thought processes related to risks, benefits, and previously unrecognized influences on health. The examples of decision support in Table 1 involve generating better information to inform human decision making.

In applications of ML that function as automation, both the prediction task and the decision task are accomplished by machines. A clear example is self-driving cars. The sensors surrounding the car enable predictions of the best direction in which the car should travel. However, it is the selection from a predetermined set of actions and execution of one action over another that makes self-driving cars an example of automation as distinct from one of decision support. ML is not yet sophisticated enough to complete these selection and execution functions for many health care tasks, across both clinical and operational levels.

As prediction tasks become more amenable to being performed by ML, decision tasks become more valuable [5,32]. This is because predictions are improved, meaning that decisions can be made with greater confidence and impact. The enhanced value of these decisions represents the potential value of ML as a decision support tool and illustrates the potential breadth of value propositions that could arise from this technology with a wide range of implications for the implementation process.
However, for decision support to be valuable in health care, the outputs of algorithms must have a clear entryway into the human decision-making processes that pervade health service delivery. This points us toward one of a series of important issues raised from an implementation science perspective on the introduction of ML in health care settings, which we turn to next.

Results

Unique Considerations for Implementation Science

We have described use cases (and attendant value propositions) of ML in health care as more likely relating to decision support and less likely to automation, which begins to illustrate the implementation object of focus in ML initiatives [6,7]. In many cases of decision support, the implementation object is actually not all that different from the statistical tools that are already used as part of common practice, such as risk prediction. In cases of automation, there are similarly many examples of technologies that have already been successfully implemented in health care settings (such as automatic transcription mentioned earlier). However, ML as a GPT raises a number of issues that run across use cases and might be anticipated as unique in comparison with implementation projects for other digital technologies.

Best practices of implementation for digital innovations [8,9,33] will be fundamental to the adoption of ML in health care. Here, we discuss considerations that might appear in implementation projects involving ML that may be less likely to appear in implementation projects involving other digital technologies and yet stand to have a potentially strong influence on the success of such projects. We organize this section based on distinct levels of consideration that are presented in the NASSS framework that we have not yet addressed [8,26]: health care providers, patients and the public, health care organizations, and health policy and systems. Although we consider the primary considerations of health technology vendors working on the development of ML application in health care to be outside the scope of this paper, we acknowledge this is a gap in the literature that requires attention.

Health Care Providers

Health care providers are those responsible for doing the actual work of health care delivery and are being increasingly expected to adopt and use new technologies in health care environments. We suggest that the core considerations or risks of the implementation of ML for health care providers will fall into the categories of meaningful decision support and explainability.

Meaningful Decision Support

For ML to function as decision support in a way that is valuable to health care stakeholders, the outputs of algorithms must have a meaningful entryway into decision making. From an operational or epidemiological perspective, isolated analyses of risk prediction may help to inform resource allocation and subsequent analysis decisions fairly simply. However, from a clinical perspective, algorithms that perform isolated risk prediction may be less useful. Clinical decision making is a complex process involving the integration of a variety of data sources, incorporating both tacit and explicit modes of intelligence [34-36]. To inform this decision-making process more intuitively, attention is increasingly being devoted to communication tools such as data visualization [37]. The nature and value of these communication tools are central to the implementation process, helping to determine whether and how algorithmic outputs are incorporated in everyday routine practices. This point primarily relates to the decision support use case across clinical, operational, and epidemiological tasks.

Explainability

There is a growing concern in the AI community related to the explainability of the results achieved by ML algorithms, wherein the ways in which algorithms enhance the performance of prediction can often not be understood [38]. As a result of the processes described earlier in this paper, the ways in which data are being used to train algorithms cannot be traced out in sequential, logical detail. Hence, the actual ways in which models achieve their results are in some instances not knowable even to the computer scientists who create them. Evidence-based medicine rests on a foundation of the highest standards of explainability; medical decision making aspires to incorporate a sound understanding of the mechanisms by which diseases and their treatments function and the particular treatments that have demonstrated the greatest benefits under particular experimental circumstances (in addition to patient needs and values [35,39,40]). The lack of understanding of those mechanisms and circumstances poses challenges to the acceptability of ML to health care stakeholders. Although the issue of explainability relates clearly to decision support uses of ML as explained here, the issue may apply even more profoundly to automation-focused use cases as they gain prominence in health care.

Patients and the Public

The issues of public trust and public input into the governance of ML initiatives in health care have been widely discussed as the popularity of AI has grown, with advocates suggesting that future developments of AI ought to be explicitly supporting a broader public interest. We suggest that 2 pairs of issues frame the risks of ML related to patients and the public. The first pair is privacy and consent and the second is representative data and algorithmic bias.

Privacy and Consent

The training of ML models requires large amounts of data, which means that applications of ML in health will likely rely on health-related data from patients and the public. As governments and other actors internationally become interested in developing applications of ML, health-related data are increasingly made available to private entities with the capability of producing AI applications that are relevant to peoples’ health [41-43]. Currently, data from wearable devices such as smart watches and mobile apps are not widely covered by health information legislation [44], and many health-related apps have unclear consenting processes related to the flow of data generated through their use [45]. Furthermore, data that are de-identified may be re-identifiable when linked with other datasets [46]. These considerations create major risks for initiatives that seek to make health data available for use in the
development of ML applications, potentially leading to substantial resistance from health care providers such as that seen in primary care in Denmark in recent years [42]. This will be particularly important for population and public health use cases that require data from very large segments of the population. The meaning of consent and strategies to maintain patient privacy are central considerations to ML implementation initiatives. The related issues of privacy and consent pertain especially to clinical and epidemiological use cases of ML in both decision support and automation categories, as data from patients for the public are essential to train algorithms in these areas (whereas operational use cases may only rely on other forms of data, such as clinical scheduling histories).

**Representative Data and Algorithmic Bias**

Algorithms are only as good as the data used to train them. In cases where training data are partial or incomplete or only reflect a subset of a given population, the resulting model will only be relevant to the population of people represented in the dataset [47]. This raises the question about data provenance [30,48] and represents a set of issues related to the biases that are built into algorithms used to inform decision making. One high profile example was the hiring bias exhibited when algorithms were used to make hiring decisions at Amazon, resulting in only men being advanced to subsequent stages of hiring [49]. This is notable in part because the algorithm performed extremely well based on the available data, simply extending the bias that already existed in hiring practices at the company. When applied to health care of public health, data provenance and potential bias in training data represent important issues that are likely to be of major concern for the stakeholders involved in the implementation of an ML initiative. Public health has health equity as a primary goal, and representativeness in terms of which populations can be addressed by an ML initiative will be a central consideration.

A further challenge with the nature of the data on which algorithms are trained relates to concept drift, a phenomenon where data on which an algorithm is trained change over time (or become out of date), which changes the performance of the algorithm as new data are acquired [50]. The possibility of concept drift means that those overseeing the performance of ML-based technologies in health care must identify strategies to determine how well the algorithm deals with new data and whether concept drift is occurring. Applications to support this effort are emerging in the literature [51].

The issues addressed here apply most clearly to ML applications that use patient data to inform clinical and epidemiological use cases that enhance clinical care and health system planning. And although the use of public data will likely be the most contentious issue in this domain, the challenges of representativeness and bias apply to all ML use cases across decision support and automation domains.

**Health Care Organizations**

Health care and public health systems are composed of independent organizations that need to develop and execute strategies within the limits of the resources available to them. Organizations have been the driving force behind the adoption of many innovations in health care and have a collection of considerations that are unique from the broader systems of which they are a part. We suggest that the issue of security and computational resources become particularly important for organizations as they adopt ML initiatives in health care and public health.

**Security**

As data are collated and stored for training ML models, the risk and potential severity of security breaches grows. The global attack of health care organizations using WannaCry ransomware in May 2017 shows the vulnerabilities of even well protected health data to malicious interests. This particular attack is estimated to have affected 200,000 systems in over 150 countries, indicating the potential scope of security problems as the value of data grows [52]. Strategies to prevent such security breaches on Web accessible health data are now being proposed in the literature [53,54], and the high profile of security issues makes this a particularly important issue as ML applications develop in health care and public health. The issue of security transcends any particular use case of ML and includes any applications or analysis that relies on big data more generally.

**Computational Resources**

Advanced applications of ML require substantial computing power, with some predictive analyses and training models requiring up to several weeks to run. The more extensive the computing support, the more efficient ML applications will become, raising the question of the cost and availability of such advanced computing power for health care organizations. Health care is publicly funded in many countries around the world, and public support to secure the resources to fund the necessary computing power may not be present. Cloud-based analytics present an opportunity and a challenge for health-related organizations in relation to the issue of computational resources. Cloud-based data analysis means that organizations would not need to own computational resources directly [55] but also introduces the potential challenges of data safety. These issues are relevant to the training phase of a newly developed algorithm, but of course, less computing power is required to simply apply algorithms that have been generated and trained elsewhere. How data are stored and processed is thus also an important consideration in ML implementation initiatives. The issue of computational resources also applies more generally than any given ML use case, related to the development and functioning of many kinds of AI algorithms.

**Health Policy and Systems**

The challenges associated with ML initiatives at the level of health policy and systems are extensive. These include broad legislative frameworks related to emerging health-related technologies more generally [56] and to the innovation procurement systems that vary across health system settings [57,58]. The policy issues presented by ML in health care are beginning to garner more attention [42,43], but here we present one issue that we have not seen addressed in health care or public health literature: the challenge of scalability.
Scalability and Normal Accidents

A major challenge that extends beyond any single implementation of ML, and therefore requires a system-wide view, relates to the scalability of ML. Scalability in this sense refers to the unanticipated effects of the appearance of multiple ML technologies that will inevitably interact with one another by some means. As applications of ML proliferate across health care and public health, eventually some algorithmic outputs will confront others. The effects of this interaction are impossible to predict in advance, in part because the particular technologies that will interact are unclear and likely not yet implemented in the course of usual care.

Health care represents what Charles Perrow referred to as a complex system or a system in which processes are tightly linked to one another and interact in unintended ways in the effort to achieve the goals of the system [59]. This acknowledgement has led to the high reliability movement in health care and other industries [60], intending to implement management strategies that could mitigate against the risk of disasters arising from such immense complexity. Perrow’s work was titled Normal Accidents: Living with High Risk Technologies, suggesting that in systems characterized by complexity and the use of advanced technologies, accidents are bound to happen [59]. This basic point about the seeming inevitability of accidents in the context of complex systems and new technologies underscores the significance of the scalability challenge of ML in health care. We suggest that implementation scientists will need to consider the unintended consequences of the implementation and scale of ML in health care, creating even more complexity and greater opportunity for risks to the safety of patients, health care providers, and the general public. ML safety will likely need to become a dedicated focus of patient safety research internationally. This point about scalability frames the broader challenge for implementation scientists who are committed to a system-wide perspective on health innovations and relates not only to each type of use case identified in our framework but also to the interactions between them as well.

Discussion

Intersecting Issues in the Future of Health Care

In our brief Discussion section, we outline 2 overarching issues that we consider to frame the challenges facing health care systems that are hoping to adopt ML in the coming years. The discussion here is informed by the explicit recognition in the NASSS framework that both the technology and context in which innovations are being introduced shift and change over time. Greenhalgh et al suggest that although the levels of the framework can be distinguished analytically, “at an empirical level they are inextricably interlinked and dynamically evolving, often against a rapidly shifting policy context or continued evolution of the technology” (p. 14). Our assessment of the 2 issues we address here is intended to represent the connections between the changes that will be required as the policy context and technology evolve concurrently. The first is the issue of the role of corporations in health-related applications of ML, and the second is the issue of the role of ML in the evolving nature of health care.

The Role of Corporations

As the innovations enabled by ML have taken on a more powerful role in driving global economies, corporations have strategically sought to acquire larger amounts of more diverse data to boost their capacity to develop ML algorithms [61]. The shifting focus of many large corporations to the collection and manipulation of data characterizes what Zuboff refers to as surveillance capitalism, a relatively recent phenomenon in the global economy that relies on data for innovation and corporate success. The more that large corporations enter the health care industry with the power to collect, store, and use data, the more intertwined health care will become with the corporate realities of these large, multinational companies [62].

As large corporations acquire more data and develop more sophisticated forms of ML that transcend any individual geographical region, the implications for domestic health care policy are at risk of being overlooked. Although recent efforts to create regional protections around data collection and use have appeared to make an impact, such as the General Data Protection Regulation in Europe, health care policy is well behind. In cases where health-related data are already being stored in a country other than where the user is living, what are the regulations on how those data can be used? Where users voluntarily engage with technologies that collect their data for explicit health-related use by a corporation outside of their political jurisdiction, what legislative frameworks apply to protect patients and the public? These issues represent the important challenge of making health policy matter when conventional political boundaries are less able to contain the potential of large corporations to develop and use their technological capabilities.

The Changing Nature of Artificial Intelligence–Enabled Health Care

AI applications represent a potential impetus for major change in the institutions that constitute health care. In this sense, the term institution refers not just to the organizations in which health care providers work but to a complex collection of cognitive, cultural, regulative, and moral influences that shape the way that health care workers see their work and their lives [63]. The social sciences have worked to provide clear definitions of institutions through decades of research and theory [63-65]. Scott explained that institutions are combinations of 3 pillars: norms of the way things are usually done around here (cultural-cognitive influences), laws and regulations (regulative influences), and assumed moral codes (normative influences) [63]. Health care represents a confluence of institutions understood in this sense, many of which are naturally oriented toward maintaining some version of the status quo. Particularly for members of institutions who maintain power over resources, such as the medical profession, embracing institutional change is a point of resistance and difficulty.

We suggest that ML will confront the realities of entrenched institutions through issues such as meaningful decision support and explainability described earlier. These 2 issues represent
the authority of health care providers over the decisions that come to define health care as a multi-institutional field, both in terms of their rightful positions within the system and the fabric of decision making that has always defined health care processes. These issues point toward an important challenge that we suggest implementation scientists must grapple with: the changing nature of health care work. In Prediction Machines, the authors explain that as AI technology develops, “the value of substitutes to prediction machines, namely human prediction, will decline. However, the value of complements, such as the human skills associated with data collection, judgment, and actions, will become more valuable.” (p. 81). As the implementation science community considers how to encourage the adoption of ML technologies, it will also need to consider how such technologies stand to change the ways in which health care planning, decision making, and delivery are understood and the evolving role of human health care providers within that context.

The challenges described here refer to unique considerations of ML that pose novel challenges to implementation beyond the work of promoting the routine use of technologies among health care providers. We suggest that the hype and high stakes of ML make these issues more prominent in the mindsets of health care stakeholders and therefore more likely to impact upon an ML implementation project. The implementation science community will need to establish strategies to address these issues as ML becomes more prominent, each of which requires ongoing work to be adequately addressed.

**Conclusions**

In this paper, we have provided an overview of ML for implementation scientists informed by the NASSS framework, outlining the use cases of ML as falling into the categories of decision support and automation. We suggest these use cases apply to clinical, operational, and epidemiological tasks and that the primary ways in which ML will enter into health care in the near term will be through decision support. We then outlined unique implementation issues posed by ML initiatives from 4 perspectives, those of health care providers, patients and the public, health care organizations, and health policy and systems.

Ultimately, we suggest that the future of ML in health care remains positive but uncertain, as support from patients, the public, and a wide range of health care stakeholders is necessary to enable its meaningful implementation. However, as applications of ML become more sophisticated and investment in communications strategies such as data visualization grows, ML is likely to become more user-friendly and more effective. If the implementation science community is to facilitate the adoption of ML in ways that stand to benefit all, the issues raised in this paper will require substantial attention in the coming years.
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Abstract

Background: Training therapists is both expensive and time-consuming. Degree–based training can require tens of thousands of dollars and hundreds of hours of expert instruction. Counseling skills practice often involves role-plays, standardized patients, or practice with real clients. Performance–based feedback is critical for skill development and expertise, but trainee therapists often receive minimal and subjective feedback, which is distal to their skill practice.

Objective: In this study, we developed and evaluated a patient-like neural conversational agent, which provides real-time feedback to trainees via chat–based interaction.

Methods: The text–based conversational agent was trained on an archive of 2354 psychotherapy transcripts and provided specific feedback on the use of basic interviewing and counseling skills (ie, open questions and reflections—summary statements of what a client has said). A total of 151 nontherapists were randomized to either (1) immediate feedback on their use of open questions and reflections during practice session with ClientBot or (2) initial education and encouragement on the skills.

Results: Participants in the ClientBot condition used 91% (21.4/11.2) more reflections during practice with feedback (\(P<.001\)) and 76% (14.1/8) more reflections after feedback was removed (\(P<.001\)) relative to the control group. The treatment group used more open questions during training but not after feedback was removed, suggesting that certain skills may not improve with performance–based feedback. Finally, after feedback was removed, the ClientBot group used 31% (32.5/24.7) more listening skills overall (\(P<.001\)).

Conclusions: This proof–of–concept study demonstrates that practice and feedback can improve trainee use of basic counseling skills.

(J Med Internet Res 2019;21(7):e12529) doi:10.2196/12529
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Introduction

Mental Health Treatment in the United States

In 2014, 43 million adults (18% of the population) in the United States were diagnosed with a mental illness and 21 million Americans with a substance use disorder [1]. Despite a severe need for treatment, less than half of those individuals received mental health services [2]. There is a severe shortage of mental health providers [3], and thus, seeking care can involve many calls to providers [4] and wait times that are longer than the duration of many acute mental health episodes [5]. Moreover, training licensed master’s– or doctoral-level psychotherapists
is an expensive and time-consuming process. There is incredible societal need to reduce the burden of mental illness and addiction, but a limited workforce and barriers to the rapid and effective training of providers create challenges for addressing these concerns.

Psychotherapy Training

Psychotherapy training typically includes didactic classroom-based academic instruction, skills practice via role-plays with peers, viewing and discussing recordings of experienced psychotherapists, and clinical supervision, with supervision playing the most significant role [6,7]. Ideally, supervision includes review of recorded sessions and specific performance-based feedback from a competent supervisor. Gold-standard training for licensed therapists includes a workshop-based introduction to a treatment approach and then posttraining support, including coaching and performance-based feedback via a behavioral coding fidelity measure. There is strong evidence that providing ongoing performance-based feedback via behavioral coding to therapists results in skills acquisition and retention (eg, [8]). However, this process is slow and labor intensive (eg, in some cases 4 or 5 times the length of the session) [9]. Consequently, specific and objective feedback based on behavioral coding is rarely used in training.

Even when feedback is available, it usually occurs long after the actual performance of the therapy and is generally vague [10]. Supervision and training primarily rely on the therapist’s self-report of what occurred in client sessions [11]. Supervision can be general and highly selective in nature, as opposed to targeting specific behaviors [6,7]. The Beutler study [6] observed, “trainees are provided with suggestions for addressing crises and major problems too late to benefit the patient, and even then, the supervision is typically poorly focused and provides few means to assess improvement.” For example, training in basic interviewing/active listening sills (eg, open questions and reflections) is foundational to training in mental health counseling and much of the medical field generally [12,13], and Motivational Interviewing (MI), which is partly based on the use of these skills, is a widely used evidence-based treatment [14]. However, treatments such as MI typically rely on workshops where opportunities for practice and feedback are fairly limited.

Research from cognitive science suggests delayed, nonspecific feedback is not sufficient to promote learning and develop expertise [15]. It has long been established that immediate feedback on specific behaviors is an optimal part of a training regimen with large, positive effects on learning [16]. When this feedback is done correctly, it can outweigh other powerful effects on learning, such as cognitive ability and socioeconomic influences [15]. Typical psychotherapy training and supervision does not meet these optimal conditions, and trainee therapists rarely receive feedback as they are performing the skills themselves.

Another practical difficulty with training therapists is to provide initial skills practice without relying on actual clients. Standardized patients, who are actors that simulate clients and their problems [17], reduce the risk of harming clients with untrained therapists, but they can be expensive or difficult to train. Screening for low-severity clients is another alternative, though they can be difficult and time-consuming to recruit (requiring senior staff time to screen and supervise). Despite best efforts and screening, these clients may ultimately reveal severe mental health concerns. In summary, from the view of the cognitive science literature, ideal psychotherapy training would include many opportunities to practice, with immediate performance-based feedback. However, many practical barriers currently prevent psychotherapy training from meeting these conditions.

Machine Learning and Psychotherapy

The field of computer science, and specifically machine learning, may provide potential solutions to availability of clients and lack of immediate feedback. Machine learning describes the process of creating algorithms through which a computer continues to learn from the algorithm without continued human interaction [18]. Recent developments in the field of machine learning and artificial intelligence may present solutions to standardizing and scaling up psychotherapy training [19]. Natural Language Processing (NLP) is a subgroup of machine learning, whereby the goal is to “learn, understand, and produce human language content” computationally [20], and recent work has begun to apply NLP to the training of mental health providers.

Natural Language Processing–Based Feedback

First, improvements in NLP have allowed computational models to replicate behavioral coding evaluations of psychotherapy that typically require trained human evaluators [21,22]. Currently, NLP models are able to identify key aspects of MI [23] (eg, questions and reflections)—an evidence-based psychotherapy for substance abuse problems—with similar accuracy to human raters [24]. This new technology allows for the possibility of a computer giving immediate feedback that would not be possible with human raters [25,26]. These new technologies create an opportunity to provide trainees with more rapid feedback that does not rely on resource-intensive human supervision.

Neural Conversational Agents as Standardized Patients

In addition to NLP-based evaluation of therapy, conversational agents may provide a computerized environment for practicing skills, potentially replacing standardized patients in some context. Conversational agents are computer programs that are intended to interact with a real person using language [27]. Early conversational agents relied on rule-based programming with long lists of if-then rules, which limits the ability to adapt a conversational model to a new domain. A recent, major innovation in computer-modeled conversational agents were algorithms that could generate plausible speech without relying on human-generated rules (ie, neural conversational models) that self-teach how to engage in dialogue, learning from a large corpus of examples (eg, recursive neural networks) [28]. Conversational agents have been utilized for training in the medical field [29] but have not yet been applied to training in psychotherapy.

Although conversational agents have not been used in psychotherapy training, there have been attempts to utilize technology to support skills practice and assessment. For
example, the Rosengren study [30] created a system, whereby therapists were presented with standardized patient video vignettes and were asked to respond using MI skills (in written form). Their responses were later scored by human raters for MI fidelity [31]. This method has the advantage of providing a truly standardized patient; however, the patient did not respond to the therapist, preventing a more natural clinical exchange. In addition, the system requires a human to score the responses, delaying the receipt of feedback. The Baer study [32] developed a similar system, whereby therapists were presented with video clips and asked to respond as their therapist. Again, responses were scored later by a human for adherence to MI best practices. Thus, neither system has the ability to provide feedback immediately after each therapist response. New NLP models have created the opportunity for simulating a standardized patient without the cost of recruiting and training human patients.

This Study
To address the challenges related to the need for scale and immediacy in training new skills in psychotherapy, we developed and evaluated a Web–based system that uses machine learning–based feedback for training 2 specific counseling skills: open questions and reflections. The feedback is embedded into a text–based neural conversational agent, developed to be a standardized patient. Thus, the skills training relied on an automated standardized patient—ClientBot—which provided real-time feedback to trainees on their utilization of specific counseling skills. We randomized nontherapist participants to receive real-time feedback on skill use (or not) and hypothesized that participants in the feedback condition would use more desirable counseling skills (ie, open questions and reflections) after training has ended than in the no feedback condition.

Methods
ClientBot Development and Overview
To a trainee participant, the ClientBot platform appears like a standard chat interface, much like what a person might use if they were chatting on the Web with a friend or having a short message service (SMS) text message conversation on a mobile phone (see Figure 1). The key difference is that in this chat platform, the beginning therapist is interacting with a simulated patient, which responds to the trainee’s statements using neural network conversational models (described below). Although the trainee interacts with the simulated patient, ClientBot provides feedback on the individual’s chat responses, tailored to the skill they are currently practicing—either open questions or reflections. In the following sections, we describe the underlying models and development of the neural conversational model and machine learning–based feedback.

Figure 1. Client bot architecture.

Long Short-Term Memory Cell
The simulated patient in ClientBot is a combination of 2 neural network systems with different strengths and limitations. Both rely on a long short-term memory (LSTM) cell, which is a variation on a traditional neural network sigmoidal unit that solves challenges in learning sequences with long-term dependencies. Similar types of models have been used for quite some time [33], but unfortunately, suffered from the “vanishing gradient problem” [34]. LSTM models solved many of these problems related to learning long sequences [35]. Here, we...
introduce the 2 LSTM recurrent neural networks underlying ClientBot and provide sample interactions.

The first model is a sequence to sequence model, similar to the model from the Vinyals study [28]. This class of models use an LSTM encoder network to read the input statement, and then have a separate, linked LSTM that decodes the statement into a response. Vinyals et al [28] adapted these models that were initially used for machine translation to be used in dialogue generation. The intuition is that dialogue can be thought of as a similar NLP problem to decoding a French sentence to an English sentence. This model is trained on a collection of English movie transcriptions (ie, openumbs dataset) [36] and 2354 psychotherapy transcripts published by Alexander Street Press, which is available for download with a library subscription [37]. The model was trained using adaptive gradient descent with a learning rate of .01 with gradient clipping of 5 [38], using a vocabulary of 15 thousand words and 1 layer of 3000 LSTM cells. This model achieved a perplexity of 9.06 on a random 5% of data that was not used during training. (Perplexity is a measure of how well the model predicted the next word in a sentence given the previous words, with lower values indicating better fit). When interacting with the model, it uses beam search decoding (with a beam size of 10). Each therapist statement was entered into the encoder, and the client statement was used as the output or criterion for the decoder model. The broad goal of choosing these 2 training sets was to provide the model conversational text, and in particular, the Alexander Street Press transcripts provided specificity of the content and nature of therapeutic conversation. Textbox 1 (Sequence to Sequence or seq2seq) shows example interactions from the model. These examples demonstrate that this model provides brief but plausible responses to questions, which are often indicative of “small talk.” However, this is also its limitation: It does poorly at providing longer responses, which would be typical from a client in a psychotherapy session. Another limitation is that it responds with the phrase “I don’t know” relatively frequently. Finally, because it is partly trained with a corpus of movie transcripts, it responds in ways that would be contextually rare in psychotherapy, such as “I love you.” As a result, after training the model, we undersampled responses with “I don’t know” and did not allow responses that contain “I love you.” These were the only manually developed adaptations for these models. Models were selected based on their accuracy predicting responses in a random 5% of the dataset using perplexity, a standard measurement of how well a language model fits the data. The seq2seq model achieved a perplexity of 9.06 (lower is better) on the test set of examples.

The second model underlying ClientBot is an LSTM model that is only trained on the Alexander Street Press psychotherapy dataset. This model inserted tags to indicate when a speaker was changing from a patient to a therapist and vice versa: (“<p>” and “<t>”). This model is a simpler variation of the seq2seq model. Instead of encoding and decoding, it is just predicting long sequences of words (50 word sequences for our training). The tags indicate the speaker changes and roles. This model used a learning rate of .05 and 1024 LSTM model hidden units in a single layer. On a 5% test set of the Alexander Street Press data, this model achieved a perplexity of 38.01 (note: perplexity is not comparable across different datasets and different vocabularies but rather used to compare models within a given dataset). The decoding for this model randomly sampled at each time step, instead of taking the best next word. The advantage of this strategy is that it increases the likelihood of seeing longer responses from the model, and it also makes the responses nondeterministic. Similar to the previous model, “I don’t know” is undersampled because of its frequency.

Textbox 2 (LSTM model) shows an example interaction with this second model simulating the role of the client. Compared with the first model, this model produces longer talk turns and is more likely to interject psychotherapy like topical matter.

For the ClientBot used in the training, we combined the 2 models by using the first model (sequence to sequence) for the first 5 responses with a trainee, after which the system switches to the second model (simple LSTM model). The reason for starting with the sequence to sequence model is that it generates conversation that often begins a session (eg, generic chitchat and general questions and responses). However, as the session progresses, these short responses are less useful than those generated in the second model, which is prone to discuss problems and symptoms at length.
Textbox 1. Example interaction with the Seq2Seq conversational model.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
</table>
| 1. | Human: Hi  
Top 5 responses:  
• Hi.  
• How are you?  
• What are you doing here?  
• What are you doing?  
• How are you doing?  |
| 2. | Human: Where are you from?  
Top 5 responses:  
• I don’t know  
• I’m from Ohio  
• From the north  
• I don’t know…  
• I don’t know…but I don’t know  |
| 3. | Human: How old are you?  
Top 5 responses:  
• <number>  
• I’m <number>  
• I don’t know  
• <number>?  
• <number>, <number>  |
| 4. | Human: Goodbye  
Top 5 responses:  
• Goodbye  
• Goodbye.  
• What are you doing?  
• Goodbye...  
• What are you doing here?  |

Textbox 2. Example interaction with the Simple long short-term memory conversational model.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
</table>
| Model: I got a new prescription  
Human: what prescription are you on  
Model: well, I guess it was just like, I have some.  
Human: you have some meds?  
Model: yes.  
Human: what else do you take?  
Model: I take, uh, I take <number> pill, and then I take <number>. You know, and I think it was just one of those things.  
Human: How do they make you feel?  
Model: oh, my gosh.  
Human: Good?  
Model: yeah.  |
Machine Learning Prediction of Basic Counseling Skills

Another central feature of ClientBot is the ability to give immediate, performance-based feedback. In the present case, that feedback takes the shape of classifying each response from the trainee into basic counseling skills. Labeling of these skills was facilitated through a measure of MI, which includes specific behavior counts of several active listening skills. In this study, we focused on open versus closed questions and reflections. To do this, we utilized a discrete sentence feature machine-learning model that provided labels for each trainee statement [24]. The model was trained on a large set of transcripts from a psychotherapy dissemination study that focused on training counselors to do MI. Each transcript was rated using the MI skills code (MISC) [39] (see below in Measures section). The kappa scores for the machine-human agreement ranged between .39 and .79 and were close to human reliability on the codes of interest (open question, closed question, reflections) [24].

ClientBot was run on a server using Torch7 [40] with an Nvidia 980ti graphics processing unit (GPU), which drastically increased the speed of inference (an average example using 1 beam took 30 ms to run on the GPU. On a 4 core CPU, the same example took 500 ms). The time the system takes to identify each statement varies depending on the length of the utterance but was generally less than 1 second. Responses from the conversational agent took between 300 ms to 1 second, depending on which model was used. Participants generally commented that the system responded in a timely manner.

Participants

For this proof-of-concept study, 151 nontherapists were recruited as participants to assess the effect of the interface on a population with no formal training in counseling. This population ensured that the participants are very unlikely to have been exposed to formal training in counseling skills previously. Participants for this study were recruited from Amazon Mechanical Turk (MTurk) [41]. We limited our sample to either “master workers,” who are workers that have a track record of high accuracy on the tasks on which they have worked in the past or workers with at least 10,000 approved jobs and a 95% overall approval rate. We also limited the sample to US residents who spoke US English and excluded participants under the age of 18 years. The amount that workers were paid depended on the demand for work at the time that they enrolled, which varied between US $3 and US $3.50 for each participant. Each potential participant was recruited to “practice your listening skills,” inviting interested people “...to chat with a simulated person for 20 min and practice their listening skills.” Participants then completed a short (10 question) survey when they were done.

Procedure

Interested participants were directed to a page where they read the consent form. If they agreed to participate they were then randomized into 1 of 2 conditions. Both conditions were given a brief introduction to “listening skills,” focused on reflections and open questions including various examples. At the end, participants took a 3-question quiz to ensure that participants understood what skills they were supposed to be practicing. Users were allowed to go back and read this introduction after reading the questions.

Both conditions included discrete phases focused on different skills, as shown in Figure 2. In the control condition, after reading the introduction, users began to interact with the simulated client. These users were prompted with skill-specific introductory prompts (eg, “now practice open questions,” and “now practice reflections”) but received no feedback on their interactions with the simulated client. Participants in the treatment condition read the same introductory statement, prompts, and training as the control condition (“now practice open questions”). If a user was not responding with, for example, enough reflections during the reflection training section, the system prompted them to practice more reflections and give examples similar to the introduction. All participants then had a 5-min test phase where all prompts and feedback are removed from the system (“For the last 5 minutes, show us your best listening skills”). After interacting with ClientBot, participants completed several questionnaires (see Measures). Figure 2 shows the progression through the stages of the curriculum. Boxes in the middle of the figure represent components that both the treatment and control groups received. Items on the right side of the figure show components that only the treatment group received.

Measures

Open Questions and Reflections

As noted above, ClientBot includes a machine-learning engine trained to identify categories of basic counseling skills assessed by a standard measure of MI fidelity [24]—the MISC [39]. We used models from the methods described in the study by Tanana et al [24]. These MISC identification models could identify open and closed questions and reflections on a test set with similar performance to human-human reliability (see [24] for full table of results). To track the success of training, the number of open question and reflection codes are tabulated and divided by the total number of utterances, yielding percentages of each type of statement. The primary outcomes during the training session itself were percentages of reflections and open questions.

Posttest Fixed Responses

The primary outcome to measure changes in MI desirable behaviors was the use of open questions and reflections during the interactive session with the simulated client. However, to guard against the possibility that the simulated person could create a self-reinforcing loop, exaggerating group differences, the users were also asked to respond to 5 standardized client responses during the posttest, using the skills they had learned (these prompts were exactly the same for all participants). After the completion of the curriculum, participants were asked to respond to 5 example client statements on a survey using the skills that they had learned. Their responses were coded using the automate fidelity system described above.

Satisfaction

We measured 2 types of satisfaction: (1) Satisfaction with the ClientBot system in general and (2) Satisfaction with the ClientBot simulated client. The first included questions such as
“I thought the system gave me useful information” and “I would use the system again.” The second construct asked questions such as “The simulated person was interesting to talk to” and “I found the simulated person to be tedious to interact with.” All questions had the responses strongly agree, agree, disagree, and strongly disagree. Satisfaction scores were coded from 1 to 5 with 1 indicating strong dissatisfaction, 3 indicating a neutral response, and 5 indicating strong satisfaction.

Data Analyses
Hypotheses 1 and 2 were tested by comparing the percentage of statements that were open questions and reflections between the treatment and control group (1) during the training phase and (2) during the test stage of the training (see Figure 2). The comparisons were made using a Wilcoxon rank test because the outcome was a transformation of a count variable.

Results

Performance
After consenting to the study, 22 users (12.1%) did not complete all phases of the interaction with the simulated client. This typically happened after only a few talk turns (median=9). There was no statistical difference in the rate of dropout between the treatment (15%) and the control group (10%; $X^2_1 =0.51; P=.47$). These users were excluded from all analyses.

Figure 2. Client bot curriculum and design.
A total of 151 participants completed the study (73 participants in the treatment group and 78 in the control group). The characteristics of the participants can be seen in Table 1. The sample was relatively balanced for males and females (53.6% male) and contained 25% non-white participants. The educational backgrounds were diverse as well, with 42% having a bachelor’s degree or higher.

<table>
<thead>
<tr>
<th>Table 1. Demographics.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity status</td>
</tr>
<tr>
<td>Race/ethnicity</td>
</tr>
<tr>
<td>Native American</td>
</tr>
<tr>
<td>Asian</td>
</tr>
<tr>
<td>Black/African American</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
</tr>
<tr>
<td>Multiracial</td>
</tr>
<tr>
<td>White or not Hispanic</td>
</tr>
<tr>
<td>Education</td>
</tr>
<tr>
<td>High school or less</td>
</tr>
<tr>
<td>Some college</td>
</tr>
<tr>
<td>Bachelor’s degree or more</td>
</tr>
<tr>
<td>Gender</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>Male</td>
</tr>
</tbody>
</table>

At the outset of the study, after reading the initial introduction to open questions and reflections, participants answered 3 questions to test their understanding (Note that participants were able to go back and reread the introduction while answering these questions). The purpose of these questions was primarily a minimal validation check that participants were engaged in the task. A total of 96.6% of participants correctly answered the question about open questions, 95.3% the question about reflections, and 95.3% the question about the purpose of the study.

To verify that participants were not using a similar response repeatedly during their interactions with ClientBot, the percentage of unique utterances was estimated, with average of 98.5% unique utterances in treatment group and average of 97.3% unique utterances in control. This result indicates that very few participants could have repeated successful responses as a way of artificially inflating their performance or nominally completing the task without engaging in a meaningful way.

Performance of listening skills was assessed at 6 different time points during the study: before training began, during open question training, during reflection training, during combined reflection and open question training, after feedback was removed, and performance on fixed prompts on the posttest (see Tables 2 and 3). There were no differences in skill performance before training began on either open questions or reflections. During open question training, the treatment group used significantly more open questions than the control group (30.4% compared with 22.4%). During the reflection training, the treatment group used significantly more reflections than the control group (21.4% compared with 11.2%). During the combined training section, the treatment group used significantly more reflections than the control group (15.8% compared with 9.3%), but both groups used similar rates of open questions. After feedback was removed, the treatment group continued to use more reflections than the control group (14.1% compared with 8%), and both groups used similar rates of open questions. Results in the posttraining assessment followed the same pattern as the responses with the simulated client. There were no significant differences in the use of open questions between the treatment and control group ($W_{149}=3040; P=.29$). However, the treatment group used significantly more reflections than the control group ($W_{149}=1800; P<.01; d=0.58$).
Table 2. Sample sizes for results.

<table>
<thead>
<tr>
<th>Participant sample</th>
<th>Statistics, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
</tr>
<tr>
<td>Before training</td>
<td>86</td>
</tr>
<tr>
<td>Open Question training</td>
<td>82</td>
</tr>
<tr>
<td>Reflection training</td>
<td>80</td>
</tr>
<tr>
<td>Training both</td>
<td>79</td>
</tr>
<tr>
<td>Test (feedback removed)</td>
<td>79</td>
</tr>
<tr>
<td>Fixed responses (posttest)</td>
<td>78</td>
</tr>
</tbody>
</table>

Table 3. Results of the assessment.

<table>
<thead>
<tr>
<th>Task and Time Frame, (pre, training, post)</th>
<th>Open questions</th>
<th>Reflections</th>
<th>Reflection or open questions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Treatment</td>
<td>P value</td>
</tr>
<tr>
<td>Before training</td>
<td>25.5</td>
<td>23.8</td>
<td>.97</td>
</tr>
<tr>
<td>Open Question training</td>
<td>22.4</td>
<td>30.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reflection training</td>
<td>15.6</td>
<td>11</td>
<td>.003</td>
</tr>
<tr>
<td>Training both</td>
<td>18.4</td>
<td>20.9</td>
<td>.07</td>
</tr>
<tr>
<td>Test (feedback removed)</td>
<td>16.7</td>
<td>18.3</td>
<td>.16</td>
</tr>
<tr>
<td>Fixed responses (posttest)</td>
<td>40</td>
<td>35.1</td>
<td>.29</td>
</tr>
</tbody>
</table>

Satisfaction

There were no significant differences between groups on overall satisfaction, satisfaction with the conversational agent, or satisfaction with the system in specific. Satisfaction was not significantly different from neutral (2.85; \( t_{148} = -1.91; P = .06 \)), with most of this effect attributed to dissatisfaction with the simulated person (2.39; \( t_{148} = -6.28; P < .01 \)) and a nearly neutral response to the system overall (3.02; \( t_{148} = 0.28; P = .77 \)). There was no difference in system satisfaction by group (\( t_{148} = 0.02; P = .98 \)), simulated person satisfaction by group (\( t_{148} = 0.552; P = .58 \)), or overall satisfaction by group (\( t_{148} = 0.201; P = .84 \)).

The majority of respondents said that system was not boring (70%) and that they thought the system gave useful information (75%). The participants were split on whether or not they would use the system again, with 46% reporting that they would. Only 35% of users thought that the simulated person was interesting to talk with, and a majority also thought that interacting with the simulated person was tedious (73%).

Discussion

Results Summary and Inferences

This study investigated a new methodology for teaching active listening skills to an untrained population using a computerized simulated patient, and automated feedback, that could all be delivered without experts supervising each individual directly. These initial results indicate that an untrained population can improve specific types of listening skills very quickly (in 20 min). The treatment group in this study had higher rates of reflections, and maintained their increased rate of reflections, even after the feedback and prompts went away. The control group showed an initial propensity to use open questions, even without feedback, but demonstrated a steady decay of open questions over time.

Surprisingly, there were no treatment effects for open questions. That is, only a brief introduction on open questions and some practice elicited use of open questions. These types of utterances can be produced by simply using a set of sentence stems (“How,” “Why,” “What”). As a result, an open question may be an easier skill to learn than a reflection, and less feedback is required. In contrast to open questions, reflections notably increased with feedback. A reflection involves listening to another person and responding with a summary or refrain of what that person has been trying to express. For example, if a client discussed concerns related to waking up with headaches and often missing work because of parties, a reflection might be to say, “so it sounds like you are worried that drinking is getting in the way of the things you would like to be doing in life.” For individuals who have never been exposed to MI or basic counseling skills training, reflections may be a less intuitive skill than an open question. In addition, during the survey following the training, some of the participants noted that they found it much more difficult to produce reflections than open questions.

This study primarily focused on the acquisition of 2 basic listening skills; however, there is some tentative evidence for the durability of the gains. After training, both groups took a satisfaction and demographic survey, and then were surprised with 5 more client statements that they were asked to respond to using the listening skills they had learned during the training. Although not a formal distraction task, the treatment group
retained the skills from the training relative to the control; a promising result for later research into the durability of these gains.

Satisfaction is a secondary outcome compared with changes in the practice of skills but a potentially important factor for dissemination of a system such as the one tested in this study. Users in this study had a negative view of the simulated person and a neutral view of the system as a whole. It should be noted that there was no comparison with a more traditional curriculum that consisted purely of written material, and as a result, the view of satisfaction should be interpreted with caution. Users may have enjoyed this study’s experience more than the latter. However, the results suggest that efforts should be made to improve the user experience.

**Limitations and Future Directions**

One important limitation of this study is that its participants were workers from Amazon MTurk. This is clearly a different population from students who might be starting a mental health training program (eg, social work, psychology, and psychiatry). However, this limitation presents some advantages; notably, these results should generalize to a wider population than just individuals who could be accepted to a counseling graduate program. One of the major limitations of typical psychology research is that it often relies heavily on undergraduate college populations, often limiting the generalization of this research. The MTurk population tends to more closely represent the US population and is much more diverse than the typical sample of undergraduate students [42]. However, further research should be conducted to verify that this type of approach can also benefit the population that does enter a graduate program in psychology.

This study primarily tested differences in acquisition of open questions and reflections and did not test differences in retention or transfer of learning. The Schmidt study [43] has pointed out that treatment differences in acquisition do not necessarily have an impact on retention and transfer. Future research should follow and test participants a week or more after treatment, possibly with multiple administrations of the treatment. Moreover, there should be an investigation into the effects of written training on spoken interactions. This study does not answer the question of how well practicing in a chat forum may transfer to an actual therapy setting. It is possible and even likely that many of the manipulations that have drastic improvements on acquisition may have much lower impacts on retention and transfer of learning.

There was a general sense among the participants of the study that the simulated patient was not a realistic substitute for another human. The computerized dialogue model could sometimes say distracting or irrelevant responses. It is important to note that these models were trained on a relatively small sample of dialogue compared with similar models published in the literature. For example, the Vinyals study [28] used 62 million training examples, whereas the corpus of psychotherapy transcripts used in this study only has 514,118 examples. Moreover, the dialogue in which these models trained was transcribed from actual spoken interactions, which tend to be filled with disfluencies and often trail off. Many of the original transcripts can be hard to understand for these reasons, so it is not surprising that the model trained on these transcripts can occasionally respond in a way that seems out of place. Despite the user’s dissatisfaction with the simulated person, the conversational agent did create thousands of novel utterances that the participant could use to practice their listening skills.

The bot performance might be improved by utilizing chat transcripts from Web–based therapy or crisis interventions via SMS text messages (eg, Crisis Text Line, Talk Space, and 7-Cups). Other sources of written text that might be relevant include the Reddit mental health–related forums; however, these function differently than traditional dialogue. This current conversational model is not able to track long-term topical dependencies in a dialogue but rather just attempts to create a likely response to the last talk turn. A more engaging and believable model will benefit from methods that can capture these long-term dependencies in a conversation. However, it may be possible that it is not entirely necessary for ClientBot to fully replicate the experience of talking to another human to provide a useful and satisfactory training experience. Ironically, there is evidence that as the bot begins to further approach a fully human-like presentation, it may become less satisfactory or odd (eg, the uncanny valley).

At a more conceptual level, ClientBot is a technology that is focused on supporting a human’s ability to communicate more effectively with other humans. Thus, its use raises fundamental questions about the relationship between humans and machines, or more specifically how humans function in these computer-supported learning environments. For example, it may be possible that humans are more apt to trust feedback they receive from a computer (rather than a human) as they see it as more objective [44], even though machine learning–based ratings from a computer are prone to bias and error in a way commensurate with the data from which they are trained. [45]. Accordingly, it may be important to adapt future systems to help humans appropriate challenge the evaluations they receive [46]. Ultimately, the improvement of systems such as ClientBot will rely on ongoing “human in the loop” feedback [47], whereby users learn from the system and also provide feedback and insights that serve to make the platform more effective.

One interesting direction for this research is to possibly develop algorithms that can produce a sample reflection for a client statement. For example, in this study, when a trainee responds with an open question when they are supposed to be practicing reflections, the system may prompt them to “keep practicing reflections” and give a generic example of a reflection. In contrast, an ideal system may take the last client statement (“I just don’t know what to do, my work day never seems to end”) and give an example reflection (“you’re feeling overwhelmed at your job”). It is not unreasonable to think that this type of model is plausible given the current state of NLP. NLP researchers have become excellent at question answering tasks [48], which is relatively similar to the problem of producing a reflection. Finally, this study examined both feedback on therapist talk turns as well as adaptive prompting. The treatment effects include both of these tools combined. In addition, both the control group and treatment group received prompting and a didactic explanation of the skills they were supposed to be practicing. Each of these components likely has an effect on the
outcomes measured in the study. It would be beneficial to break down each of these skills into a separate component. This type of study would require a much larger pool of participants but would contribute useful knowledge about the impact of various training modalities.

Conclusions

During the course of the last half century, fields such as aviation and medicine have used technology to augment and enhance the capabilities of humans. In contrast, psychotherapy training and practice generally look very similar to the way they did 50 years ago. Moreover, psychotherapy has the additional problem that there is no natural feedback loop providing practitioners with a means to improve over time [49]. This study tested a method for both providing feedback and training that has the possibility to scale beyond the time limits of a single expert trainer. The results show that at least for the population that participated in this study, that this methodology can improve performance of specific listening skills. This type of system presents a promising avenue to improve the scale on which feedback, adherence, and training can be delivered in the field of psychotherapy.
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Abstract

Background: Childhood overweight and obesity are major health challenges in the United States. One of the recommendations to combat obesity is to maintain a healthy diet, which is often best supported by eating home-cooked meals to control cooking methods, ingredients, and portions. Diet control through home cooking is challenged because of the decline in culinary skills in the population and a paucity of effective culinary nutrition education (CNE) programs. Providing technology-enabled CNE (CNE-tech) to overweight and obese adolescents can equip them with life skills that can assist them in the future. Such skills can facilitate saving money, eating healthier, and creating social environments. In addition, CNE builds cooking confidence and food literacy that in turn can build adolescent self-efficacy, particularly toward managing their health behaviors.

Objective: This study aimed to inform functionalities, design requirements, and the context of use for CNE-tech that could enhance overweight and obese adolescents’ healthy food literacy, cooking confidence, and general self-efficacy with regard to self-management to ultimately promote healthy lifestyle management.

Methods: The design science study was completed in 2 distinct phases engaging overweight and obese adolescents, parents of overweight and obese adolescents, and the health care providers that treat adolescents with these conditions. Phase 2, our primary source of data, involved user-centered design methods including the following: (1) early stage prototype usability analysis, (2) semistructured interviews with 70 overweight or obese adolescents engaged in a healthy behavior program, and (3) semistructured interviews with 10 health care providers. Data were analyzed using constant comparison analysis to identify functionalities, design requirements, and inform the context of use of CNE-tech.

Results: Data revealed specific desired functionalities for the CNE-tech related to building cooking skills, populating a healthy recipe database, suggesting healthy alternatives, supporting the construction of a healthy plate, and the ability to share healthy recipes and cooking accomplishments. Moreover, the adolescents provided design requirements pertaining to the presentation (e.g., vivid colors, semirealistic images, and cooking sounds), use of multimedia, and gaming. Data further revealed contextual factors, such as shared experiences with family members and enhanced continued use.

Conclusions: We demonstrate the potentiality of creating CNE-tech that could effectively lead to better self-care and induce sustainable behavioral change as it facilitates skill building, self-efficacy, and a pathway that enables overweight and obese adolescents to influence cooking habits in their family home and future dwellings. Our CNE-tech–proposed solution aligns with the goals of overweight and obese adolescents and also reflects existing theories about behavioral change.
Introduction

Background

Overweight and obesity are major public health issues affecting 12.7 million children and adolescents [1-3] and the overall health care system, resulting in the annual cost of about US $190 billion in the United States [4]. To date, it has proved to be challenging to isolate and study the effects of single factors (genetic and nongenetic) on this condition, as obesity and overweight seem to be caused by the interplay of a variety of factors [5]. Lack of physical activity, unhealthy eating, or the combination of the two is a primary cause of overweight and obesity in children and adolescents [6]. Genetic predisposition and certain social factors (eg, low socioeconomic factors and physical environment) are also associated with different levels of obesity and overweight [7].

Healthy diet and physical activity are crucial to combat these conditions and maintain healthy weight. Studies have shown that enhanced culinary skills could lead to better diet quality over a number of years as more home-cooked meals would be consumed [8]. Consumers in the United States, unfortunately, have been experiencing a decline in culinary skills [9] and been shifting from home-cooked meals to prepared foods. Previous studies explored such shift with respect to wide availability and low prices of convenience foods [10] and consumers’ socioeconomic status, culinary experience, free time, and limited culinary abilities [11-15].

Healthy culinary habits and behaviors have been previously explored, defined, and associated with positive health outcomes [16]. Educational programs and health interventions can, therefore, be effective and important for promoting healthy eating. Traditional nutrition education programs have, however, been shown to be ineffective in the past because of the content taught in such classes [17,18]. These programs focus primarily on educating people about food characteristics and potential medical disorders associated with over or underconsumption of nutrients [19,20] and do not provide typical consumers with skills necessary to prepare and select healthy meal options. Culinary nutrition education (CNE), on the contrary, can be more advantageous by bringing knowledge of healthy eating into action.

CNE programs teach students how to adequately nourish themselves through food, convert raw ingredients into edible healthy dishes, and maintain healthy diet habits in the future [21]. Through CNE, adolescents benefit by increasing food literacy and cooking confidence [22], which have been described as inadequate among the youth [23]. Food literacy can be defined as “the ability to make healthy food choices by having the skills and knowledge necessary to buy, grow, and cook food with implications for improving health” [24]. Cooking confidence refers to confidence in cooking certain meals, implementing various cooking techniques, and following recipes [25]. In addition to potential health benefits, increased cooking confidence and food literacy can build adolescents’ self-efficacy [22] to maintain healthy eating behaviors. Knowledge gained through cooking can also help adolescents make informed less calorie-dense choices when choosing to prepare a recipe or when eating at a restaurant [26]. In addition, by influencing meal choices and taking over cooking responsibilities, adolescents may serve as catalysts for healthy eating in their families. Adolescents with high food literacy can build stronger connections with their families, according to Utter et al [27].

Despite their obvious benefits, nutritional health intervention programs are not widely available for US adolescents [28]. One of the ways to address such problem is to integrate lifestyle intervention through information and communication technologies (ICTs) that can provide tailored education in a cost-effective manner. A recent systematic review on the use of nutritional interventions for adolescents using ICTs indicated that game-based ICTs, which focused on promoting healthy habits of adolescents, tended to be quite efficient in their purposes and that “long-term interventions for adolescents that make use of frequent exposure to technological resources, and that have a theoretical component aimed at a single health behavior change, tend to be more successful” [29]. Regarding specific ICTs, improvements in lifestyle habits, such as smoking cessation, have been shown to be positively associated with an increase in mobile text messaging, a type of ICT intervention [30]. An ICT-based intervention in the form of mobile apps seems to be quite popular. There currently exist 70,000 apps targeting people with various medical conditions (eg, an app to manage asthma symptoms) and health goals (eg, fitness and nutrition apps) [31]. Even though the importance of current diet mobile apps (eg, apps focusing on calorie intake) is hard to underestimate, it is plausible that apps related to CNE tailored to an adolescent population might play a role in the process of diet improvement.

Among all age groups, adolescents are typical early adopters of technology because of peer pressure, self-efficacy, and self-innovativeness [32]. Findings based on a nationally representative sample of adolescents indicate that the majority of adolescents use the internet to find health-related information [33]. Moreover, it has been shown that about 95% of adolescents in the United States, irrespective of gender, race, ethnicity, and socioeconomic background, either own or have access to a mobile phone [34]. Given potentially high interest, reach, a favorable adoption environment, convenience benefits related to time and location (eg, fitting cooking in the adolescents’ busy schedules), and an increased call from the field of diabetes to include more tech solutions for providing nutrition care [35-37], a technology-enabled solution to assist adolescents with cooking would be highly desirable. There is, however, a dearth of
evidence-based research that focuses on CNE-related mobile apps, particularly for adolescents [35].

A literature review of mobile apps for weight management by Azar et al found that out of 200 top ranked health and fitness apps (23 eligible apps) only 3 were focused on healthy cooking [38]. Furthermore, in our own search for commercially available apps for cooking on the iTunes App Store, we found about 100 relevant results almost all of which were related to cooking games. Most cooking and food related games tend to be centered around the entertainment value (e.g., cooking or preparing food in virtual worlds) [39]. Even though the efficacy of such apps to teach cooking skills is yet to be evaluated, some preliminary studies did indicate that games may increase children’s intake of fruits and vegetables [40]. Although the preliminary studies may be promising, unfortunately, it also seems that most of the commercially available apps do not address all components of CNE, particularly the knowledge about intake of fruits and vegetables, sodium, and added sugar, and are not tailored to the adolescent audience [41].

Objective
Recent mobile health studies indicate a tendency to implement user-centered design (UCD) iterative technology development because of its deep focus on determining users’ needs and the environment in which a technology might be used [42]. Mobile health interventions that are centered around a user or patient are highly responsive to users’ preferences and, as a result, can induce higher level of engagement and smoother adoption [43,44]. Given the potential and nuances of the adolescent population, we root our effort in a UCD (and in some ways user-driven) approach to explore the design, functionalities, and potential of a technology-enabled solution to facilitate overweight and obese adolescents’ self-care and provide them with CNE. The objectives of the study are to identify (1) user-centered functionalities (i.e., a set of capabilities associated with a software [45]), (2) design requirements for a CNE technology (CNE-tech), and (3) contextual factors that could affect the adoption and use of technology.

Our study contributes to the existing literature by addressing the dearth of evidence-based research on CNE that leverages technology. We will also discuss our results in light of existing behavior change theories.

Methods

Study Design
In this design science study, we applied principles of UCD. We selected a UCD approach because it focuses on usability of the final technology product as demonstrated through learnability, efficiency, memorability, and satisfaction [46]. We identified multiple facets of usability of a mobile app–based intervention for overweight and obesity that aligned with the needs of our end users, adolescents. The study was guided (design and protocols) by constructs from the Unified Theory of Acceptance and Use of Technology (UTAUT)—performance expectancy (likelihood of meeting goals with Consumer Health Technology), effort expectancy (ease of use), and social influence (influence by others in the use of technology) [47].

Our user-centered study comprised 2 mixed-methods phases with phase 2 serving as the primary source of data for this paper. Figure 1 provides details on sample, method, and goal of each phase. The study protocol for both phases was approved by the Institutional Review Board of Saint Louis University. The adolescents were asked to assent before all data collection sessions. Reporting of qualitative data was guided by the Consolidated Criteria for Reporting Qualitative Research [48].

Figure 1. Multiphase research design.
Phase 1
The goal of this phase was to detect desired app areas to assist with self-management as well as to identify design requirements and functionalities for such areas. It was also important to determine the context of self-management for the adolescents.

Focus groups in phase 1 focused on identifying possibilities for sustaining self-management, overcoming challenges and enhancing facilitators, conceptualizing desired app areas, and contextual supports and inhibitors to using technology. More detailed information about participants of the focus groups, criteria of selection, description of the protocol, and adolescents’ initial feedback can be found in the study by Knoblock-Hahn et al [49]. Following focus groups with the adolescents, semistructured interviews with the parents and health care providers with pediatric practice took place and addressed the following topics: awareness of the adolescent’s weight, barriers and facilitators for treatment of adolescent overweight and obesity, and perceived usefulness of and intent to use technology. More detailed information about semistructured interviews can be found in the study by Knoblock-Hahn et al [50]. As a result of the focus groups and semistructured interviews, 5 viable app areas were identified: (1) social networking, (2) motivation, (3) cooking (which the adolescents also referenced as recipe builder), (4) physical activity management, and (5) food management. Midfidelity wireframe screen design prototypes [51] were developed based on phase 1 data collection.

Phase 2
Phase 2 was conducted to evaluate the adolescents’ response to user-inspired prototypes of the app areas identified in phase 1 and detect more specific functionalities and design requirements pertaining to each of the 5 app areas. We recruited 70 adolescents from Camp Jump Start [52], a recognized, evidence-based adolescent weight loss summer camp program (led by a medical provider) [53]. Participants of the camp were aged between 9 and 18 years coming from 50 states and 23 countries. Some of the participants were from homeless and impoverished families, whereas others were coming from families with high socioeconomic status. Most of the participants were from the middle-class families.

Our study included a diverse group of black, white, and Hispanic adolescents from various socioeconomic backgrounds. Both males and females were included in the study. The age of the participants ranged from 12 to 17 years. The inclusion criteria were based on the age, computer use, and body mass index (participants were in 85th-99th percentile range). The adolescents completed a series of activities covering from 2 to 4 of the 5 app areas identified in phase 1, as time allowed. We used a randomized round-robin rotation of the order of app areas introduced to each participant to assign app areas to 70 participants. This rotation was used to reduce any bias that may have resulted in the sequencing of viewing app areas and to facilitate coverage of all the apps with the aggregated pool of participants within the time constraints of each participant usability session. As a result of this rotation, 15 participants reviewed the CNE prototypes (n=15). For purposes of this paper, we also reviewed and included relevant data from the participants who reviewed other app areas for comments and references related to their current use of technology, cooking references, and general contexts of using technology to support their self-management.

Prototype Usability Testing
Participants who reviewed the CNE prototypes evaluated 5 wireframe screen design prototypes (low- to midfidelity) [51] for the cooking app. The prototypes were presented to them on laptop, tablet, and mobile phones (see Figure 2 for example screens). The adolescents were also provided with paper printouts of the screen designs.

The general sessions included the following series of interactions and tasks:

- **Preinteraction With Screen Mock-ups**
  (1) Sessions began with interview questions regarding the adolescents’ use of technology, current cooking habits, and attitude toward using an app to assist with cooking.

- **During Interaction With Screen Mock-ups**
  (2) Think out loud review of the CNE-tech prototype.
  (3) Semantic differential scale [54] written assessment of the CNE prototypes.
  (4) Discussion of semantic differential scale responses with invitation to use markers, stickers, and other drawing supplies to identify issues and make changes to paper printouts of the prototype.

- **Postinteraction With Screen Mock-ups**
  (5) Detailed conceptual evaluation of the app.
  - Semistructured interview questions regarding the detailed design of the app for cooking.
  - Semistructured interview questions regarding the functions and general concept of using the app for cooking.
  (6) Semistructured interview questions regarding the context of use.

The usability session protocol further detailing each of the above activities is presented in Multimedia Appendix 1.
Interviews With Health Care Providers

During phase 2, we also conducted 10 semistructured, confidential telephone interviews (recorded audio tapes were destroyed after the study) with health care providers specialized in pediatric care and representing 4 states. The health care providers' practices included care of overweight or obese adolescents. The pediatric endocrinologist that served on the larger project provided an initial convenience sample of health care providers for recruitment for the interviews. In addition, we expanded our interview pool through the use of snowball sampling [55].

The health care providers spoke from their personal experience with treating obese and overweight adolescents and their knowledge of health behavior programs and resources that aimed to assist patients facing this health issue at large. Physicians’ consent was received before arranging our interview sessions that lasted between 45 and 60 min. The health care providers received an electronic copy of the wireframed prototypes to reference during the call and the interviewer walked them through the app flow. The interview protocol focused on (1) their general reactions to the screen prototypes (the health care providers received the prototypes in advance), (2) challenges related to patient utilization of technology, (3) reactions to the prototypes, (4) their willingness to engage with technology, (5) ideas about the use and the integration of technology in summative patient reports in practice, and (6) opinions on the potential use of avatars and virtual agents. These interviews had limited coverage of the detailed design of each of the various app areas (eg, we did not go through preferred fonts and icons) as the health care providers took a more holistic assessment and recognized that they were not in a primary user role. Therefore, our results recognize specific statements directly or closely related to the CNE prototype and concepts, particularly related to safety and health issues; as well, the health care provider responses are most predominately reflected in the context of use section of our results in recognition of their role in continuity of care.

Data Analysis

After all usability walk-throughs were audio taped, transcribed, and reviewed for transcription errors, we conducted data analysis of deidentified transcripts using DEDOOSE, a qualitative data analysis application for data codification, classification, and treatment. Guiding principles proposed by Lee and Baskerville were applied to develop insights from the collected data [56].

We used constant comparison analysis to examine qualitative data [57,58]. First, 2 members of the research team independently coded interview transcripts and supplementary content. Our team deductively used the interview guide to formulate our high-level a priori coding schema (ie, predetermined coding). Researchers met regularly during this process to iteratively discuss emerging subcodes under each question and refine coding categories [59]. Intercoder disagreements regarding appropriate codes were resolved by consensus resolution, using an external qualitative expert to act as an auditor to make final determinations as needed. During the process, a few disagreements resulted from semantic issues of code name and precision, particularly whether or not to collapse detailed level coding into a higher code grouping. Consensus was ultimately reached among the 3 reviewers. We then carried out axial coding [59] to deductively collapse initial coding categories into specific functionalities and design requirements and contextual factors affecting use. Embedded in our interviewing and coding procedures, the validity and reliability of study data and interpretation were assessed following Lincoln and Guba’s criteria for evaluating interpretive research [60,61].
Results

Overview

Of the 15 adolescents who specifically participated in usability testing for the CNE-tech and responded to demographic, closed-ended questions preceding interaction with the prototypes, all 15 stated that they have access to a desk or laptop computer and a mobile phone, and 14 (14/15, 93%) have access to a tablet. Regarding the use of technology, respondents indicated that they used laptop and desktop computers primarily for taking notes, Web surfing, social networking, games, emails, and school work. Mobile phones were used for fitness apps, games, music, communication, social networking, and Web searching. Finally, the adolescents indicated that they used tablets mainly for social networking, games, and music.

Regarding cooking experiences, 11 (11/15, 73%) adolescents indicated cooking often or sometimes whereas only 4 (4/15, 27%) indicated never cooking. A total of 13 (13/15, 87%) adolescents indicated cooking with recipes. Of the adolescents, 6 (6/15, 40%) used recipes found by their family members, 3 (3/15, 20%) used recipes from books, 3 (3/15, 20%) found recipes on the Web, and 9 (9/15, 60%) stated that they created their own recipes. In response to open-ended questions about their cooking experiences, the adolescents brought up lack of knowledge about nutritional content, lack of time for cooking, challenges with remembering steps for meal preparation, and problems with using appliances. Following are the results of usability testing.

Figure 3 overviews our results from participant interaction with the prototypes (think out loud, semantic differential scale, and conceptual design interview questions to explore the details of functionalities and design) and subsequent discussion on situations of use to saturate our discussion on (1) CNE functionalities, (2) CNE design requirements, and (3) context of use.

Figure 4 summarizes the results from the semantic differential scale that the adolescents completed while interacting with prototypes. The figure displays the marked semantic differential scale for the adolescents showing the mean position on the scale. Overall, the aggregated results of this scale indicated that the high-level prototypes were positively assessed by the participants in terms of various constructs of the UTAUT model: the adolescents’ mean responses weighted toward useful, easy to understand, easy to learn, and aesthetic preferences, as demonstrated by the mean score on the semantic differential scale results from Figure 4. The results of this assessment also point to the relative attainment of the balance of somewhere in between childlike and adult design when it came to the look of the app. We extended the discussion of this balance into such areas as exploring appropriate icons and fonts to add to the evolving prototype, which we will discuss in the forthcoming design section.
Key Functionalities
The adolescents indicated a series of functions that could be useful to facilitate their self-management as shown below.

Cooking-Related Skills Building
Many adolescents pointed out that they wanted to attain basic kitchen knowledge through the use of CNE-tech. They wanted to know what knives to use, like what utensils you should use and what temperature to put the oven on. Regarding specific cooking skills, they wanted to learn not just how to prepare the food but also creative ways to present the food. As 1 adolescent stated:

I would want to learn cool ways to prepare fruit like have you ever seen those design fruits where you put one fruit in the other fruit like it is some kind of a pattern. I think of creative ways to prepare food.

Moreover, the health care providers brought up the importance of kitchen safety:

People need to know how to defrost frozen foods, safely...They need to know how to use a knife safely. You need a little session on some of those in particular with the kids.

Embedded Database of Healthy Recipes and Healthy Alternatives
The adolescents stated that the CNE-tech should contain a stocked database of predetermined healthy recipes. They also indicated that the database should include recipes for all meal times and snacks and that every recipe should include estimated preparation times (ideally short) because of their tight schedules by stating “the recipes need to not take a lot of time, thirty minutes or less, if possible. You know, it needs to involve low-cost ingredients.” They further indicated that recipe meta-information should include complexity level and nutritional information. Furthermore, the adolescents indicated that they wanted pictures to accompany step-by-step instructions.

In addition to prepopulated recipes, adolescents also wanted to be able to add their own recipes to the database. In making these additions or changes, adolescents wanted healthy guidance, namely, that the app would suggest substitutions for unhealthy ingredients when building or reviewing a recipe. As one of them stated:

Because I do alter up a lot of things when I’m cooking and substitute it for different things. Also, it’ll be helpful to have the healthier substitutions thing going so that way I can kind of be like, “Yay healthy.”

This preference for guidance extended to some adolescents suggesting alerts in case of an unhealthy choice. Furthermore, the participants suggested functionality that would convert recipes they found outside of the app to healthy ones leveraging these substitutes. As stated by one adolescent:

I would absolutely love it if there was an app, that you could plug in your recipes, you know, even just a normal recipe that you haven’t modified to make healthy, you just want to know.

One participant suggested that the CNE-tech could have links to specific external websites that would allow them to pick and convert recipes into healthier alternatives.

Regardless of the original source of the recipe, many adolescents indicated the desire to add personal notes and pictures of meals they prepared to the recipes in their database.

Building a Healthy Plate and Learning About Nutrition
Given that the adolescents were already in a program making their way toward behavior change, it was not surprising that they understood the concept of a healthy meal and attention to daily food consumption. To help themselves aim for a healthy meal in selecting recipes, the adolescents described a plate metaphor, a proportional puzzle, that the app would consider aggregated food choices to help them balance their meals. A proportional plate function was referenced as a visual guide for meal planning that would indicate the missing nutritional

Figure 4. Semantic differential scale: the mean positions of adolescents.
elements and provide suggestions to complete building a healthy plate.

The adolescents also indicated that the CNE-tech could provide a means to learn more about nutrition:

[We can learn] the nutrition about the little star next to things that basically says it’s a 2000 calorie diet, when you know most people were on a 1500 calorie diet.

**Sharing**

The adolescents mentioned that they wanted the CNE to have a private peer network that could enable sharing and posting pictures or information about recipes and their experiences with family and friends and camp counselors. One of the participants said:

*I don’t normally share recipes on Facebook, but with this site, I probably might because they are going to be healthy and then I can show my friends “Oh, look, I am eating healthy you should to.”*

The adolescents indicated that this peer sharing of cooking and eating accomplishments would motivate them to eat and cook healthier.

**Key Design Requirements**

The adolescents expressed a series of preferences in technology design particularly related to alignment between names and content, page layouts, colors, fonts, image styles, use of modalities, games, and avatars.

**Semantic Alignment and Organization**

The adolescents were sensitive to semantic alignment of the app name and headers. They preferred that the name of the app reflect the goal of the app (ie, Health Life, Health Track, and Nutrition Buddy) and titles of individual pages match the content of such pages.

Furthermore, the participants indicated that the content within pages should consider the use of bulleted lists, white space and other organizing structures to present information clearly. A tabular structure for organizing recipes was mentioned:

*A tab for..recipes because there would be a lot of them right, then you could have my friend’s recipes as another tab.*

As for the overall layout of the app, the adolescents wanted easy access to organized and meaningful icons to facilitate efficient navigation. As one of them stated:

*When you open it, it can have your different choices at the bottom of a screen, and one of them could be that icon for restaurant, and then another one for tips or something, and then another one for the game, and then another one for whatever else we want.*

**Style**

The adolescents expressed enthusiasm about having a range of bright, vivid colors throughout the app. They also indicated that they wanted to choose among different fonts and were particularly interested in font types, such as Comic Sans, Custom Bubble, Hawaiian Punk, Disco, Island of Misfit Toys, Lucida Handwriting, Montgomery, and Princetown LET, Star Guide; research studies indicate that these fonts (which fall into the script or funny category established in past studies) convey a happy and creative emotional message [62]. Figure 5 shows examples of contrasting font preferences. The participants also noted that the fonts chosen should be consistent throughout the app to unify it.

The adolescent responses to image styles indicated that a careful balance between realism and playful was needed—semireal cartoon. Figure 6 contains examples of the final design for the images to strike a balance between adult and childlike based on the adolescents’ responses from a semantic differential scale described previously and their responses to various style image options. To present these images, some participants indicated a preference of borders around the images and further specified a preference for circular (rounded corner) rather than rectangular shaped borders within the CNE-tech.

![Figure 5. Examples of fonts.](http://www.jmir.org/2019/7/e14430/)
The participants also expressed their interest in the use of different modalities, such as images, sounds, and videos, within the app. They indicated that these modalities could complement and enliven various app areas, for example, interactive video clips could accompany challenging recipes. As for sounds, the adolescents suggested sound effects that resemble real sounds related to cooking, as 1 adolescent mentioned:

*When something is in the oven, it will be, like sizzle too, but louder ones. And when you’re washing your hands, shhh, like that sound. And when you’re cutting (pounding on the table) sound.*

### Fun Factors: Gaming and Avatars

The adolescents also revealed their interest in the gaming component of the app. Learning games (ie, identifying unhealthy food options) were brought by the participants, meaning that they wanted the gaming component to tie to the learning objective of the app, cooking literacy. One of the participants stated:

*I think that it defeats the purpose of a website that helps kids, the games would be just something they would play for fun, it wouldn’t be really helping their health or unless they were like inspired by the game, but I don’t see that happening.*

Finally, the adolescents indicated that avatars could serve multiple purposes in the app (eg, animated representation of the participants or a coach demonstrating cooking tasks). The participants indicated that avatars could bring some fun factors into the app; as one of them said:

*You could favorite one of your recipes and then when you get close to one, it [Avatar] would jump [up and] down silently.*

### Evolved Prototypes

*Figure 7* provides examples of the evolved screen design for a mobile phone platform based on the design sessions with the adolescents.
Context of Use

The CNE-tech was of high interest to all parties involved in this study. The health care providers expressed particular enthusiasm, as one of them stated,

It never really crossed my mind because, of course, my boys like to cook and they wanted to learn from us, and then we are really cooking so, that actually never really crossed my mind that these kids when they leave home don’t know how to cook, so they will be more likely [to eat] fast foods and stuff like that.

Furthermore, the parents engaged in phase 1 of the study thought that the CNE-tech that could help their adolescent was beneficial and fun:

Something to help your child with meal plans? [Interviewer]
Yeah, I think they would definitely use that because they are very computer and internet savvy. They would consider that fun I think. They would have control over choices and decisions. [Parent]

The adolescents were excited about cooking in general, as some of them already cooked using recipes from family, books, websites, and even food packages. They also revealed that sometimes they created their own recipes for food items, while acknowledging that these experiments were not always successful, as 1 participant said:

I’ve tried, but they’re kind of a train wreck. They don’t taste very good either, but I try though.

When the adolescents compared this app with the existing cookbooks and other websites or apps, they pointed out some differences from what they used, such as having recipes in one place, calorie counting, and nutritional information that is simple and comprehensive. As 1 participant indicated:

So this is a lot like Epicurious but it is a little more easy to understand and it gives you substitutes if you do not want to use what it says.

According to the adolescents and their parents, lifestyle management that involves tracking food intake and cooking ability would improve as a result of using the app. The adolescents indicated they would cook more with the CNE-tech. They also recognized that using the CNE-tech to enact healthy cooking and eating would be part of their self-management. One of the participants said:

I think it would work because then you can kind of see exactly what you’re putting into your body. If your doctor says, “Oh, you need more calcium” or something, you would know that your food has calcium in it.

Some of the parents, for example, were particularly interested in the healthy calorie intake per meal, as 1 of them brought up:

Yeah, what am I looking at here? How many grams of fat would be in this? How many grams of sugar? How many calories? You know, what would be a decent serving size of this to stay within a decent amount of calories?

Furthermore, the adolescents were particularly enthusiastic about the option of sharing their progress and recipes with their social network (specific mention included parents, siblings, grandmother, friends, camp counselors, and doctors). One of the adolescents said:

Well I’d like my friends and my family to go [into the app] and they can go in separately and alone, but I could go on with my mom and it might be that. “Hey. Do you want any of recipes” and then she can help me look at different stuff.
Such aspects of social sharing of recipes were also brought up by the health care providers in the interviews:

I think that regarding the recipe, like if they create a recipe, or choose a family recipe or whatever that they adding to it, there will be a way that they could share that with their social group and all the social age kind of stuff.

The participants were optimistic to use the CNE-tech every day around dinner time. One of the adolescents said:

I’d have time to use it, probably, I’d try to use it every night just to see if I could make something or create something.

Furthermore, some adolescents stated that they would generally use healthy behavior technology multiple times a day during the first month and keep using it afterward. The parents were supportive of such an idea and expressed willingness to work with their children on recipes. One of the parents stated:

Her having the app so that I can say, “Hey, find something that’s approved on the app, yeah, well go have it let’s do it.” So, she has resources to find things that she likes, or recipes or ways to cook her favorite foods that she can give to me.

The adolescents indicated that their usage, however, might decline because of the lack of interesting and updated recipes or lack of information on healthy alternatives and substitutions. As one of them stated:

But one of the times where I might be less interested in the website would be if the recipes were getting less interesting or if it is starting to become stuff that I didn’t like.

In addition, potential barriers, such as access to technology or cost of technology could affect usage.

Discussion

Behavioral Change Theory Alignment

Eating home-cooked meals along with the recommended amounts of fruits and vegetables is associated with an increase in culinary skills and healthy cooking behaviors that could combat obesity and overweight [5]. Our results demonstrate the functional needs and design preferences from stakeholders (eg, adolescents, parents, and health care providers) for a CNE-tech that focuses on sustainable nutrition planning while capturing the fun, rewarding side of cooking. We then identified contextual factors, such as strong support system, social network, and motivators to increase self-esteem and self-efficacy, that could affect the participants’ use of CNE-tech and sustain usage thereof over time.

Understanding requirements for the design and functionalities of the CNE-tech provides us with certain insights into the mental models of our target users, so we have a better chance of creating a technology-enabled solution that would appeal to our audience. In addition to practical implications, our results demonstrated some alignment with the existing behavioral change theories, meaning that identified requirements exhibited high potentiality to induce changes in the participants’ health behaviors.

Our functional and design guidelines echo various aspects of behavioral change theories. Reflection of various constructs from behavioral change theories in mobile app interventions is not a novel idea, as it was demonstrated in the recent review on commercially available cooking apps in the Apple store [38]. Highly ranked diet tracking apps emphasize behavioral strategies, such as perceived social norms, self-monitoring, and realistic goal setting [63]. In our study, functionalities and design requirements are also tied to similar constructs on which behavioral strategies might be grounded.

The adolescents’ preferences toward various elements of design requirements and functionalities appear to align with constructs of the Social Cognitive Theory (SCT), one of the main behavior change theories focusing on the ongoing change in a person’s behavior [64], and the Fogg Behavior Model (FBM), which explores the effect of persuasive design on people’s behaviors [65].

In the SCT, the concept of reciprocal causation implies that there exists an ongoing, impactful interaction among environment, person, and behavior [64]. Our findings have shown that the adolescents would be eager to become more responsible for family meal preparation as they build up their food literacy using our CNE-tech. Exposing their families to dietary changes, the adolescents may alter their environment by effecting their relationships with their families along with healthy habits of their families. As the parents become more involved in dietary changes of their children (eg, buying ingredients, assisting the adolescents with certain cooking tasks, or participating in social and support networks), they will spend more time with the adolescents, build stronger family connections over time, and adopt healthy eating behaviors.

Before they induce any change in their environment and their own lifestyle, the adolescents need to have necessary skills to do so. Their behavior capability, referring to skills mastery in the SCT [64], would be enriched by cooking-related skill building (ie, learning about basic utensils or creating their own recipes). Design of pages and embedded database of healthy recipes in the CNE-tech prototype align with the concepts of ability from the FBM [65]. According to Fogg, ability in the persuasive technology implies the power of simplicity that makes behavior easier to do. This concept was reflected in highly organized, step-by-step recipes and easy-to-use embedded database of healthy recipes desired by the adolescents.

Trigger, another component of the FBM, is a vital element of persuasive technology that functions to activate a person’s behavior by, for example, inspiring hope or highlighting fear [65]. This construct was reflected in the adolescents’ requirements for the naming of app and page titles that should evoke the adolescents’ vision of their future self.

Design requirements also show the desire for the extensive use of multimedia, such as pictures, audios, and videos, and such requirements align with the concept of observational learning from the SCT [64], meaning that adolescents are eager to learn by watching and listening to others in the lessons. Different
elements of the interface, either bright colors in images or realistic sounds in videos, should create some kind of a happy, fun, and energetic feeling, yet they should not be too childish for adolescents. All combined, these elements should contribute to forming and maintaining adolescents’ weight goals and expectations, another important component of the SCT [64].

One of the major constructs in the SCT is self-efficacy, a cognitively based source of motivation that encourages people to persist in their efforts [66]. After accomplishing a given level of performance, adolescents may no longer be satisfied with their progress level and take further steps toward higher attainments. This aspect of building self-efficacy was indicated by their general interest to use the CNE-tech and the gamification part, which would allow the adolescents to set incremental goals and build their self-efficacy in a fun, yet challenging way. Gamification along with using an avatar can also induce internal reinforcement [64] of adolescents’ behavior as they reward themselves by building up their cooking confidence and undertaking more challenging recipes.

External reinforcement [64] of adolescents’ behaviors stems from their participation in social and support networks. As adolescents share their experiences with and receive feedback from their family and friends, they might be exposed to social persuasion, which can contribute to the successful outcomes achieved through corrective performance, in the form of verbal encouragement [66]. In the FBM, Fogg discusses the idea of motivation in the form of social acceptance [65], which seems to align with adolescents’ use of social and support networks where they share their experiences and may feel more socially accepted by their peers and families as they continue their journey toward building healthy habits.

Practical Implications

Our results bring to light aspects of functional and design misalignment that some existing cooking and weight management technologies have with overweight adolescents’ needs and preferences for maintaining healthy eating. For example, some existing apps record users’ data, but focus primarily on the number of consumed calories rather than nutritional value of foods. Our data indicate that adolescents need and want to know more about food and cooking than calories. A cooking app with extended information can introduce the adolescents to nutrient-dense foods. Adolescents can use CNE-tech to not only cook at home and at the home of someone in their network but also guide their food choices in other settings. Benefits can be gained from away-from-home meals, such as packing lunches for school or selecting healthier food choices in restaurants or school cafeterias when options are available. Moreover, some programs on the market focus on selling branded, prepared meals. Such programs could provide customers with a healthy balance, yet failed to teach food literacy, which was clearly supported by the study participants. It seems that many available cooking apps expect users to have at least some experience in cooking, limiting their applicability to adolescents, who seem to be novices in many cases. Therefore, adolescents want the app to start from the basics (e.g., cutting, frying, using utensils, and understanding oven temperatures) and help them improve their cooking skills over time. Current cooking apps, however, seem to overall lack such functions and the preferred design, creating the need for tools that embody the results of this study.

Limitations

Our study is subject to various limitations affecting generalizability. Identified functionalities and design preferences could be more relevant to the segment of adolescent population that participated in our study, rather than to the overall population of overweight adolescents. For both phases of this study, our focus was on looking at healthy behavior technologies to extend punctuated or short-lived programs. This means that adolescents who participated in the study represented a population of adolescents enrolled in healthy behavior programs, meaning that they and their parents were aware of the weight issue and understood the need for behavioral modification. These adolescents were actively seeking change, and readers should recognize that our study might again not be generalizable to other overweight or obese adolescents in the country, who may not yet be receptive to or actively seeking change. Furthermore, the study is based on the assumption that adolescents are already using technologies and will be doing so in the future. Such assumption might not hold in some contexts, as some families might be more restrictive about their children using technologies or the capacity of the technologies the adolescents have access to might be incompatible with the CNE-tech for some reason.

Another assumption that might not hold is the access to healthy food options. CNE-tech might be challenging to use in communities that have limited access to healthy and nutritious food because of financial and other constraints. There, however, exist public health programs, such as the Healthy Food Financing Initiative and Supplemental Nutrition Assistance Program [67], that aim to provide the underserved communities with access to healthy and affordable food options.

It is also of note that to extend further reach of these technologies and programs to those in lower socioeconomic status, iterations of an app informed by the larger study are under development. The effort is specifically targeted to extend the reach of the evidence-based healthy programs to adolescents who are not able to attend these programs because of various limitations and socioeconomic constraints. The concept will be tested in late 2019 and will couple functionalities of the technology with virtual coaching and guidance from professionals involved in the on-site evidence-based healthy behavior programs.

Future research may aim to address the above-mentioned limitations and the role of national public health initiatives to support generalizability of our results.

Conclusions

As adolescent overweight and obesity collectively constitute one of the major health issues in our population [1], we need to understand the importance of behavioral health interventions that could cause a sustainable change in self-care. The overall decline of culinary skills and home cooking in the US population stands in the way of combating obesity and overweight and associated health conditions. Our study leveraged a
multistakeholder (eg, adolescent, parent, and provider) user-centered approach to tailor CNE-tech requirements and design to adolescents’ preferences and needs and also identified contextual factors affecting the potential use. Overall, our study indicates that adolescents, health care providers, and parents see that CNE-tech solutions that address the features they specified have the potential to facilitate the self-management of overweight and obesity. The culinary skills acquired may be additive or exponential as upon achieving a critical level of food literacy, an overweight adolescent can not only prepare food for themselves but also share healthy meals, teach others to cook, and actively advocate for their own healthy nutrition needs. Furthermore, the acquisition of food literacy and cooking confidence might have some carryover effects to other forms of self-management and self-esteem.
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Abstract

Background: Clinicians are expected to screen their adolescent patients for an increasing number of health behaviors and intervene when they uncover risky behaviors, yet, the clinic time allotted to screen, intervene, and provide resources is insufficient. Brief motivational interviewing (MI) offers succinct behavior change counseling; however, for implementation, clinicians need training, skill, and time. Computerized screening and counseling adjuvants may help clinicians increase their scope of behavioral screening, especially with sensitive topics such as sexual health, and provide risk-reduction interventions without consuming provider time during visits.

Objective: The objectives of this study were to (1) understand the extent to which health care providers use brief MI for sexual health discussions with adolescent patients and (2) assess the acceptability of incorporating a brief MI-based intervention to reduce sexual risk behaviors into their clinical practice delivered by either themselves or a computer.

Methods: At a national medical conference, surveys were administered to clinicians who provide sexual health care to adolescents. They were asked about their current use of MI for sexual risk behavior discussions and their willingness to implement computerized sexual health screening and computerized sexual risk behavior interventions into their clinical practice.

Results: The large majority (87.6%, 170/194) of clinicians already used MI with their patients with less than half (72/148, 48.6%) reporting they had been formally trained in MI. Despite all (195/195, 100.0%) clinicians feeling very or completely comfortable discussing sexual risk behaviors with their patients, the large majority (160/195, 82.1%) reported it would be useful, very useful, or extremely useful for a computerized program to do it all: screen their patients, generate risk profiles, and provide the risk-reduction counseling rather than doing it themselves.

Conclusions: In this study, most clinicians used some form of brief MI or client-centered counseling when discussing sexual risk behaviors with adolescents and are very comfortable doing so. However, the large majority would prefer to implement computerized sexual health screening, risk assessment, and sexual risk behavior interventions into their clinical care of adolescents.

(J Med Internet Res 2019;21(7):e13220) doi:10.2196/13220

Keywords: sexual health; risk behaviors; adolescent; healthcare providers; computer-assisted diagnosis; teen health; preventive care

http://www.jmir.org/2019/7/e13220/
Introduction

Background
Clinician sexual health discussions with adolescents remain suboptimal in real-world clinical practice [1-4]. Health care providers continue to search for optimal ways to communicate with adolescents about sexual health and risk behaviors. Some behavioral interventions have been shown to increase the knowledge of risk-reduction strategies (eg, condom and birth control use and negotiating safe sex with partners) and decrease self-reported unprotected sex; however, these interventions were tested in nonclinical settings and with specific populations of adolescents. Such interventions have yet to be tested or implemented in real-world outpatient settings and delivered by clinicians [5-9].

Barriers to Screening
Even experienced clinicians in busy practices may not have the time to engage adolescents in discussions, which are needed to build rapport and uncover risk behaviors. Adolescents may have concerns about talking face-to-face with clinicians about sex or may not be granted enough time for confidential conversations during their visit [10-12]. Brief motivational interviewing (MI) has gained popularity as a means to engage adolescents in behavior change [13-20]; however, there are barriers to clinicians in adopting MI. It takes time to be trained and become proficient in MI, and effectively using MI requires already precious clinic visit time [21-22].

Computer-Assisted Screening
Computerized screening with brief MI may serve to alleviate the time burden for health care providers and any discomfort in discussing sensitive health topics for both the clinician and patient. Computer screening improves adolescents’ perceptions of medical visits [23-25]. The literature provides evidence that adolescents may prefer computerized sexual health screening to face-to-face interviews. A study of adolescents seeking care in a pediatric emergency department tested computerized sexual health screening and found that it was acceptable to adolescents, preferable to in-person interviews, and feasible for providers to implement in the emergency department [26]. A personal digital assistant screening tool that screened for several risk behaviors, including unprotected sex, was tested in primary care clinics before adolescent well visits and resulted in higher patient ratings for visit satisfaction, perceived confidentiality, and feeling listened to carefully [23].

Computerized Interventions
Incorporating sexual behavior risk-reduction interventions into the computerized screening session takes these interventions one step further. Such interventions may be interactive and provide personalized feedback to the adolescent. Only a few computerized sexual health interventions for adolescents have been tested in real-world clinic settings, and these did not assess clinician acceptability of integrating the interventions into clinical practice [27-30]. Existing provider acceptability studies of computerized health screening and interventions are of adult patient populations, have small sample sizes, and may not include sexual health as a risk behavior [31-33]. We are not aware of any large studies assessing clinician willingness to be trained in brief MI for promoting adolescent sexual health. We were likewise unable to identify any studies assessing provider acceptability of incorporating computerized sexual health screening and interventions into visits with their adolescent patients. The objectives of this study were (1) to understand the extent to which health care providers use MI for sexual health with adolescent patients and (2) to assess the acceptability of incorporating a brief MI-based intervention to reduce sexual risk behaviors into their clinical practice delivered by either themselves or a computer.

Methods

Recruitment
In March 2009, we administered a 28-item survey to clinicians at a national medical conference, with attendees representing a wide geographic range in the United States. For the purposes of this study, clinicians were asked about sexually transmitted infection (STI) testing and positive STI diagnoses in the past 3 months to characterize their patient population and practice experience. The inclusion criteria were clinicians practicing in the United States who provided sexual and reproductive health care to adolescents. The exclusion criteria were not providing such care to adolescents or being in training. A total of 365 surveys were initially distributed and 18 were omitted from the final denominator (n=347) for the following reasons: the attendee returned the survey blank (n=8); the survey was lost by the participant and a replacement survey was provided (n=8); or the survey was defective because of printing error and was replaced with a corrected survey (n=2). Of the 347 surveys distributed, 81.8% (284/347) were completed. The University of Washington Human Subjects Division approved this study.

Sample for Analysis
Of the 284 completed surveys, an additional 88 were ineligible because the attendee was in training (n=45), practicing outside the United States (n=10), not providing sexual and reproductive healthcare or not in practice or nonclinical (n=30), or did not indicate their degree or level of training (n=3). A total of 196 clinicians qualified for the study as they provided such care to adolescents, including the diagnosis and management of STIs and unintended pregnancy; identified themselves as medical doctor (MD)/doctor of osteopathy (DO), physician assistant (PA), or nurse practitioner (NP) and were not currently in training (Figure 1). STATA 11.0 by StataCorp LLC, was used for data analysis. T tests and chi-square tests were used to evaluate associations.
Results

Demographic and Clinical Practice Characteristics

Physicians (MDs and DOs) comprised the majority of the sample (181/196, 92.3%), with (13/196, 6.6%) NPs and (2/196, 1.0%) PAs. In addition, 65.3% (128/196) of them were female. The most common practice type was academic (121/196, 61.7%) with a comparable proportion in private practice (19/196, 9.6%) and public health/community clinics (18/196, 9.2%). Over half (118/195, 60.1%) of the clinicians provided care only to adolescents (defined as ages 11 to 21 years). The number of years providers reported being in clinical practice ranged from less than 1 year to greater than 30 years and was evenly distributed across decades of practice. Through the use of Likert scales, we elicited information about clinical practice and patient population characteristics. The large majority (175/196, 89.3%) of clinicians provided care to 10 or more patients in a typical week. In the past 3 months, the majority (160/195, 82.1%) of clinicians tested 10 or more of their patients for STIs (Neisseria gonorrhoeae, Chlamydia trachomatis, trichomonas, genital warts, syphilis, and HIV) with the vast majority (178/196, 90.8%) of clinicians reporting 1 or more adolescents testing positive for an STI in the same time period (Table 1).

Current Use of Motivational Interviewing in Clinical Practice

All clinicians reported that they felt at least very comfortable and a large majority felt completely comfortable (195/195, 100.0%; missing data, n=1) discussing sexual risk behaviors (eg, inconsistent or lack of condom use/hormonal birth control; multiple partners/concurrency; HIV/STI; unintended pregnancy) with their patients. Although all except 3 clinicians reported feeling that they were at least somewhat effective in changing sexual risk behaviors of their adolescent patients, only 22.1% (43/195) felt very or completely effective. Many clinicians reported they saw themselves as more effective at changing patient behaviors than other clinicians.

The vast majority of clinicians were familiar with MI defined in the survey as “… a directive, client-centered counseling style for eliciting behavior change by helping to explore and resolve ambivalence” [34]. The large majority of clinicians (170/194, 87.6%) already used MI with their patients. These 170 clinicians were asked if they were formally trained in MI and of 148 (missing data=22) respondents, less than half, 48.6% (72/148), reported formal training. Clinicians reporting having used MI for many health topics, including obesity (93%), smoking (90%), alcohol (82%), substance abuse (87%), and sexual health (96%). Only half (52%) of the clinicians said they used it to discuss injury prevention (bike helmets/seat belts). Most clinicians (140/170, 82.4%) employ MI greater than half the time when discussing sexual health with their patients and feel they are more effective in communicating with their patient when they use MI compared with when they do not (Table 2).

Motivational Interviewing Acceptability and Feasibility in Practice

The vast majority of clinicians would be willing to use MI or another type of client-centered counseling technique in their practice, if effective at reducing sexual risk behaviors in adolescents. Although 93% of them were willing to attend training for such an intervention, they preferred the length of training be limited to less than 1 day. Clinicians are willing to spend a maximum of 10 min per patient to deliver the intervention. Approximately half the clinicians (103/195, 52.8%) were willing to have follow-up contact with their patients as part of the sexual health intervention. However, 21.0% (41/195) of them would only do so if reimbursed. Clinicians were willing to do at least 1 monthly follow-up with their patients lasting less than 10 min per encounter. Preferred modes of follow-up in order of preference were telephone, email, text message, and social media (Table 3).
<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>128 (65.3)</td>
</tr>
<tr>
<td>Male</td>
<td>68 (34.7)</td>
</tr>
<tr>
<td><strong>Clinician type</strong></td>
<td></td>
</tr>
<tr>
<td>Medical doctor</td>
<td>181 (92.4)</td>
</tr>
<tr>
<td>Nurse practitioner/physician assistant</td>
<td>15 (7.6)</td>
</tr>
<tr>
<td><strong>Years in clinical practice (N=193), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>≤10</td>
<td>67 (34.7)</td>
</tr>
<tr>
<td>11-20</td>
<td>64 (33.2)</td>
</tr>
<tr>
<td>&gt;20</td>
<td>62 (32.1)</td>
</tr>
<tr>
<td><strong>Patient type (N=195), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Adolescents only (aged 11-21 years)</td>
<td>118 (60.5)</td>
</tr>
<tr>
<td>Children and adolescents (aged 0-21 years)</td>
<td>30 (15.4)</td>
</tr>
<tr>
<td>All ages (0 through adulthood)</td>
<td>19 (9.7)</td>
</tr>
<tr>
<td>Adolescents and adults (aged 11 years through adult)</td>
<td>28 (14.4)</td>
</tr>
<tr>
<td><strong>Practice type (N=195), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Academic</td>
<td>121 (62.0)</td>
</tr>
<tr>
<td>Private</td>
<td>20 (10.3)</td>
</tr>
<tr>
<td>Community/public health</td>
<td>23 (11.8)</td>
</tr>
<tr>
<td>Other</td>
<td>31 (15.9)</td>
</tr>
<tr>
<td><strong>Adolescent patients per week</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>21 (10.7)</td>
</tr>
<tr>
<td>10-29</td>
<td>87 (44.4)</td>
</tr>
<tr>
<td>≥30</td>
<td>88 (44.9)</td>
</tr>
<tr>
<td><em><em>STI</em> tests on patients per 3 months (N=195), n (%)</em>*</td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>35 (17.9)</td>
</tr>
<tr>
<td>10-29</td>
<td>59 (30.2)</td>
</tr>
<tr>
<td>≥30</td>
<td>101 (51.9)</td>
</tr>
<tr>
<td><em><em>Positive STI</em> tests per 3 months</em>*</td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>123 (62.7)</td>
</tr>
<tr>
<td>10-29</td>
<td>55 (28.1)</td>
</tr>
<tr>
<td>≥30</td>
<td>18 (9.2)</td>
</tr>
</tbody>
</table>

*STI: sexually transmitted infection, including chlamydia, gonorrhea, trichomonas, herpes, genital warts, syphilis, and HIV.
Table 2. Clinician perspective of sexual risk behaviors and motivational interviewing (MI; N=196).

<table>
<thead>
<tr>
<th>Clinician perspectives</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Comfort talking about sexual risk behaviors</strong>&lt;sup&gt;a&lt;/sup&gt; (N=195), n (%)</td>
<td></td>
</tr>
<tr>
<td>Not comfortable</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Somewhat comfortable</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Comfortable</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Very comfortable</td>
<td>27 (13.8)</td>
</tr>
<tr>
<td>Completely comfortable</td>
<td>168 (86.2)</td>
</tr>
<tr>
<td><strong>Clinician effectiveness in changing sexual risk behaviors (N=194), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Not effective</td>
<td>8 (4.1)</td>
</tr>
<tr>
<td>Somewhat effective</td>
<td>89 (45.9)</td>
</tr>
<tr>
<td>Effective</td>
<td>68 (35.0)</td>
</tr>
<tr>
<td>Very effective</td>
<td>29 (15.0)</td>
</tr>
<tr>
<td>Completely effective</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Personal effectiveness in changing behavior (N=195), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Not effective</td>
<td>3 (1.5)</td>
</tr>
<tr>
<td>Somewhat effective</td>
<td>76 (39.0)</td>
</tr>
<tr>
<td>Effective</td>
<td>73 (37.5)</td>
</tr>
<tr>
<td>Very effective</td>
<td>42 (21.5)</td>
</tr>
<tr>
<td>Completely effective</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td><strong>Use of MI with patient</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>170 (87.6)</td>
</tr>
<tr>
<td>No</td>
<td>24 (12.4)</td>
</tr>
<tr>
<td><strong>Formally trained in MI (N=170)&lt;sup&gt;a,b&lt;/sup&gt; (n=148), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>72 (48.6)</td>
</tr>
<tr>
<td>No</td>
<td>76 (51.4)</td>
</tr>
<tr>
<td><strong>Types of behavioral issues addressed</strong></td>
<td></td>
</tr>
<tr>
<td>Sexual risk behavior</td>
<td>163 (96.4)</td>
</tr>
<tr>
<td>Obesity</td>
<td>155 (92.8)</td>
</tr>
<tr>
<td>Smoking cigarettes</td>
<td>147 (89.6)</td>
</tr>
<tr>
<td>Drinking alcohol</td>
<td>133 (82.1)</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>140 (87.0)</td>
</tr>
<tr>
<td>Injury prevention (bike helmets/seat belts)</td>
<td>83 (52.2)</td>
</tr>
<tr>
<td><strong>Frequency of use of MI with patients for sexual risk behavior</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>25% of time</td>
<td>28 (16.5)</td>
</tr>
<tr>
<td>50% of time</td>
<td>41 (24.1)</td>
</tr>
<tr>
<td>75% of time</td>
<td>53 (31.2)</td>
</tr>
<tr>
<td>Almost always</td>
<td>46 (27.0)</td>
</tr>
<tr>
<td><strong>Provider effectiveness in changing behavior when using MI versus when not (N=163), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Much less effective</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Somewhat less effective</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>No difference</td>
<td>22 (13.5)</td>
</tr>
</tbody>
</table>
Table 3. Clinician perspective of self-delivered motivational interviewing (MI).

<table>
<thead>
<tr>
<th>Clinician perspectives</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>More effective</td>
<td>120 (73.6)</td>
</tr>
<tr>
<td>Much more effective</td>
<td>16 (9.8)</td>
</tr>
</tbody>
</table>

aNo difference by number practice years or frequency sexually transmitted infection testing.
bRemaining survey questions only asked if ever used motivational interviewing, n=170.
Computer-Delivered Risk-Reduction Acceptability

The large majority of clinicians (165/192, 85.9%) found it more feasible for a computer to provide the sexual risk behavior screening intervention to their patients rather than themselves and would use a computer-generated sexual risk profile printout to facilitate discussion with their patients. The large majority of clinicians (160/195, 82.1%) also thought it would be useful, very useful, or extremely useful for the computer to do it all: screen their patient, generate their sexual risk profile, and provide the risk-reduction counseling itself, requiring the provider to review only the findings with their patients afterward.

Preference for Computerized Risk Screening and Risk-Reduction Counseling

No associations were found when comparing the number of years in clinical practice and comfort discussing sexual risk behaviors with adolescents; being trained in MI; or preferring computerized sexual risk screening and risk-reduction counseling. There was also no association between preference for computerized risk screening and counseling by clinician gender, type of practice, number of patients seen per week, and number of patients tested or testing positive for an STI in the past 3 months (Table 4).

Table 4. Clinician perspective of motivational interviewing (MI) and computer-delivered risk reduction for sexual health (N=196).

<table>
<thead>
<tr>
<th>Clinician perspective</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>If MI sexual behavior risk reduction effectively delivered via clinician would it be feasible for you to do yourself(^a,b)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>183 (95.8)</td>
</tr>
<tr>
<td>No</td>
<td>8 (4.2)</td>
</tr>
<tr>
<td>If sexual behavior risk reduction effectively delivered via computer would that be more feasible for you than doing it yourself(^b,c)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>165 (85.9)</td>
</tr>
<tr>
<td>No</td>
<td>27 (14.1)</td>
</tr>
<tr>
<td>Likelihood to use computer printout of sexual risk behavior profile to facilitate risk-reduction counseling</td>
<td></td>
</tr>
<tr>
<td>Not likely</td>
<td>8 (4.1)</td>
</tr>
<tr>
<td>Somewhat likely</td>
<td>34 (17.3)</td>
</tr>
<tr>
<td>Likely</td>
<td>59 (30.1)</td>
</tr>
<tr>
<td>Very likely</td>
<td>68 (34.7)</td>
</tr>
<tr>
<td>Extremely likely</td>
<td>27 (13.8)</td>
</tr>
<tr>
<td>How useful would it be for you if computer generated a printout of sexual risk behavior profile AND provided risk-reduction counseling requiring you to do nothing further OR to simply review the findings with your adolescent patients(^b,d)</td>
<td></td>
</tr>
<tr>
<td>Not useful</td>
<td>7 (3.6)</td>
</tr>
<tr>
<td>Somewhat useful</td>
<td>28 (14.4)</td>
</tr>
<tr>
<td>Useful</td>
<td>53 (27.2)</td>
</tr>
<tr>
<td>Very useful</td>
<td>59 (30.3)</td>
</tr>
<tr>
<td>Extremely useful</td>
<td>48 (24.6)</td>
</tr>
</tbody>
</table>

\(^a\) n=191.
\(^b\) No difference by number of years in clinical practice or frequency of sexually transmitted infection testing.
\(^c\) n=192.
\(^d\) n=195.

Discussion

Principal Findings

In a survey of clinicians who provide sexual health care to adolescents from varied geographic regions around the United States and a wide range of clinical experience, the vast majority reported being very comfortable discussing sexual health with their adolescent patients. The majority of clinicians reported using MI for sexual health counseling with their patients, although less than half of these reported formally training in MI. Surprisingly, this sample of clinicians espousing such comfort with adolescent sexual health discussions reported that it would be preferable for a computer to do it all: screen for sexual risk behaviors and provide their patients with risk-reduction counseling.

Comparison With Previous Work

There has been increasing focus on sexual health screening and MI in medical school curricula over the past 2 decades [35-40]. Other studies have found younger clinicians to be more comfortable discussing sexual health and using MI for behavior change as compared with older providers [41,3,1]. However, in this survey, providers with more than 30 years of clinical experience were just as likely as those with less than 10 years of clinical experience to report comfort in talking about sexual
health and using MI with patients. The similarity in comfort across respondents with different practice longevity could be because of most clinicians in the study primarily taking care of adolescents and so were comfortable with the population. Also most clinicians were in academic practice, and may be early adopters of evolving clinical practice approaches over the years.

Most providers felt they were at least somewhat effective at influencing the sexual behavior of their patients. This sentiment echoes a qualitative study, with physicians reporting they had influence in the choice of contraception with their female patients [42]. In our study, most respondents considered themselves more effective when using MI than when not, and the majority of them considered themselves more effective at encouraging patients’ behavior change compared with other clinicians. Although there were no studies found in the literature that addressed providers’ perceptions of their effectiveness with MI, there are existing studies that demonstrate clinician use of MI for behavior change to be efficacious in changing health risk behaviors [13-18].

Although respondents were very comfortable discussing sex with adolescents and even felt they were effective at eliciting behavior change, they considered it more feasible for a computer to administer the screening and counseling rather than doing so themselves. To our knowledge, this finding is novel in the literature. For this population of providers, preferring a computerized approach to sexual health risk-reduction counseling may reflect time limitations for patient visits rather than reticence to discuss sexual health. Most providers were willing to be trained in an MI sexual risk behavior intervention that includes at least 1 follow-up session; however, 20% of providers indicated they would only do a follow-up session with patients if they were reimbursed, which may also reflect increasing pressures on clinicians for productivity.

Limitations
A limitation of this study is that we did not define MI in detail or what is required for training and proficiency in true MI. In the survey, we defined MI as “...a directive, client-centered counseling style for eliciting behavior change by helping clients explore and resolve ambivalence” [34]. It is possible that participants have different definitions for and experience in the use of MI, which may have biased the responses to questions about the use of and training in MI. In addition, the proposed computerized screening and intervention was theoretical, so clinicians were not providing feedback on a tangible product for which they may have different opinions. As most clinicians practiced in academic settings, the findings may not be generalizable to clinicians in other practice types. The decision was made to focus on clinicians practicing in the United States to account for the large variation worldwide in attitudes toward adolescent sexual and reproductive health and clinical practice. The authors acknowledge that this was a missed opportunity to learn about international clinician practice.

MI has gained increasing popularity over the past decade since this study. Brief MI is used for many different health behaviors, and we anticipate an even higher acceptability by medical providers. However, the issue of lack of provider time with patients has also escalated over the past decade. These data are relevant as providers have not yet found an answer and continue to strategize on how they can provide comprehensive health care in the limited minutes they have for adolescent patient visits. Such an intervention as presented in this study is a possible solution.

Conclusions
Clinicians are increasingly pressed for time when providing care to patients and researchers and practitioners have not yet found the most effective way to consistently discuss sexual health with adolescents or promote healthy sexual behaviors. Computerized interventions, which incorporate both behavioral screening and risk-reduction counseling, may provide solutions to both issues. The development of computerized health interventions is a rapidly growing field and further research is needed to create and test such interventions in real-world clinical practice.
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Abstract

Background: In response to the high cost of HIV pre-exposure prophylaxis (PrEP) medications in Canada, community organizations have created internet-based guides detailing how to legally order generic medications online and travel to collect them in the United States. However, little is known about the patients following these guides.

Objective: Our primary objective was to measure the proportion of Ontario gay, bisexual, and other men who have sex with men (GBMSM) accessing these online guides who intended to use the border-crossing approach. Our secondary objectives were to explore their demographic characteristics, their completion of the steps in the border-crossing approach, and the barriers they perceived.

Methods: Between July 20, 2017, and May 18, 2018, we administered two online surveys of GBMSM accessing an online border-crossing guide posted by a gay men’s health organization in Ontario. Participants completed an open baseline survey posted on the border-crossing guide’s Web page and a follow-up survey 3 months later. The data were analyzed using descriptive statistics. We used multivariable logistic regression to identify characteristics associated with the intention to use the border-crossing approach.

Results: Most of the 141 participants were young (median age 23, interquartile range 22-25 years) and black (79.4%; 112/141) GBMSM who had completed a college or an undergraduate degree (62.4%; 88/141). In addition, 19.9% (28/141) of them reported a total family income less than Can $30,000 and another 53.9% (76/141) reported income between Can $30,000 and Can $60,000. 54.6% (76/141) paid for medications entirely out of pocket. Most participants indicated that they were likely to complete a border-crossing approach: 80.1% (113/141) at baseline and 79.1% (87/110) at follow-up. The characteristics associated with the intention to use the approach included being black (adjusted odds ratio [aOR] 5.73, 95% CI 2.06-16.61), paying for medications out of pocket (aOR 5.18, 95% CI 1.82-17.04), and having a provider who was thought to be willing to prescribe PrEP (aOR 4.42, 95% CI 1.63-12.41). Comparing baseline and follow-up for the 110 participants who completed both surveys, 65.4% (72/110) and 80.0% (88/110) had discussed PrEP with a health care provider, 18.1% (20/110) and 25.4% (28/110) had obtained a PrEP prescription, and 8.2% (9/110) and 5.5% (6/110) had ordered medications to that mailbox, whereas only 1.0% (1/110) and 0.0% (0/110) had crossed the border to collect them at baseline and follow-up, respectively. Reported barriers included perceived concerns about the approach’s legality (56.0%; 79/141), the security of personal health information (39.0%; 55/141), and the safety of online vendors (38.3%; 54/141).

Conclusions: Despite high interest in pursuing an online border-crossing approach to get PrEP medications, such an approach may not be a viable option for PrEP scale-up among interested GBMSM because of logistical challenges and perceptions of safety and legitimacy.
Introduction

Background

HIV infection rates remain high among gay, bisexual, and other men who have sex with men (GBMSM) living in Canada, accounting for an estimated 47.9% of the nation’s 2328 new adult cases in 2016 [1]. Pre-exposure prophylaxis (PrEP) is a promising strategy for preventing HIV infection [2]. Pharmacokinetic models suggest that consistent use of PrEP, which currently involves regular oral dosing of two coformulated antiretroviral medications, tenofovir disoproxil fumarate and emtricitabine (TDF/FTC), reduces the risk of HIV infection by almost 100% in GBMSM [3-5]. Furthermore, we have documented high and increasing willingness to use PrEP among GBMSM living in Canada. Although 33.3% of a sample of GBMSM attending a major Toronto sexual health clinic for HIV testing in 2011 said they would definitely be willing to use PrEP, this proportion increased to 52.5% in 2015 [6].

Despite this interest, the cost of PrEP medications has been a barrier to its uptake in Canada, where health services are publicly funded but medication costs are not universally covered. Brand name TDF/FTC (Truvada) costs approximately Can $876 per month in Ontario [7], and although generic TDF/FTC is less expensive at approximately Can $220 per month, this cost remains excessive for many. PrEP is publicly subsidized in some but not all Canadian jurisdictions at present, and in some cases, including Ontario, coverage may be only partial, requiring out-of-pocket copayments. Accordingly, the cost of PrEP is still prohibitive for many Canadians [8]. PrEP access in other high-income jurisdictions is variable, although notable examples of truly universal PrEP coverage have begun to emerge, including in France, Scotland, and New South Wales.

In response to this barrier in Canada, motivated patients have been pursuing alternate strategies to obtain less expensive generic PrEP medication, including crossing the border to the United States to pick up PrEP that they have ordered online [9]. Although having prescription drugs shipped directly into Canada for personal use is illegal [10], individuals crossing the border can legally import up to 90 days’ worth of medication for personal use. Therefore, innovative activists and community organizations have created online resources detailing how a border-crossing approach can be used to legally acquire more affordable PrEP. The process involves four basic steps: (1) getting a prescription, (2) getting a mailbox in a US border location, (3) ordering medication online that ships to that location, and (4) picking up medication from that US location and crossing the border back to Canada every 3 months as needed. This approach is legal and, thus, its safety should be similar to crossing the border for any other reason. Reports from community members and clinicians alike indicate that this approach has been widely used in British Columbia [9,11], and a new campaign began promoting the strategy in Ontario in mid-2017. However, there are few data on the characteristics and motivations of the strategy’s users in any setting and any perceived or actual barriers they may face.

Objectives

To address these gaps, we conducted two Web-based surveys, one baseline and one follow-up, of GBMSM who were considering following the border-crossing approach as described by the major Ontario community organization championing the new campaign, the Gay Men’s Sexual Health Alliance (GMSH), in an online resource titled The PrEP You Want [12]. Our primary objective was to measure the proportion of individuals accessing the resource who indicated an intention to use the border-crossing approach. Our secondary objectives were to explore their characteristics, their completion of the steps in the border-crossing process (Textbox 1), and the barriers they perceived.

Textbox 1. Steps in a cascade of online shopping and border crossing to obtain pre-exposure prophylaxis (PrEP).

1. Has decided to get PrEP
2. Has discussed PrEP with a health care provider
3. Has found a health care provider who will prescribe PrEP
4. Has decided to obtain PrEP with the border-crossing strategy
5. Has obtained a prescription from a health care provider
6. Has secured a mailbox in a US city
7. Has ordered medication online for shipment to that US mailbox
8. Has picked up PrEP medication from the US mailbox and crossed the border back to Canada
Methods

Study Design
Between July 20, 2017, and May 18, 2018, we administered two online surveys, one baseline and one follow-up, of GBMSM considering the border-crossing approach. The study was an open survey: to enter the study, anyone who self-reported that they met the eligibility criteria could access it by clicking on an online study link. We posted the link on the GMSH online information page, and the GMSH advertised this information page on several websites (eg, AIDS Committee of Toronto website, PrEP—Canada: Rethinking HIV Prevention Facebook page). We sent all the eligible participants a baseline questionnaire along with a unique participant study code by email, and after 3 months, we sent a follow-up questionnaire to capture updated information on their experience. For both the baseline and the follow-up surveys, we contacted participants who had not yet completed their questionnaires two more times with reminders.

Participants
The participants were eligible if they self-identified as being gay, bisexual, or otherwise a man who has sex with men; were residents of Ontario; were first-time participants in the study; and were able to read and write English. In addition, they had to report having read the GMSH online information page and having determined whether they were likely to use the strategy or not. All participants were offered a Can $5 electronic gift card on completion of the baseline questionnaire, and a Can $10 electronic gift card on completion of the follow-up questionnaire.

Survey Instrument
We designed both the 37-item baseline questionnaire and the 27-item follow-up questionnaire based on previous surveys of potential PrEP users [13] and the language of the GMSH online resource. The questionnaires covered the following domains: demographics; HIV risk behaviors; health care access; knowledge and experience of PrEP; and interest and experience with the border-crossing strategy. We developed the demographic section to match a standardized health equity questionnaire developed by major health care organizations in Toronto [14]. The HIV risk section included all items from the High Incidence Risk Index for men who have sex with men (HIRI-MSM), a HIV risk index developed and validated by the US Centers for Disease Control for its use in predicting seroconversion in GBMSM [15]. It should be noted that although the HIRI-MSM questions are based on 6-month look-back intervals, our questionnaires used 3-month intervals to avoid overlap between the baseline and follow-up responses; these 3-month responses were then doubled to estimate the final HIRI-MSM scores. We housed both surveys on the website HostedinCanadaSurveys.

Analysis
Data were primarily analyzed with descriptive statistics, and the analysis was conducted separately for the baseline data and the follow-up data. For the primary objective, we calculated the proportion of individuals who answered likely or very likely to the question: “How likely is it that you will use this ‘The PrEP You Want: How to Order PrEP Online’ approach to buy generic PrEP drugs?”. For the secondary objectives, we calculated the proportion of individuals who reported completing each of the cascade of steps in Textbox 1 and the proportion reporting a variety of barriers to carrying out The PrEP You Want approach.

As an exploratory analysis, we constructed univariable and multivariable logistic regression models quantifying the relationship between respondent characteristics and interest in using the border-crossing approach, first using the baseline data only and subsequently using the follow-up data. When building the multivariable models, we first excluded variables that were highly correlated and then included variables in the final model if they modified the beta estimate for the primary predictor variable of interest, medication insurance status, by more than 10%. To investigate the possibility of falsified responses, we conducted a sensitivity analysis comparing the demographic characteristics and primary outcome responses among the decile of respondents with the shortest survey completion times with those of the total sample. In addition, we conducted a log file analysis to confirm that responses corresponded with unique internet protocol addresses. All quantitative analysis was done using R software (R Core Team).

Sample Size Considerations
The sample size for this study was based on the minimum required sample size to ascertain, among individuals accessing the website, the proportion indicating an intention to use the border-crossing strategy with reasonable precision. There were no previous data to our knowledge on the likely value of this proportion, so we conservatively assumed that the true proportion was 0.5 (the value that generates the largest potential sample size requirements). We determined that a target sample size of 150 respondents for the baseline questionnaire would allow us to estimate the true prevalence with reasonable precision (plus or minus 8%) [16].

Ethical Approval
This study was approved by the University of Toronto’s HIV Research Ethics Board and the St Michael’s Hospital Research Ethics Board before any study activities were initiated. All the participants documented their consent online before beginning either of the surveys.

Results
Survey Response
All 163 individuals who provided a valid email address were sent the baseline survey. Of the 158 participants who then began the baseline survey, 17 were excluded because of incomplete responses (n=5), repeat responses (n=6), and being non-Ontarian (n=6). Of the 141 participants included in the final baseline analysis, 110 provided complete responses to the follow-up survey and were included in the final follow-up analysis. The number of unique site visitors (ie, participants exposed to the survey link) could not be calculated as the survey link was likely shared through multiple informal channels.
Demographics

Participant characteristics are described in Table 1. Median age was 23 (interquartile range [IQR] 22-25) years at baseline, and none of the respondents were below 18 years old. Most of the baseline participants were black (79.4%; 112/141), gay (87.2%; 123/141), and male (98.6%; 139/141), and 62.4% (88/141) had a college or undergraduate education or higher. Less than half (45.4%; 64/141) had drug coverage but most (83.0%; 117/141) had a family doctor or nurse practitioner with whom they felt comfortable discussing their sexual health. An HIRI-MSM score could be calculated for the 139 participants who answered all the requisite questions. The median HIRI-MSM score was 29 (IQR 26-30), and 97.8% (136/139) of men scored more than or equal to 10, meeting the index’s criteria for high HIV risk. Characteristics of the 110 participants who completed the follow-up survey and the 31 who were lost to follow-up were similar (data not shown). None of the demographic or behavioral variables were significantly associated with completion of the follow-up survey.
Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Baseline (n=141)</th>
<th>Follow-up (n=110)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), median (IQR)^a</strong></td>
<td>23 (22-25)</td>
<td>23 (22-25)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>112 (79)</td>
<td>88 (80)</td>
</tr>
<tr>
<td>White</td>
<td>16 (11)</td>
<td>13 (12)</td>
</tr>
<tr>
<td>Southeast Asian</td>
<td>5 (4)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Latin American</td>
<td>3 (2)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>East Asian</td>
<td>3 (2)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>South Asian</td>
<td>2 (1)</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school diploma or less</td>
<td>53 (38)</td>
<td>38 (35)</td>
</tr>
<tr>
<td>College/undergraduate degree</td>
<td>81 (57)</td>
<td>65 (59)</td>
</tr>
<tr>
<td>Professional or graduate degree</td>
<td>7 (5)</td>
<td>7 (6)</td>
</tr>
<tr>
<td><strong>Total family income (Can $^b$), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-29,999</td>
<td>28 (20)</td>
<td>18 (16)</td>
</tr>
<tr>
<td>30,000-59,000</td>
<td>76 (54)</td>
<td>64 (58)</td>
</tr>
<tr>
<td>&gt;60,000</td>
<td>35 (25)</td>
<td>26 (24)</td>
</tr>
<tr>
<td><strong>Medication payment^c, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private insurance</td>
<td>56 (40)</td>
<td>43 (39)</td>
</tr>
<tr>
<td>Out of pocket</td>
<td>77 (55)</td>
<td>63 (57)</td>
</tr>
<tr>
<td>Government drug benefit</td>
<td>8 (6)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Has a primary care provider with whom they feel comfortable discussing sexual health, n (%)</td>
<td>117 (83)</td>
<td>103 (94)</td>
</tr>
<tr>
<td>Has previously used pre-exposure prophylaxis, n (%)</td>
<td>37 (26)</td>
<td>35 (32)</td>
</tr>
<tr>
<td><strong>Drug use in the past 6 months, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>116 (82)</td>
<td>105 (95)</td>
</tr>
<tr>
<td>Marijuana (weed)</td>
<td>47 (33)</td>
<td>42 (38)</td>
</tr>
<tr>
<td>Cocaine</td>
<td>23 (16)</td>
<td>24 (22)</td>
</tr>
<tr>
<td>Poppers (amyl nitrate)</td>
<td>22 (16)</td>
<td>12 (11)</td>
</tr>
<tr>
<td>Methamphetamines (crystal and speed)</td>
<td>9 (6)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Injectable drugs</td>
<td>3 (2)</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Lifetime diagnosis of a sexually transmitted infection, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genital herpes</td>
<td>23 (16)</td>
<td>10 (9)</td>
</tr>
<tr>
<td>Gonorrhea</td>
<td>12 (9)</td>
<td>7 (6)</td>
</tr>
<tr>
<td>Chlamydia</td>
<td>8 (6)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Genital or anal warts</td>
<td>6 (4)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Syphilis</td>
<td>3 (2)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Ever participated in chemsex/party and play^d, n (%)</td>
<td>50 (35)</td>
<td>43 (39)</td>
</tr>
<tr>
<td><strong>High Incidence Risk Index for men who have sex with men, median (IQR)^e</strong></td>
<td>29 (26-30)</td>
<td>29 (26-32)</td>
</tr>
<tr>
<td>Number of male sex partners in past 3 months, median (IQR)</td>
<td>5 (4-7)</td>
<td>5 (3-7)</td>
</tr>
<tr>
<td>Number of times having condomless receptive anal sex in past 3 months, median (IQR)</td>
<td>6 (3-14)</td>
<td>8 (5-11)</td>
</tr>
<tr>
<td>Number of partners known to be HIV positive in past 3 months, median (IQR)</td>
<td>0 (0-1)</td>
<td>0 (0-1)</td>
</tr>
</tbody>
</table>

^aIQR: interquartile range.
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Two participants responded *Don’t know* in both baseline and follow-up.

Two participants did not respond in the baseline.

One participant did not respond in the baseline.

Two participants did not answer all of the requisite risk questions in the baseline survey.

**Primary Outcomes**

In the primary analysis, 80.1% of participants indicated that they were likely to use the border-crossing approach. This proportion was similar at follow-up (79.1%; 87/110). More than half of the participants had first heard about the approach from a friend (55.3%; 78/141), but participant responses varied by ethnicity: the leading response among black participants was *from a friend* (66.1%; 74/112), compared with only 20.6%; 6/29) of nonblack respondents, and the leading response among nonblack participants was *media or online* (48.5%, 14/29).

At baseline, more than half of the participants had both decided that they wanted PrEP (67.4%, 95/141) and already discussed PrEP with a health care provider (62.4%, 88/141). However, only 46.1% (65/141) had found a health care provider who would be willing to prescribe PrEP and only 24.1% (34/141) had already obtained a prescription. Few participants had completed the steps of the cascade specific to border crossing such as obtaining a mailbox in the United States (Figure 1). At the 3-month follow-up, the 110 participants who had completed both surveys showed increased completion of preliminary steps but decreased completion of the final steps related to border crossing (Figure 1). Notably, only 10% (11/110) of follow-up respondents had decided to obtain PrEP with a different method such as purchasing from a Canadian pharmacy.

We explored the variables associated with our primary outcome (likelihood of using the border-crossing approach) in exploratory logistic regression analyses separately for the baseline and follow-up data (Table 2). At baseline, factors associated with likeliness to use the border-crossing approach in both univariable and multivariable models included being black (adjusted odds ratio [aOR] 5.73, 95% CI 2.06-16.61), paying for medications out of pocket (aOR 5.18, 95% CI 1.82-17.04), and having a provider who was thought to be willing to prescribe PrEP (aOR 4.42, 95% CI 1.63-12.41). At follow-up, the findings were generally similar, as shown in Table 2. Only 9 individuals changed from being likely to unlikely to use the border-crossing approach between baseline and follow-up, whereas 8 did the reverse.

Figure 1. Steps completed in the border crossing for pre-exposure prophylaxis cascade at baseline and 3-months follow-up (n=110 participants who completed both surveys). PrEP: pre-exposure prophylaxis.

![Figure 1](http://www.jmir.org/2019/7/e12076/)

http://www.jmir.org/2019/7/e12076/
Table 2. Association between participant characteristics and the likelihood of using the border-crossing approach.

<table>
<thead>
<tr>
<th>Participant characteristic</th>
<th>Baseline Univariable</th>
<th>Multivariable</th>
<th>Follow-up Univariable</th>
<th>Multivariable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.74 (0.61-0.87)</td>
<td>.001</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Ethnicity (ref: nonblack)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>8.20 (3.30-21.19)</td>
<td>&lt;.001</td>
<td>5.73 (2.06-16.61)</td>
<td>.002</td>
</tr>
<tr>
<td>Education (ref: high school diploma or less)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College/undergraduate degree or more</td>
<td>0.49 (0.18-1.19)</td>
<td>.10</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Total family income (Can $; ref: 0-29,999)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30,000–59,999</td>
<td>1.80 (0.60-5.14)</td>
<td>.29</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>&gt;60,000</td>
<td>0.76 (0.24-2.31)</td>
<td>.62</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>PrEP access</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medication insurance (ref: private insurance or full government coverage)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Out of pocket</td>
<td>5.75 (2.26-16.72)</td>
<td>&lt;.001</td>
<td>5.18 (1.82-17.04)</td>
<td>.003</td>
</tr>
<tr>
<td>Has a primary care provider that the respondent thinks would be willing to prescribe PrEP</td>
<td>6.39 (2.66-16.00)</td>
<td>&lt;.001</td>
<td>4.42 (1.63-12.41)</td>
<td>.004</td>
</tr>
<tr>
<td>Has previously used PrEP</td>
<td>5.83 (1.62-37.45)</td>
<td>.02</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Able and willing to pay more than Can $100 per month for PrEP</td>
<td>0.66 (0.28-1.53)</td>
<td>.31</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Risk factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High Incidence Risk Index for men who have sex with men score</td>
<td>1.09 (1.03-1.15)</td>
<td>.002</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Number of male sex partners in the past 3 months</td>
<td>1.05 (0.90-1.23)</td>
<td>.63</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Perceived chance of getting HIV in the next year (ref: little to none)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than a little or greater</td>
<td>0.97 (0.37-2.87)</td>
<td>.91</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Ever diagnosed with a sexually transmitted infection</td>
<td>1.94 (0.72-6.18)</td>
<td>.19</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Party drug use in the past 6 months</td>
<td>1.59 (0.67-4.13)</td>
<td>.31</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Ever participated in chemsex/party and play</td>
<td>2.34 (0.93-6.76)</td>
<td>.12</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Perceptions of the border-crossing approach</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First heard about the approach from (ref: friend[s])</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other (health care provider, community organization, online, etc)</td>
<td>0.25 (0.10-0.60)</td>
<td>.003</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Participant characteristic</td>
<td>Baseline</td>
<td></td>
<td></td>
<td>Follow-up</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td></td>
<td>Univariable</td>
<td>Multivariable</td>
<td>Univariable</td>
<td>Multivariable</td>
</tr>
<tr>
<td></td>
<td>OR(a) (95% CI)</td>
<td>(P) value</td>
<td>OR (95% CI)</td>
<td>(P) value</td>
</tr>
<tr>
<td>Number of barriers perceived/anticipated</td>
<td>1.19 (0.88-1.65)</td>
<td>.28</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Concerned about the legality of the approach</td>
<td>1.47 (0.63-3.44)</td>
<td>.40</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Knows someone who uses the approach</td>
<td>6.70 (2.53-21.20)</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\(a\)OR: odds ratio.
Further analysis not run on these variables.
White, East Asian, South Asian, and Latin American.
Party drugs specified as methamphetamines, gamma-hydroxybutyrate, amyl nitrate, cocaine, crack, ketamine, and injectable drugs.

**Motivators and Barriers**

The most commonly identified motivator to using the border-crossing approach was the high cost of PrEP at Canadian pharmacies (59.6%, 84/141), with 57.4% (81/141) of the participants identifying a maximum monthly amount that they would be able and willing to pay for PrEP that was less than Can $100. The second most commonly identified motivator was already knowing someone who uses the approach (52.5%, 74/141).

The most commonly identified barriers to using the border-crossing approach at baseline were concerns about the legality of the approach (56.0%, 79/141), the safety of using online vendors (38.3%, 54/141), and the security of personal health information (36.9%; 52/141; Figure 2). The findings for motivators and barriers were similar at follow-up, except that 40.9% (45/110) of participants identified a new barrier that it had become easier to get generic PrEP in Canada instead. We added this response option for the follow-up questionnaire only because domestically manufactured generic PrEP became available and partially publicly subsidized in Ontario in late 2017, before follow-up data collection began. Although 44.5% (49/110) of follow-up participants reported that they would be less likely to use the border-crossing approach given these policy changes, 86.3% (95/110) were unaware of the new changes before beginning the follow-up survey.
Checking Response Quality

We conducted a sensitivity analysis comparing the decile of respondents (n=14) with the shortest survey completion times to the total sample. Response proportions for both groups were consistent across both the primary outcome and the demographic characteristics included in Table 1 (data not shown).

Discussion

Principal Findings

Understanding both who is considering online alternatives for PrEP access and why they are doing so is vital to understanding gaps in PrEP implementation. In our sample of mostly Toronto-based, black GBMSM, we found high interest in pursuing an innovative approach to obtaining PrEP medications, involving online ordering and cross-border retrieval, measuring 80.1% (113/141) at baseline and 79.1% (87/110) at follow-up. Participants identified both key motivators (eg, knowing someone who uses a border-crossing approach and high domestic costs) and barriers (eg, concerns about the legality of such an approach, security of personal health information, and the safety of online vendors) to pursuing this strategy. To our knowledge, this is the first study regarding this Web-based, border-crossing approach to obtain PrEP medications.

The proportion of black participants was surprisingly high at 79.0% (112/141), given that less than 5% of Ontario’s men identify as black [17], raising the possibility of sampling bias. However, the direction of any such bias is unclear, and our primary purpose was to assess the intentions of those accessing the online resource rather than those of the GBMSM population as a whole. We suspect that the high number of black participants is a result of social networks circulating the online link to the study survey: 66.1% (74/112) of black participants reported that they had heard of the border-crossing strategy from friends vs only 22.9% (6/29) of nonblack participants. Given that North American black GBMSM have historically been both socioeconomically disadvantaged and harder to engage in HIV prevention research [18-21], our high number of black respondents may reflect an unmet need for alternative methods of PrEP access in this population, and the advantages of using Web-based approaches for reaching and studying the needs of marginalized populations.

Comparison With Previous Work

Online PrEP shopping has been a major alternative approach for accessing PrEP among GBMSM in other jurisdictions such as the United Kingdom and Australia. Online purchasing of inexpensive PrEP likely played a causal role in lowering the rates of HIV infection among GBMSM at sexual health clinics in the United Kingdom [22,23] and filled a critical access gap in the formal health care system, where the National Health Service has decided not to fund PrEP medication [24]. UK online information pages such as *I want PrEP Now* were precursors to the Web pages created by Canadian activists and community organizations (eg, *The Davie Buyers Club* and the GMSH’s *The PrEP You Want* campaign) [25], and many of these pages refer users to the same pool of Web-based international generic medication suppliers. Similarly in Australia, online purchasing, often championed by community groups and websites, was the primary means of PrEP access.

Figure 2. Reported barriers to using the border-crossing strategy. PrEP: pre-exposure prophylaxis.

- Concerned about the legality of this approach
- Concerned about security of personal health information
- Easier to get generics in Canada (*asked at follow-up only as generics became available during the study period*)
- Concerned about the safety of using online vendors
- Concerned about using a generic medication
- No transport to a parcel pickup location
- Unable or unwilling to enter the United States
- Not able/willing to pay the cost of generic PrEP
- No provincial coverage to see a doctor/nurse practitioner for monitoring
- No Canadian credit card
- No doctor or nurse practitioner to see regularly
- No valid passport
- Other

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>56</td>
<td>47</td>
</tr>
<tr>
<td>39</td>
<td>34</td>
</tr>
<tr>
<td>39</td>
<td>38</td>
</tr>
<tr>
<td>23</td>
<td>19</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Percentage of sample
before the eventual public listing of PrEP on the national drug benefit scheme in 2018 [26,27]. In British Columbia, limited data from 2017 suggest that 200 individuals accessed PrEP through The Davie Buyers Club over a 3-month period, though detailed information on the characteristics and experiences of these individuals is lacking [9]. Although there has been some concern over the quality of medications ordered online, both in our sample and in the literature [28,29], evidence from both the UK and Canadian contexts suggests that online PrEP distributors provide safe and effective generic medications [30,31]. However, given the complexity and inconvenience involved in border crossing to obtain PrEP, we contend that this strategy is not the optimal way to make this primary prevention strategy available in Canada, and PrEP needs to be more widely available to Canadians at risk.

Following in the mold of HIV cascades, hypothetical PrEP cascades have been proposed and used to identify bottlenecks at different stages of PrEP implementation [32-34]. For instance, our previous hypothetical PrEP cascade found that although 64.4% of Toronto GBMSM undergoing anonymous HIV testing were at objectively high HIV risk, 68.3% did not perceive themselves to be at elevated risk and 47.6% lacked access to a family doctor [7]. Our hypothetical cascade of border-crossing steps identified parallel bottlenecks in accessing health care providers and obtaining PrEP prescriptions. These data highlight the need for continued efforts to make PrEP providers and PrEP medication widely accessible, even in large urban centers such as Toronto.

Two positive developments in Ontario’s PrEP access landscape have been the entry of generics into the Canadian PrEP market (August 2017) and the government’s initiation of partial public subsidization (September 2017). As a result, PrEP costs have been reduced (the generic currently costs approximately Can $220 per month) or largely covered (for Ontarians meeting the criteria for public drug benefits, sometimes involving copayment) [35]. As indicated by the 40.9% (45/110) of follow-up study participants who cited the availability of cheap generics in Canada as a deterrent to pursuing a border-crossing approach, this shift in cost has made conventional approaches to obtaining PrEP more viable for many potential users. However, despite the availability of reduced-cost generics in Ontario, our previous work demonstrated that PrEP could in some cases be obtained online for as little as Can $33 per month [31], representing a cost savings of approximately $187 per month over the generic TDF/FTC available in Ontario.

However, PrEP remains financially inaccessible for many potential users in Canada. This held true in our sample where 57.4% (81/141) participants identified a maximum monthly amount that they would be able and willing to pay for PrEP that was less than Can $100. Although Can $33 per month for online PrEP is within this range, the attrition we observed in our border-crossing cascade suggests that relying on online purchasing, even at this price, is not a viable public health strategy for improving PrEP accessibility. Given the recent findings of real-world reductions in HIV incidence of up to 100% in PrEP users, and PrEP’s role in the substantial reductions in HIV incidence in settings such as San Francisco and New South Wales [36-39], Canada’s inconsistent access to this major public health tool emphasizes the urgent need for truly universal coverage. This is particularly important given the failure of HIV incidence to decline among Canadian GBMSM in recent years [40].

Limitations

This study has several limitations that warrant consideration. First, because our study was an anonymous open online survey, it was not possible to exclude repeat participants, and some may have been motivated by the modest financial compensation. We attempted to minimize repeats by requiring participants to enter unique study codes that were assigned to each respondent’s email address. We also checked for possible falsified responses by conducting a sensitivity analysis, which showed consistency between the demographic characteristics and primary outcome responses among the fastest decile of responders and the total sample. Second, hypothetical bias may have inflated the number of participants indicating likeliness to use this fairly time-intensive border-crossing approach [41]. We addressed this possibility in part by asking about the actual completion of cascade steps at 3-month follow-up. In addition, however, the relatively short time frame (3 months) between baseline and follow-up may still have been insufficient to capture participants’ progress in using the border-crossing approach. These last two biases may in part explain why we found no participants who had completed every step of the border-crossing approach at follow-up. Furthermore, it is notable that although half of the respondents reportedly knew someone using the border-crossing approach, very few respondents actually did so themselves. This discrepancy raises the possibilities that respondents were underreporting their use of the procedure, that our study underrecruited individuals already successfully using this strategy, or that a limited number of border crossers were known to a large number of respondents. Finally, because we calculated HIRI-MSM scores for our participants by doubling the responses given for the past 3 months (rather than directly asking about the past 6 months), they may have deviated slightly from true scores. Moreover, HIRI-MSM scoring may be less relevant to the contemporary context as HIV risk through condomless sex can be reduced to zero with HIV treatment as prevention and/or PrEP. Regardless, our sample was likely still at high HIV risk because of its young age, high mean number of sex partners, frequent condomless receptive anal sex, and a 35% participation rate in chemsex.

Conclusions

PrEP is a promising tool for curbing high rates of HIV in GBMSM communities, but access remains highly variable in Canada. Our results suggest that despite the falling price of PrEP medications and some government subsidization, many potential PrEP users remain interested in alternative, cheaper methods of obtaining PrEP medications such as online shopping and border crossing. Effective PrEP implementation will require alternative strategies such as universal public coverage to ensure readily accessible PrEP medications for GBMSM living in Canada.
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Abstract

Background: Machine learning (ML) has become a vital part of medical imaging research. ML methods have evolved over the years from manual seeded inputs to automatic initializations. The advancements in the field of ML have led to more intelligent and self-reliant computer-aided diagnosis (CAD) systems, as the learning ability of ML methods has been constantly improving. More and more automated methods are emerging with deep feature learning and representations. Recent advancements of ML with deeper and extensive representation approaches, commonly known as deep learning (DL) approaches, have made a very significant impact on improving the diagnostics capabilities of the CAD systems.

Objective: This review aimed to survey both traditional ML and DL literature with particular application for breast cancer diagnosis. The review also provided a brief insight into some well-known DL networks.

Methods: In this paper, we present an overview of ML and DL techniques with particular application for breast cancer. Specifically, we search the PubMed, Google Scholar, MEDLINE, ScienceDirect, Springer, and Web of Science databases and retrieve the studies in DL for the past 5 years that have used multiview mammogram datasets.

Results: The analysis of traditional ML reveals the limited usage of the methods, whereas the DL methods have great potential for implementation in clinical analysis and improve the diagnostic capability of existing CAD systems.

Conclusions: From the literature, it can be found that heterogeneous breast densities make masses more challenging to detect and classify compared with calcifications. The traditional ML methods present confined approaches limited to either particular density type or datasets. Although the DL methods show promising improvements in breast cancer diagnosis, there are still issues of data scarcity and computational cost, which have been overcome to a significant extent by applying data augmentation and improved computational power of DL algorithms.

(J Med Internet Res 2019;21(7):e14464) doi:10.2196/14464
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Introduction

Cancer is one of the leading causes of female deaths worldwide. It has caused more deaths than any other diseases such as tuberculosis or malaria. The World Health Organization (WHO) agencies for cancer research (ie, International agency for cancer research (IARC) and American Cancer Society) report that 17.1 million new cancer cases are recorded in 2018 worldwide [1].

WHO estimates that cancer incidences might increase to 27.5 million by 2040, with an estimated 16.3 million deaths expected as a result of cancer [1].

Breast cancer is among the 4 leading cancers in women worldwide (ie, lung, breast and bowel [including anus], stomach, and prostate cancers). The IARC statistics show that breast cancer accounts for 25% of all cancer cases diagnosed in women.
worldwide. Around 53% of these cases come from developing countries, which represent 82% of the world population [1]. It is reported that 626,700 deaths will occur only in 2018 [1]. Breast cancer is the leading cause of cancer death among women in developing countries and the second leading cause of cancer death (following lung cancer) among women in developed countries.

In breast, the cancer cells may spread to lymph nodes or even cause damage to other parts of the body such as lungs. Breast cancer more often starts from the malfunctioning of milk-producing ducts (invasive ductal carcinoma). However, it may also begin in the glandular tissues called lobules or other cells or tissues within the breast [1]. Researchers have also found that hormonal, lifestyle, and environmental changes also contribute to increasing the risk of breast cancer [2,3].

To visualize the internal breast structures, a low-dose x-ray of the breasts is performed; this procedure is known as mammography in medical terms. It is one of the most suitable techniques to detect breast cancer. Mammograms expose the breast to much lower doses of radiation compared with devices used in the past [4]. In recent years, it has proved to be one of the most reliable tools for screening and a key method for the early detection of breast cancer [5,6]. The mammograms are acquired at 2 different views for each breast: craniocaudal (CC) view and mediolateral oblique (MLO) view (Figure 1).

In this review, we present the recent work in breast cancer detection using conventional machine learning (ML) and deep learning (DL) techniques. The aim of this work was to provide the reader with an introduction to breast cancer literature and recent advancements in breast cancer diagnosis using multiview digital mammograms (DMs). The survey aimed to highlight the challenges in the application of DL for early detection of breast cancer using the multiview digital mammographic data. We present the recent studies that have addressed these challenges and finally provide some insights and discussions on the current open problems. This review is divided into 2 major parts. The first part presents a brief introduction of different steps of a conventional ML method (ie, enhancement, feature extraction, segmentation, and classification), whereas the second part focuses on DL techniques, with an emphasis on multiview (ie, CC and MLO) mammographic data. The present DL literature can be characterized for breast density discrimination, detection, and classification of the lesion in breast cancer in the multiview digital mammographic data. The rest of this review is organized as follows.

**Figure 1.** Multiview breast mammogram of a patient. The first column presents two views of the right breast: right craniocaudal (RCC) view and right mediolateral oblique (RMLO) view. The second column presents two views of the left breast: left craniocaudal (LCC) view and left mediolateral oblique (LMLO) view.
Methods

Conventional Machine Learning Pipeline
In this section, we present various steps involved in a computer-aided diagnosis (CAD) system using the conventional workflow. The steps involved are outlined in Figure 2 and are discussed briefly as follows.

Breast Profiling and Preprocessing
Mammogram preprocessing is one of the primary steps in a CAD system. In the preprocessing step, the unwanted objects are removed from the mammograms, which include annotations, labels, and background noises as can be seen in Figure 3. The preprocessing helps the localization of region for abnormality search. In mammogram preprocessing, one of the major challenges is to accurately define the pectoral muscle (PM) boundary from the rest of the breast region. The PMs are mostly present in MLO views of the mammograms. The presence of PMs in the MLO view can interrupt the automatic detection of lesions and can increase the false positive (FP) alarms. Many studies advocated the removal of PMs [7-15] for improving the diagnostic accuracy of the CAD system. Thus, successful removal of PMs is vital to avoid false detection. Moreover, it also reduces the time complexity and improves the accuracy apart from avoiding the intra-observation discrepancies.

Figure 2. Difference between 2 pipelines: conventional machine learning pipeline (left) and deep learning pipeline (right).

Figure 3. (a) Original mammogram image 1024×1024. (b) Preprocessing to remove annotations. (c) Pectoral muscle (PM) removal by region growing. (d) PM removal by adaptive segmentation.
Image Enhancement Techniques

Image enhancement techniques are used to improve the mammogram’s quality in terms of improving the contrast and enhancing its readability. It helps the system to detect the mammographic lesions with poor visibility and contrast by improving it. The major goal of mammogram enhancement is to improve the image quality on the mammograms with low contrast. The low-contrast regions with small abnormalities are often concealed in surrounding tissues, leading to a misdiagnosis. The image enhancements improve the overall quality of the images, thus making it relatively easier for the reader and CAD systems to detect these subtle abnormalities. The enhancements may add distortions to the anatomical characteristics of an image or amplify the noises. Thus, only those methods would be acceptable that maintain a similar appearance to the original image. Recently, with the introduction of direct digital technology in mammography, with dynamic range, improved contrast, and signal to noise ratio, there is a limited scope of mammogram enhancement.

The enhancement techniques are generally divided into 3 categories: spatial domain, frequency domain, and a combination of spatial and frequency domain techniques [16]. However, these techniques can be characterized into 4 types [17] based on their particular usage: namely, conventional, region-based, feature-based, and fuzzy enhancement techniques. The primary aim of enhancements is to improve the quality of mammograms to achieve high diagnostic performance. The conventional methods can be adapted for local as well as global enhancement of the mammograms. However, the conventional methods have a tendency to enhance the noise factor as well. On the other hand, the region-based methods are suitable for contrast enhancements of particular regions of interest (ROIs) with varying shapes and sizes. The region-based methods help to enhance the anatomical details of the ROIs without any addition of artifacts. These methods are generally well suited for microcalcification enhancements in breasts with dense tissues. The feature-based enhancement techniques are applied on mammograms with calcifications as well as masses. The multiscale transforms such as wavelets are used because of their dilation and translation properties that are best suited for nonstationary signals. The low frequencies are suppressed, whereas only higher frequencies are kept by applying a threshold. Thus, the reconstructed images only contain highest frequencies with possible lesion regions. Finally, the fuzzy enhancement technique uses the maximum fuzzy entropy principle on the normalized mammograms to enhance the contrast and suppress the noise. These techniques are effective to enhance the mass contours and present the fine details of mammogram features.

Mammographic Mass Segmentation Techniques

The segmented region is vital for feature extraction and detection of abnormal tissues in the breast, and it needs to be well focused and precise. Therefore, the segmentation is important to extract an ROI that provides a precise measurement of breast regions with abnormalities and normal regions. Segmentation involves the fundamental step of separating the breast region from the background and aims to separate the breast regions from the other objects. It is an important step to preserve the margin characteristics of mammograms before any further processing.

The segmentation aims to extract ROIs with possible masses, and it may involve partitioning of the mammogram into several nonoverlapping regions with candidate mass lesions. At the detection stages, higher sensitivity rate and more FPs are expected. Figure 4 illustrates the FP detection at pixel level compared with ground truth boundary. These FPs can be removed after the classification stage. In the literature, many researchers have devised automatic [18-21] as well as ensemble segmentation and classification [22-24] algorithms by combining several techniques to reduce the FPs at the detection stage. In general, the segmentation techniques can be characterized as thresholding based, region based (ie, region growing and region clustering), feature and edge based. We briefly summarize the advantages and disadvantages of segmentation techniques in Table 1.

Figure 4. Pixel-level illustration of true positive, false positive, and false negative compared with ground truth.
Table 1. Summary of advantages and disadvantages of segmentation methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>GT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Widely used as preprocessing step in image processing as these methods are easy to implement</td>
<td>Not suitable for segmentation of ROIs&lt;sup&gt;b&lt;/sup&gt;, as GT methods produce high false positive detections</td>
</tr>
<tr>
<td>Local thresholding</td>
<td>Works well compared with GT, sometimes used to improve the GT results</td>
<td>Widely used in literature as initialization step of other algorithms, but local thresholding fails to separate the pixels accurately into suitable regions</td>
</tr>
<tr>
<td>Region growing</td>
<td>Uses pixel connectivity properties to grow iteratively and sum up the region having similar pixel properties</td>
<td>Need initialization point, that is, a seed point to begin with and highly dependent on initial guess</td>
</tr>
<tr>
<td>Region clustering</td>
<td>No seed point required to initialize; it can directly search the cluster regions.</td>
<td>Total number of clusters need to be predefined at initial stage</td>
</tr>
<tr>
<td>Edge detection</td>
<td>Highly suitable for detecting the object boundaries and contours of the suspected ROIs</td>
<td>Requires some information about object properties</td>
</tr>
<tr>
<td>Template matching</td>
<td>Needs ground truth and are easily implemented. Easy implementation; if the prototypes are suitably selected, it can produce good results.</td>
<td>Need prior information about the region properties of the objects such as size, shape, and area.</td>
</tr>
<tr>
<td>Multiscale technique</td>
<td>Do not require any prior knowledge about object properties</td>
<td>Requires empirical evaluation to select the appropriate wavelet transform</td>
</tr>
<tr>
<td></td>
<td>Easily discriminate among the coefficients at different level and scale of decompositions</td>
<td>Need to select scale of decompositions</td>
</tr>
</tbody>
</table>

<sup>a</sup>GT: Global thresholding.  
<sup>b</sup>ROI: region of interest.

Conventional Feature Extraction Techniques

In ML methods, learning the significant or most informative features from the medical images plays a vital role, as these features are used as discriminators in later stages for segmentation or classification. Most of these features are manually designed (handcrafted) based on clinicians’ experience and prior knowledge about the target domain. Thus, the ML methods can be more problem oriented and often make it difficult for a nonexpert to exploit the full potential of the method. The feature extraction is the step that characterizes the features of a specific region. The significant features are retained for the classification step. To measure features from the ROIs, its properties such as mass size, regular or irregular shapes, homogeneity of boundaries, and density of tissues are utilized [25]. It is widely known that because of the variation in properties of normal and diseased tissues, feature space exhibits a large and complex nature. Most features are not significant when separately studied. However, when combined with other features, they can represent significant information that is helpful for the classification step. The performance of the algorithm is affected, and the complexity of the classifiers increases when excessive use of features is done. Thus, drawing the optimal features from images is very crucial. A number of feature selection techniques such as principal component analysis (PCA) [26], linear discriminant analysis (LDA) [27], filtering techniques such as chi-square test [28,29], and many other feature reduction methods [30] are used to select the most discriminative features to avoid overfitting and reduce the redundancy in feature space. On the basis of the feature characteristics, the feature space can be divided into 3 categories: morphological (shape or geometric) features, texture or statistical features, and multiresolution features.

Classification Techniques

Classification is the last step to determine the lesion under observation is normal or cancerous regions. If it is classified as a cancerous region, further classification is done to determine the pathology of cancer, ie, benign or malignant. The classification step itself is heavily dependent on other intermediate steps, especially segmentation and feature extraction. In breast cancer classification, some of the commonly used classifiers include support vector machine (SVM) [31-34], artificial neural network (ANN) [10,13,21,35,36], k-nearest neighbor (KNN) [37,38], binary decision tree [39], and simple logistic classifier [34,40]. The performance of the classifier can be improved using some feature selection method to remove the redundant features and keep only the most discriminative features. An overview of CAD system based on ML algorithms for breast cancer diagnosis using mammographic data is illustrated in Figure 5.
Summary of Machine Learning Methods

A substantial amount of research on breast mass, microcalcification detection, and classification can be found in literature [22-24,31,34,41-45]. Masses are more challenging to detect compared with microcalcifications because the mass features may be concealed or alike to those of normal breast parenchyma. Thus, the detection of masses is still an open challenge in breast cancer detection. We also note that masses greatly vary in size [15,46], which makes it more challenging to detect. Another major limitation of the conventional ML studies is that mass analysis has not been done by defining some suitable scale for the range of masses. By defining the range of sizes, mass regions can be approached at the coarsest scale of description. However, a more confined approach is required to detect the boundaries of masses. Moreover, the variations in widths, lengths, and density spiculations that are associated with cancerous lesions and the varying scales require a more rigorous characterization and analysis. Apart from mass detection, architecture distortion and the detection of bilateral asymmetry are also important research topics in mammograms [34].

The new developments must cope and overcome with the challenges that existing algorithms exhibit by improving the performance. Furthermore, commercial CAD systems have achieved a reasonable degree of effectiveness to detect masses and calcifications. Future work on CAD systems for breast cancer diagnosis should focus on improving the performance. Feature extraction is one of the important steps in developing a CAD system. A broad variety of features for the characterization of breast cancer have been developed in the past years. Hence, more researches seem to be necessary to measure features robustness that can produce a high classification accuracy rate. Selecting the optimal feature subset for supervised learning problems requires an exhaustive search. The discriminative power of features used in CAD systems varies. Although some are highly significant for the discrimination of mammographic lesions, others are redundant or even irrelevant. Hence, automatic extraction of a subset of features from a higher dimensional feature vector is a common module in mammography CAD approaches.
Deep Learning, an Overview

DL algorithms have made significant improvements in performance compared with other traditional ML and artificial intelligence [47]. The applications of DL have grown tremendously in various fields such as image classification [47], natural language processing [48], gaming [49]; and, in particular, it has become very popular in the medical imaging community for detection and diagnosis of diseases such as skin cancer [50,51], brain tumor detection, and segmentation [52].

The DL architectures can be characterized into 3 categories: unsupervised DL networks, also known as generative networks; supervised networks or discriminative networks; and hybrid or ensemble networks.

Convolutional neural network (CNN) is a state-of-the-art DL technique that is comprising many stacked convolutional layers [47]. The most common CNN discriminative architecture contains a convolutional layer, a maximum pooling layer to increase the field of view of the network, a rectified linear unit (ReLU), batch normalization, a softmax layer, and fully connected layers. The layers are aligned on top of each other to form a deep network that can the local and spatial information from this layer when a 2D or 3D image is presented as an input [53].

The AlexNet [47] architecture was one of the first deep networks for improving the ImageNet classification accuracy by a significant stride than the existing traditional methodologies. The architecture contained 5 convolutional layers proceeded by 3 fully connected layers. The ReLU activation function for the nonlinear part was introduced by replacing the traditional activation function such as Tanh or Sigmoid functions used in neural networks. ReLU has fast convergence as compared to sigmoid, which suffers from the vanishing gradient problem.

Later, VGG 16 architecture was proposed by visual geometry group (VGG) [54], Oxford University. The VGG improved the AlexNet architecture by changing the kernel size and introduction of multiple filters. The large kernel-sized filters are replaced (ie, 11×11 in Conv1 and 5×5 in Conv2, respectively) by multiple 3×3 kernel-sized filters that are placed one after another. The multiple smaller kernel filters improve the receptive field compared with a larger size kernel, as multiple nonlinear layers increase the depth of the network. The increased depth enables to learn more complex features at a lower cost. Although VGG achieved very good accuracy on classification tasks for the ImageNet dataset, it is computationally expensive and requires huge computational power, both in terms of storage memory and time. Thus, making it inefficient because of the large width of convolutional layers.

The GoogleNet [55] proposed the idea that most of the connection in dense architecture and their activations in the deep network are redundant or unnecessary due to correlations between them. This makes the network computationally expensive. Therefore, GoogleNet implied to have a most efficient network with sparse connections between the activations. GoogleNet introduced the inception module, which effectively computes sparse activation in a CNN with a normal dense construction. The network also uses 3 different convolutions sizes (ie, 5×5, 3×3, and 1×1) to have a better receptive field and extract details from very small levels. One of the important salient points about the inception module is that it also has a so-called bottleneck layer (1×1 conv.) that helps in massive reduction of the computation requirement. Another change that GoogleNet introduced is global average pooling at the last convolutional layer, thus averaging the channel values across the 2D feature map. This results in a reduction of the total number of parameters.

With increasing network depth, the accuracy of the network is saturated and thus degrades rapidly. This degradation is not caused by overfitting problem, but with the addition of more layers, the training error also increases that leads to degradation problem. The degradation problem was solved by introducing the residual network (ResNet) by He et al [56]. The residual module was introduced to effectively learn the training parameters in a deeper network. They introduced skip connections in convolutional layers in a blockwise manner to construct a residual module. The performance of ResNet is better than VGG and GoogleNet [57].

Deep Learning for Breast Cancer Diagnosis

Many researchers have used DL approaches in medical image analysis. The success of DL is largely depending on the availability of large number of training samples to learn the descriptive feature mappings of the images, which give very accurate results in classification. For example, the image classification task, the network is trained over more than 1 million images with more than 1000 class data. However, in the case of medical images, the amount of available training data is not that big in size. Moreover, it is also difficult to acquire a large number of labeled images, as the annotation itself is an expensive task and for some diseases (eg, lesions) are scarce in the datasets [58]. In addition, annotation of these data samples, if exist, in different classes suffers from intraobserver variations, as the annotation is highly subjective and relies on the expert’s knowledge and experience. To overcome the data insufficiency challenge, many research groups have devised different strategies: (1) using 2D patches or 3D cubes instead of using the whole image as input [59,60], which also reduces the model parameters and alleviates overfitting; (2) by introducing data augmentation using some affine transformations (translation, rotation, and flipping [61,62]) and training the network on the augmented data; (3) by transferring learning approach using pretrained weights [63,64] and just replacing the last layers by the new targeted class instead; and (4) using trained models with small input sizes and then transforming the weights in the fully connected layers into convolutional kernels [65].

Search Strategy for Study Selection

To select the relevant recent studies on breast cancer diagnosis, we consider the studies in the past 5 years from well-known publishing platforms such as PubMed, Google Scholar, MEDLINE, Science Direct, Springer, and Web of Science databases. The search terms convolutional neural networks, deep learning, breast cancer, mass detection, transfer learning, and multiview are combined.
Results

Convolutional Neural Networks for Breast Cancer Diagnosis

In this section, we first present the methods that used breast density estimation methods as a tool for early diagnosis. Second, the methods used transfer learning and image features classification of suspected lesions into mass and normal class. Finally, we present the segmentation methods using semantic features for localization of masses and classifying the pathology.

Convolutional Neural Network for Breast Density Estimation

Mammographic density is an important indicator of early breast cancer detection. In the United States, more than 30 states have agreed to use breast density as an earlier risk marker for cancer screening programmes [66]. The qualitative assessment is highly subjective, and there are wide variations in scoring results among the radiologists [67]. Recent studies also reveal that commercial software to assess the breast score tends to give mixed results by either over or under reporting when compared with assessment by radiologists [68,69]. The DL algorithms for density assessment can significantly reduce the burden of manual scoring for the radiologist and improve the performance for risk assessment [66].

One such attempt has been made by Mohamed et al [70] using CNN to classify the DMs based on breast densities. The Breast Imaging Reporting and Data System (BI-RADS) characterizes the densities into 4 classes. The discrimination of this breast densities acts as a risk marker for breast cancer, and radiologist can visually access the results. The study is focused on distinguishing the 2 difficult categories: scattered dense and heterogeneous dense breast tissues. Their method showed promising results for classification.

In another study, Ahn et al [71] presented a CNN-based approach for breast density estimation. The CNN was trained to learn image features from the image patches extracted from the whole mammograms and classify them as fatty and dense class tissues. The local and global statistical features were used to train the CNN. Wu et al [72] presented the application of deep neural network (DNN) for classification of breast densities in DMs. The study comprised 20,000 screening mammograms labeled as 4 class breast densities (ie, fatty, fibro-glandular dense, heterogeneously dense, and extremely dense). A scratch-based CNN with dense convolutional layers was used to discriminate the breast densities in the multiview data.

In a similar study, Xu et al [73] classified the breast density estimation method using residual CNN. The method worked efficiently for both single and multiview images (ie, CC and MLO). Their study aimed to use the residual CNN to discriminate the BI-RADS densities into 4 categories. The residual CNN consisted of 70 layers with 7 residual learning blocks. In addition, 2 other networks with 36 and 48 weighted layers but less residual blocks were also trained to compare the performance. The ResNets could minimize the cross-entropy loss to maximize classification accuracy. Their results showed that with increased residual layer, the classification accuracies improved. However, the computational cost was increased.

Kallenberg et al [74] proposed an unsupervised DL technique to classify the breast density and risk score in the segmented regions. The method uses conventional sparse autoencoder (CSAE) for learning the features. For mammographic density score, 3 class labels were used: PMs, fatty breast tissues, and dense breast tissues. For the mammographic texture score, 2 classes were considered (ie, cancer and normal patches). This score was used as a threshold to segment that tissue from the breast. Dice score showed the goodness of segmented versus the ground truth. The CSAE model was trained and tested for 3 different datasets, and the results showed a positive relationship with the scores obtained manually by experts.

Ionescu et al [75] proposed a CNN-based density estimation method to assist the radiologist in risk scoring. The CNN is trained to assess the visual analog score from unseen images. The method showed a strong correlation and match concordance indices results when compared with 2 independent readers in a clinical environment.

Geras et al [76] in their study used deep convolutional neural network for prediction of breast densities in multiview data. The method predicted breast density and classified into 3 types: BI-RADS0, BI-RADS1, and BI-RADS2. Moreover, it also classified the abnormalities from the ROIs extracted from these images into benign and malignant. The study also investigated the impact of training size and image size on prediction of accuracy. It was concluded that higher number of training samples improve the prediction accuracy during testing phase. Moreover, rescaling the image size did not have much effect on prediction accuracy of the method. The results show good agreement with manual scores done by expert radiologists.

Summary of the aforementioned methods is presented in Table 2 along with performance metrics for each method and the datasets used in these studies.
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Table 2. Summary of convolutional neural network–based methods for breast density estimation.

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Dataset/number</th>
<th>Task</th>
<th>Performance metric/s (value/s)</th>
<th>Code availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mohamed et al [70]</td>
<td>CNNa (AlexNet; transfer learning)</td>
<td>Private, University of Pittsburgh/200.00 DMb (multiview)</td>
<td>Breast density estimation</td>
<td>AUCc (0.9882)</td>
<td>—d</td>
</tr>
<tr>
<td>Ahn et al [71]</td>
<td>CNN (transfer learning)</td>
<td>Private, Seoul University Hospital/397 DM (multiview)</td>
<td>Breast density estimation</td>
<td>Correlation coefficient (0.96)</td>
<td>—</td>
</tr>
<tr>
<td>Xu et al [73]</td>
<td>CNN (scratch based)</td>
<td>Public, INbreast dataset/410 DM (multiview)</td>
<td>Breast density estimation</td>
<td>Accuracy (92.63%)</td>
<td>—</td>
</tr>
<tr>
<td>Wu et al [72]</td>
<td>CNN (transfer learning)</td>
<td>Private, New York University School of Medicine/201,179 cases (multiview)</td>
<td>Breast density estimation</td>
<td>Mean AUC (0.934)</td>
<td>[77]</td>
</tr>
<tr>
<td>Kallenberg et al [74]</td>
<td>Conventional sparse autoencoder, ie, CNN+stacked autoencoder</td>
<td>Private, Dutch Breast Cancer Screening Program and Mayo Mammography, Minnesota/493+668 images (multiview)</td>
<td>Breast density estimation and risk scoring</td>
<td>Mammographic texture (0.91) and AUC (0.61)</td>
<td>—</td>
</tr>
<tr>
<td>Ionescu et al [75]</td>
<td>CNN</td>
<td>Private dataset/67,520 DM (multiview)</td>
<td>Breast density estimation and risk scoring</td>
<td>Average match concordance index of (0.6)</td>
<td>—</td>
</tr>
<tr>
<td>Geras et al [76]</td>
<td>Multiview deep neural network</td>
<td>Private, New York University/886,000 image (multiview)</td>
<td>Breast density estimation and risk score</td>
<td>Mean AUC (0.735)</td>
<td>—</td>
</tr>
</tbody>
</table>

aCNN: convolutional neural network.
bDM: digital mammogram.
cAUC: area under the curve.
dNot available.

Convolutional Neural Network for Breast Mass Detection

The automatic detection of masses at an early stage in DMs is still a hot topic of research. DL has significantly overcome the shortcomings of conventional methods by learning the object features. The learning curves of the DL methods have enabled to highlight the most relevant ROIs in DMs. In this section, we present the recent CNN-based methods for the detection of masses in mammograms using transfer learning techniques and scratch-based end-to-end training.

To improve the diagnostic accuracy of the breast CAD system, Dhungel et al [78] introduced a CAD system with minimal user intervention for breast mass detection, segmentation, and classification of the masses. The mass detection is done by cascade DL and random forest model for possible suspected regions that are refined by Bayesian optimization technique. The deep classifier is pretrained with regression analysis and handcrafted features, and the network in fine-tuned bases of ground truths for breast mass classification data, in particular, INbreast dataset, was used for experimentation. Although the method achieved significant results, one of the limitations of this method is that it requires fine-tuning at 2 stages. In addition, it was tested on limited images.

In another study, Dhungel et al [79] proposed a hybrid method for mass segmentation. The proposed conditional random field (CRF) model comprised several potential functions and a DL module for segmentation of masses in mammographic images. The method used tree reweighted (TRW) belief propagation method as a learning mechanism to reduce the lesion segmentation errors and provide optimal results. The study was performed on 2 multiview datasets (ie, INbreast and Digital Database for Screening Mammography [DDSM] datasets). Their results demonstrated that the DL module could improve the classification accuracies when combined with TRW.

Zhu et al [80] proposed a deep structural network with end-to-end learning for the segmentation of masses in DMs. The multistage deep network used a fully convolutional network (FCN) to model a potential function combined with a CRF to perform structured learning. FCN+CRF was used to obtain the empirical estimation of ROIs using the position prior information. To improve the predicted mass estimates, an adversarial training was introduced, which helped to eliminate the overfitting of mass regions with a smaller size in the mammogram dataset. The proposed multistage end-to-end network was evaluated on publicly available datasets (ie, INbreast and DDSM). The results demonstrate the effectiveness of that method.
In another study, Wang et al [81] presented a semiautomated early detection approach using DL to discriminate the microcalcifications and masses in breast cancer dataset. The method aimed to detect the microcalcifications that can be used as an indicator of early breast cancer [82,83]. The DL architecture consisted of multiple autoencoders (SAE) that stack multiple autoencoders, hierarchically. The deep SAE model used layer-wise greedy search training to extract the low-level semantic features of microcalcifications. The method had 2 scenarios: (1) having microcalcification and (2) microcalcifications and masses together to train and test the SAE model. Their method achieved good discriminative accuracy for identifying calcifications using SVM classifier.

Riddli et al [84] used transfer learning to implement the Faster R-CNN model for the detection of mammographic lesions and classify these lesions into benign and malignant pathology as can be seen in Figure 6 (adapted from [84]). The region proposal network in the Faster R-CNN generated possible suspected regions, which were refined by fine-tuning the hyperparameters. The method achieved significant classification results on the public INbreast database. However, one of the major limitations of this study is that it was tested on a small-scale pixel-level annotated data for detection, whereas the classification task was evaluated on a larger screening database.

Singh et al [85] presented a conditional generative adversarial network (cGAN) to segment mammographic masses from a ROI. The generative model learns the lesion representations to create binary masks. Although the adversarial network learns features that discriminate the real masses from the generated binary masks, the key advantage of their proposed cGAN is that it can work well for small sample dataset. The results of their method showed high similarity coefficient value and intersection over union of predicted masses with ground truths. Moreover, the method also classified the detected masses into 4 types (ie, irregular, lobular, oval, and round using CNN) as shown in Figure 7 (adapted from [85]).

Some researchers used image features for lesion detection and classification. One such study by Agarwal and Carson [86] predicted the semantic features such as the type of lesion and pathology in mammograms using the deep CNN. The motivation of the study was to propose a method that could automatically detect lesion and its pathology (ie, calcification or mass either benign or malignant). A scratch-based CNN was trained on DDSM dataset that contained mass as well as calcification cases. The method showed significant improvement in recognizing the semantic characteristics that can assist the radiologists in clinical decision support task.

Gao et al [87] presented a shallow-deep CNN (SD-CNN) for lesion detection and classification for contrast-enhanced DMs (CEDM). A 4-layered shallow-deep CNN was used to extract the visualization mappings of the convolutional layer in the CEDM images and combine them with low-energy (LE) images. This virtual enhancement improved the quality of LE images. ResNet was applied to these virtual combined images to extract the features to classify benign and normal cases. Using the SD-CNN on the CEDM images resulted in a significant improvement in classification accuracy compared with DMs.

Hagos et al [88] presented a multiview CNN to detect breast masses in symmetrical images. The method used CNN architecture with multiple patches as input to learn the symmetrical differences in the masses. Using the gradient orientation features and local lines on the images, the likelihood of pixels was used to determine the patch as mass or nonmass. They used the AUC and competition performance metric as performance measures for the proposed method against the baseline nonsymmetrical methods.

Later, Tuwen et al [89] proposed a multiview breast mass detection system based on DNN. The 2-step method first detected the suspicious regions in multiview data and then reduced FP through neural learning and affirmed the mass regions. The second major module consists of using transfer learning to train images with Fast R-CNN and mask R-CNN, with 3 different variants of ResNet (ie, ResNet-101, ResNeXt-101, and ResNeXt-152) as backend. The 3 networks were trained on full images to capture enough context information to discriminate soft lesion tissues. Data augmentation was also applied to enrich the dataset.

Jung et al [90] proposed a single-stage masses detection model using the RetinaNet model. RetinaNet is a 1-stage object detection method that can overcome the class imbalance problem and perform better than 2-stage methods. The focal loss function of the model allowed the RetinaNet to focus on the complex sample and detect objects. The mammogram RetinaNet was tested on 2 DM datasets, that is, INbreast and an in-house dataset GURO. Moreover, data augmentation was also used to enrich the database. Using the transfer learning approach, the mass patches from each image were trained using random weight initialization and a different combination. With 6 different experimental settings, the RetinaNet achieved significant detection accuracy compared with other state-of-the-art methods.

Shen et al [91] presented a deep architecture with end-to-end learning to detect and classify the mass regions in the whole digital breast image. The method was trained on the whole mammogram image by using a patch classifier to initiate weights of full image in an end-to-end fashion. The patch classifier uses existing VGG and ResNet architecture for classification. Different combinations of patch sets and hyperparameters were trained to find the optimal combination on whole breast images from the DDSM and INbreast datasets.

We summarize the lesion detection and classification methods in details in Table 3 and illustrate the datasets used, tasks, performance metrics, and code availability.
Figure 6. Sample results from the study by Ribli et al for mass detection and classification.

Figure 7. An overview of conditional generative adversarial network adapted from the study by Singh et al for mass segmentation and shape classification. CNN: convolutional neural network.
<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Dataset/number</th>
<th>Task</th>
<th>Performance metric/s (value/s)</th>
<th>Code availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dhungel et al [78]</td>
<td>Hybrid CNN + level set</td>
<td>Public, INbreast dataset/410 images (multiview)</td>
<td>Mass detection, classification of benign, and malignant</td>
<td>Accuracy (0.9) and sensitivity (0.98)</td>
<td>—</td>
</tr>
<tr>
<td>Dhungel et al [79]</td>
<td>CRF + CNN</td>
<td>Public, INbreast and DDSM^{1/116 and 158 images (multiview)}</td>
<td>Lesion detection and segmentation</td>
<td>Dice score (0.89)</td>
<td>—</td>
</tr>
<tr>
<td>Zhu et al [80]</td>
<td>Fully convolutional network + CRF</td>
<td>Public, INbreast and DDSM/116 and 158 images (multiview)</td>
<td>Lesion segmentation</td>
<td>Dice score (0.97)</td>
<td>[92]</td>
</tr>
<tr>
<td>Wang et al [81]</td>
<td>Stacked autoencoder (transfer learning)</td>
<td>Private, Sun Yat-Sen University/1000 Digital mammogram</td>
<td>Detection and classification of calcifications and masses</td>
<td>Accuracy (0.87)</td>
<td>—</td>
</tr>
<tr>
<td>Riddli et al [84]</td>
<td>Faster R-CNN (transfer learning)</td>
<td>Public, DDSM (2620), INbreast (115), and private dataset by Semmelweis University Budapest/847 images</td>
<td>Detection and classification</td>
<td>AUC^{e} (0.95)</td>
<td>Semmelweis dataset: [93]; Code: [94]</td>
</tr>
<tr>
<td>Singh et al [85]</td>
<td>Conditional generative adversarial network and CNN</td>
<td>Public and private, DDSM and Reus Hospital Spain dataset/567+194 images</td>
<td>Lesion segmentation and shape classification</td>
<td>Dice score (0.94) and Jaccard Index (0.89)</td>
<td>—</td>
</tr>
<tr>
<td>Agarwal and Carson [86]</td>
<td>CNN (scratch based)</td>
<td>Public, DDSM/8750 images (multiview)</td>
<td>Classification of mass and calcifications</td>
<td>Accuracy (0.90)</td>
<td>—</td>
</tr>
<tr>
<td>Gao et al [87]</td>
<td>Deep convolutional neural network, ie, 4 layers CNN + ResNet</td>
<td>Public, Mayo Clinic Arizona (49 subjects) and public, INbreast dataset (89 subjects) (multiview)</td>
<td>Lesion detection and classification</td>
<td>Accuracy (0.9) and AUC (0.92)</td>
<td>—</td>
</tr>
<tr>
<td>Hagos et al [88]</td>
<td>Multi-input CNN</td>
<td>Private (General Electric, Hologic, Siemens) dataset/28,294 images (multiview)</td>
<td>Lesion detection and classification</td>
<td>AUC (0.93) and CPM (0.733)</td>
<td>—</td>
</tr>
<tr>
<td>Tuwen et al [89]</td>
<td>Fast R-CNN and Mask R-CNN with ResNet variants as backbone</td>
<td>Private (General Electric, Hologic, Siemens) dataset/23,405 images (multiview)</td>
<td>Lesion detection and classification</td>
<td>Sensitivity (0.97) with 3.56 FP^{f} per image</td>
<td>—</td>
</tr>
<tr>
<td>Jung et al [90]</td>
<td>RetinaNet model</td>
<td>Public and private, INbreast and GURO dataset by Korea University Guro Hospital/410+222 images (multiview)</td>
<td>Mass detection and classification</td>
<td>Accuracy (0.98) with 1.3 FP per image</td>
<td>[95]</td>
</tr>
<tr>
<td>Shen et al [91]</td>
<td>CNN end-to-end (transfer learning through visual geometry group 16 and ResNet)</td>
<td>Public, DDSM and INbreast/2584 +410 (multiview)</td>
<td>Classification of masses</td>
<td>AUC (0.96)</td>
<td>[96]</td>
</tr>
</tbody>
</table>

\(^{a}\)CNN: convolutional neural network.

\(^{b}\)Not available.

\(^{c}\)CRF: conditional random field.

\(^{d}\)DDSM: Digital Database for Screening Mammography.

\(^{e}\)AUC: area under the curve.

\(^{f}\)FP: false positive.

**Convolutive Neural Network features for Mass Classification**

DL algorithms have shown significant improvements in breast cancer detection and classification problem over the past decade. The deep contextual and texture features allow the classifiers to discriminate between normal and abnormal lesions with varying shapes, size, and orientations. This not only improved the diagnostic capabilities of CAD system but also provided robust solutions for clinical practices.
Levy and Jain [97] demonstrated the usefulness of DL as a classification tool to discriminate the benign and malignant cancerous regions. The authors used a transfer learning approach to implement 2 architectures: AlexNet and GoogleNet. Data augmentation is used to increase the number of samples and alleviate overfitting issues. The results showed the significance of DL features in the classification of 2 classes.

Recently, Samala et al [98] presented mass classification method for digital breast tomosynthesis (DBT) using multistage fine-tuned CNN. The method used multistage transfer learning approach using different layer variation and selecting the optimal combination. Initially, the CNN tuned on ImageNet dataset was directly implemented on DBT data, and results were recorded in the multistage CNN that was fine-tuned on DBT dataset. The classification layers of CNN were used with different freeze pattern to extract the best combination that produces the highest accuracy. A total of 6 different combinations of transfer networks with varying freeze pattern for convolutional layers were tested. The multistage transfer learning significantly improved the results with least variations compared with single-stage learning.

Jadoon et al [99] presented a hybrid methodology for breast cancer classification by combining CNN with wavelet and curvelet transform. This model targeted a 3-class classification study (ie, normal, malignant, and benign cases). In this study, 2 methods, namely, CNN-discrete wavelet (CNN-DW) and CNN-curvelet transform (CNN-CT) were used. Features from wavelet and curvelet transform were fused with features obtained from the CNN. Data augmentation was used to enrich the dataset and avoid overfitting of features at the classification stage. Features from CNN-DW and CNN-CT were extracted at 4-level sub-band decompositions separately using the dense scale-invariant features at each sub-band level. The obtained features were presented as input to train a CNN with SoftMax and SVM layer for the classification of normal, benign, and malignant cases.

In a similar study, Huynh et al [100] also used transfer learning and CNN as tools to classify the tumors in breast cancer. The authors proposed an ensemble method that used both CNN and handcrafted features (eg, statistical and morphological features). The features from each method were combined to obtain the ensemble feature matrix. SVM classifier was used with 5-fold cross-validations. Performance of individual methods was compared with the ensemble method using 219 breast lesions. Their results showed that the ensemble could produce better results compared with fine-tuned CNN and analytical feature extractor.

Domingues and Cardoso [101] used an autoencoder to classify the mass versus not mass in the INbreast dataset. The classifier architecture included 1025-500-500-2000-2 layers with the same number of layers for the decoder as well. Except for the last 2 linear layers, all other layers were logistic. The method produced significant results. Moreover, it was also observed that increasing the depth of the network by adding more layers can also improve the detection and classification rates. The authors tested the performance of DL method against 5 classifiers (ie, KNN, decision trees, LDA, Naive Bayes, and SVM).

Wu et al [102] presented a DL approach to address the class imbalance and limited data issues for breast cancer classification. The approach used the infilling approach to generate synthetic mammogram patches using cGAN network. In the first step, the multiscale generator was trained to create synthetic patches in the target image using GAN. The generator used a cascading refinement to generate the multiscale features to ensure stability at high resolution. Figure 8 shows the synthetic images generated by cGAN. The cGAN was restricted to infill only lesion either mass or calcifications. The quality of generated images was experimentally evaluated by training a ResNet-50 classifier. The classification performance of cGAN augmented, and traditional augmentation methods were also compared. The results showed that synthetic augmentation improves classification.

Sarah et al [103] addressed the issue of reducing the recall rates in breast cancer diagnosis. The higher number of FP results in higher recalls, which leads to unnecessary biopsies and increased cost for the patients. In this study, a DL method to reduce the recall rates was proposed. A deep CNN, namely, AlexNet, was implemented. A total of 6 different scenarios of mammogram classification were investigated. CNN was able to discriminate and classify these 6 categories very efficiently. Moreover, it could also be inferred that some features in recalled benign images classify them reexamined and to be recalled instead of classifying them as negative (normal) cases.

Lately, Wang et al [104] presented a hybrid DL method for multiview breast mass diagnosis. The framework exploited the contextual information from the multiview data (ie, CC and MLO) using CNN features and attention mechanism. The proposed multiview DNN aimed to help medical experts for the classification of breast cancer lesion. The method comprised 4 steps, and mass cropping and extraction of clinical features were done from the multiview patches. The recurrent neural network, in particular, long short-term memory, was used to extract the label co-occurrence dependency of multiview information for the classification of mass regions into benign and malignant cases using the clinical and CNN features as input.

In another study, Shams et al [105] proposed a GAN-based mammogram classification method—Deep GeneRAitive Multitask (DiaGRAM) network to deal with data scarcity and limited availability of annotated data. The DiAGRAM effectively uses an end-to-end multitask learning to improve diagnostic performance on limited number of datasets.

Gastiontui et al [106] presented an ensemble method for breast pectoral parenchymal classification. The texture feature maps extracted from lattice-based techniques are fed as input separately to a multichannel CNN. The meta-features from the CNN predicted the risk score associated with breast parenchyma. The hybrid method showed better performance compared with individual texture features and CNN, respectively.
Dhungel et al [107] introduced a multiview ensemble deep ResNet (mResNet) for classification of malignant and benign tumors. Their ensemble network comprised deep ResNet capable to tackle 6 input images, with different views, that is, CC and MLO. The mResNet can automatically produce binary maps of the lesions. The final output of the mResNet are concatenated to obtain a fully connected layer that can classify the lesions into malignant or benign class.

Generally, DL methods have significantly improved the performance of breast cancer detection, classification, and segmentation. We summarize these methods in details in Table 4 and illustrate the datasets used, tasks, performance metrics, and code availability.
**Table 4.** Summary of convolutional neural network–based methods for breast mass classification.

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Dataset/number</th>
<th>Task</th>
<th>Performance metric/s (value/s)</th>
<th>Code availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levy and Jain [97]</td>
<td>AlexNet and GoogleNet (transfer learning)</td>
<td>Public, DDSM(^a) dataset/1820 images (multiview)</td>
<td>Breast mass classification</td>
<td>Accuracy (0.924), precision (0.924), and recall (0.934)</td>
<td>(^b)</td>
</tr>
<tr>
<td>Samala et al [98]</td>
<td>Multistage fine-tuned CNN(^c) (transfer learning)</td>
<td>Private+public, University of Michigan and DDSM/4039 ROIs(^d) (multiview)</td>
<td>Classification performance on varying sample sizes</td>
<td>AUC(^e) (0.91)</td>
<td>[108]</td>
</tr>
<tr>
<td>Jadoon et al [99]</td>
<td>CNN–Discrete wavelet and CNN-curvelet transform</td>
<td>Public, image retrieval in medical applications dataset/2796 ROI patches</td>
<td>Classification</td>
<td>Accuracy (81.83 and 83.74) and receiver operating characteristic curve (0.831 and 0.836) for both methods</td>
<td>—</td>
</tr>
<tr>
<td>Huynh et al [100]</td>
<td>CNN (transfer learning)</td>
<td>Private, University of Chicago/219 images (multiview)</td>
<td>Classification of benign and malignant tumor</td>
<td>AUC (0.86)</td>
<td>—</td>
</tr>
<tr>
<td>Domingues and Cardoso [101]</td>
<td>Autoencoder</td>
<td>Public, INbreast/116 ROIs</td>
<td>Classification of mass vs normal</td>
<td>Accuracy (0.99)</td>
<td>[109]</td>
</tr>
<tr>
<td>Wu et al [102]</td>
<td>GAN(^f) and ResNet50</td>
<td>Public, DDSM dataset/10,480 images (multiview)</td>
<td>Detection and classification of benign and malignant calcifications and masses</td>
<td>AUC (0.896)</td>
<td>[110]</td>
</tr>
<tr>
<td>Sarah et al [103]</td>
<td>CNN (transfer learning)</td>
<td>Public, Full-field digital mammography and DDSM/1,480,600 images (multiview)</td>
<td>Classification</td>
<td>AUC (0.91)</td>
<td>—</td>
</tr>
<tr>
<td>Wang et al [104]</td>
<td>CNN and long short-term memory</td>
<td>Public, Breast Cancer Digital Repository (BC-DR-F03)/763 images (multiview)</td>
<td>Classification of breast masses using contextual information</td>
<td>AUC (0.89)</td>
<td>—</td>
</tr>
<tr>
<td>Shams et al [105]</td>
<td>CNN and GAN</td>
<td>Public, INbreast and DDSM (multiview)</td>
<td>Classification</td>
<td>AUC (0.925)</td>
<td>—</td>
</tr>
<tr>
<td>Gastounioti et al [106]</td>
<td>Texture feature+CNN</td>
<td>Private/106 cases (mediolateral oblique view only)</td>
<td>Classification</td>
<td>AUC (0.9)</td>
<td>—</td>
</tr>
<tr>
<td>Dhungel et al [107]</td>
<td>Multi-ResNet</td>
<td>Public, INbreast (multiview)</td>
<td>Classification</td>
<td>AUC (0.8)</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)DDSM: Digital Database for Screening Mammography.  
\(^b\)Not available.  
\(^c\)CNN: convolutional neural network.  
\(^d\)ROIs: region of interest.  
\(^e\)AUC: area under the curve.  
\(^f\)GAN: generative adversarial network.

**Discussion**

**Principal Findings**

From Tables 2, 3, and 4, it can be noted that significant works have been done on breast cancer diagnosis. The review of breast diagnosis methods shows that DL has helped to improve the diagnostic performance of the breast CAD system, but still challenges remain for clinical applicability of such methods, and more research is needed. The presented literature aims to help in building a CAD system that is robust, computationally efficient to assist the clinicians in the diagnosis of breast cancer at early stages. One main problem related to mammograms is the heterogeneity of breast tissues; that is, the images acquired at CC and MLO view may not show with different densities. Some researchers use breast density estimation scores as the initial biomarker for the presence of cancer. However, the analysis shows that these methods can be confined to a particular type of breast density and cannot be generalized for the whole population. Others use DL in a hybrid approach and a semi-supervised manner to extract significant semantic and contextual information to detect and classify the breast lesions.
On the other hand, many attempts have been made to reduce human intervention and produce fully automatic CAD system, which is a very challenging task. In fact, all methods in literature require annotated images (ground truth) to validate their findings during the training and testing stages. Thus, acquisition of labeled mammograms with image-level and pixel-level annotations is one of the obstacles in designing robust DL methods. The main issue is not only the availability of data but also annotations by expert radiologist, which is time consuming, subjective, and expensive.

It is noted from the literature that the automated DL method requires extensive experimentation, computational power, and preprocessing of data, which make it inefficient to be used in real time. Moreover, finding the optimal parameters in DL networks is also one of the major challenges in building a CAD system for clinical use. However, this issue can be resolved if sufficient training is provided to clinicians, and CAD systems are made more user friendly. It is also noted that the semisupervised approaches have shown good performance on the public and private datasets for breast cancer diagnosis.

From the analysis of methods mentioned in Tables 2, 3, and 4, it can be noted that most methods mentioned previously adapt the augmentation strategies to enrich the dataset. All these techniques only use geometric transformations to create rotated and scale version of existing samples without adding any morphological variations in the lesions. Thus, enrichment of data with more samples is only limited to affine transformations and cannot fully resolve the overfitting problem.

Developing DL models that can learn from limited data is still an open research area not only in breast cancer diagnosis but also for other medical image analysis applications. Moreover, developing data augmentation techniques that can create morphological variations in augmented samples, while also preserving the lesion characteristic, are needed. One of the solutions to address these problems is to explore the capabilities of GANs as successfully demonstrated in studies by Singh et al [85] and Wu et al [102]. Techniques such as these will not only tackle the insufficiency issue of data but will also provide a viable solution to class imbalance problem, which is also an important research area.

Apart from the development of automatic DL techniques, there are other associated challenges to the medical imaging research community. First, it is very challenging to secure funding for construction of a medical dataset. Also, finding an expert for annotation and the cost of annotation itself is very high. Second, privacy and copyright issues make the medical image difficult to share compared with natural images datasets. Finally, because of the complex anatomy of human organs, a variety of dataset is required using different imaging modalities. Despite these challenges, there has been a significant increase in the number of public datasets. Organizing a grand challenge is one of the good practices devised to share and enrich the datasets. The participants are provided with a certain number of tasks on a particular dataset, and the technique with best results is announced as a winner. Moreover, different research centers join hands in research collaborations as well as common data sharing platforms.

Conclusions

From the aforementioned discussions, we can see that both supervised and unsupervised DL methods are used by the image analysis community, but the majority of the work uses the semi supervised approach. The presented literature aims to help in building a CAD system that is robust and computationally efficient to assist the clinicians in the diagnosis of breast cancer at early stages. As DL requires a sufficient amount of annotated data for training, most of the researchers use a combination of public and private data followed by data augmentation techniques to overcome the data scarcity issue. These approaches have provided a feasible solution to the problem of scarcity of data and overfitting.
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Abstract

Background: In recent years, researchers have made significant efforts in advancing blockchain technology. This technology, with distinct features of decentralization and security, can be applied to many fields. In areas of health data and resource sharing, applications of blockchain technology are also emerging.

Objective: In this study, we propose a cloud health resource-sharing model based on consensus-oriented blockchain technology and have developed a simulation study on breast tumor diagnosis.

Methods: The proposed platform is built on a consortium or federated blockchain that possesses features of both centralization and decentralization. The consensus mechanisms generate operating standards for the proposed model. Open source Ethereum code is employed to provide the blockchain environment. Proof of Authority is selected as the consensus algorithm of block generation.

Results: Based on the proposed model, a simulation case study for breast tumor classification is constructed. The simulation includes 9893 service requests from 100 users; 22 service providers are equipped with 22 different classification methods. Each request is fulfilled by a service provider recommended by the weighted k-nearest neighbors (KNN) algorithm. The majority of service requests are handled by 9 providers, and provider service evaluation scores tend to stabilize. Also, user priority on KNN weights significantly affects the system operation outcome.

Conclusions: The proposed model is feasible based on the simulation case study for the cloud service of breast tumor diagnosis and has the potential to be applied to other applications.

(J Med Internet Res 2019;21(7):e13767) doi:10.2196/13767
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Introduction

Background
Health care is closely related to the survival and happiness of human beings, and thus the efficiency and effectiveness of health care are of critical importance. The health care industry is one of the most important industries for developed and developing countries. According to a report from the World Health Organization, in 2018 total health care expenditure grew by 4% for high-income countries, while this figure reached approximately 6% for low- and middle-income countries. In either group of countries, the growth rate of health care expenditure is higher than that of gross domestic product [1].
In recent decades, information and computer technologies have significantly improved the efficiency of health care delivery and access to care and greatly reduced the waste of health care resources. Besides the well-known examples of electronic health records (EHRs), telemedicine, and clinical decision support systems, applications of new technologies such as mobile health and artificial intelligence (AI) are booming. For instance, HealthTap [2], a popular health app, offers health services at no additional charge to policyholders that include asking a network of licensed physicians health-related questions online by connecting immediately or by appointment with a doctor for consultation via video conference, phone call, or text chat. It has now attracted more than 140,000 licensed doctors in good standing from 170 countries. Also, Google’s DeepMind Health [3] is a health AI system collaborating with the National Health Service in the United Kingdom. The goal is to deliver better care for millions of people worldwide.

However, a rising number of issues have been reported along with the digitalization and informatization in health care fields. It is well recognized that information systems can fail to deliver the best solution for the patients due to the lack of necessary information [4]. Adler-Milstein et al [5] illustrated that customized and incompatible health systems can cause gaps in communication and coordination between medical organizations. Zhang et al [6] believed that in health information systems, one fundamental problem is the lack of a trusted platform that can connect independent health systems and provide an end-to-end reachable network. Similarly, Zhang et al [7] also indicated that pressing issues in the health field include fragmented and siloed data, delayed communications, disparate workflow tools, and the lack of a health care resource–sharing platform. In this regard, blockchain technology, with its unique characteristics such as decentralization, consensus, cryptocurrency, and immutability of data, provides a novel tool to address these issues.

In this study, we propose a cloud health resource–sharing model based on consensus-oriented blockchain technology and illustrate the model with a case study on breast tumor diagnosis.

**Literature Review**

**Blockchain in Health Data Sharing**

Health data sharing has been one of the biggest challenges for health care organizations. Since Bitcoin was first introduced in 2008 by the pseudonymous creator Satoshi Nakamoto [8], it has experienced amazing development. Blockchain, which is the core technology of Bitcoin, has drawn unprecedented interest and attention. In the past several years, researchers and practitioners have started to recognize the value of blockchain technology for addressing data sharing challenges. Rifi et al [9] illustrated the specific problems such as privacy, scalability, and interoperability and highlighted the benefits of blockchain technology in the deployment of a secure and scalable solution for medical data exchange. Xia et al [10] addressed patient privacy risks of disseminating medical data beyond the protected cloud of institutions and proposed a blockchain-based data-sharing framework. The framework addresses access control challenges associated with sensitive data stored in the cloud using the immutability and built-in autonomy properties of blockchains. Liang et al [11] proposed an innovative user-centric health data-sharing solution by using a decentralized and permissioned blockchain for privacy protection and identity management improvement. More recently, Alexaki et al [12] also considered blockchain technology for supporting the decentralized care cycle. With blockchain technology, patient privacy and medical record integrity is addressed, while efficient interoperability between providers is simultaneously ensured. Zhang et al [5] illustrated the contributions of blockchain technology for clinical data sharing in the context of technical requirements defined in the Shared Nationwide Interoperability Roadmap from the Office of the National Coordinator for Health Information Technology. In addition, Ji et al [13] proposed a location-sharing scheme for telecare medical information systems by using blockchain technology. In their work, basic requirements of the scheme such as decentralization, confidentiality, and verifiability were defined and an experiment was conducted to demonstrate the efficiency and feasibility of the proposed scheme.

**Blockchain in Electronic Health Records**

In literature, numerous studies have applied blockchain technology to EHR management. Dey et al [14] developed a solution of reliable storage of health data by proposing a blockchain–Internet of Things model where a biosensor measures and collects real-time data concerning a patient’s medical status and stores the data in the blockchain. The InterPlanetary File System protocol was proposed to save discharged patient records, thus reducing the load on the actual blockchain. Li et al [15] proposed a novel blockchain-based data preservation system for medical data in which users can preserve the essential data and the originality of data. A prototype of the data preservation system was implemented based on the real-world blockchain-based platform Ethereum, and the results demonstrated the effectiveness and efficiency of the proposed system. Dagher et al [16] proposed a blockchain-based framework called Ancile. The Ancile framework can provide secure, interoperable, and efficient access to medical records for patients, providers, and third parties while preserving the privacy of patient-sensitive information. Chen et al [17] designed a storage scheme to manage personal medical data based on blockchains and cloud storage. Furthermore, a service framework for sharing medical records was described. Also, the characteristics of the medical blockchain were presented and analyzed through comparison with traditional systems. Wang and Song [18] proposed a secure EHR system with an attribute-based cryptosystem for medical data, identity-based encryption for digital signatures, and blockchain technology for the integrity and traceability of medical data. Similarly, Guo et al [19] indicated there is a critical need for patients to pay close attention to their own health care information and medical data storage. An attribute-based signature scheme with multiple permissions was proposed to ensure the effectiveness of EHR infused in the blockchain.

Zhang et al [20] described the issues of system evolvability, storage requirements minimization, patient data privacy protection, and application scalability across a large number of users. These challenges can be mitigated in a blockchain-based...
decentralized application (DApp) for smart health. Brogan et al. [21] discussed how distributed ledger technologies can play a key role in advancing electronic health by ensuring the authenticity and integrity of data generated by wearable and embedded devices. Tian et al. [22] proposed to establish a shared key that could be reconstructed by the legitimate parties before the process of diagnosis and treatment begins. The data in the diagnosis and treatment process are encrypted and stored in a blockchain using the shared key.

**Blockchain in Medicine Prescription Tracking**

Blockchain technology provides the health industry a new vision for drug tracking, in particular opioid prescription tracking. Mettler et al. [23] demonstrated the examples of public health care management, user-oriented medical research, and drug counterfeiting in the pharmaceutical sector. The examples were believed to be just the starting points for blockchain technology to be adopted in the health care industry. Dhillon et al. [24] proposed a blockchain system in which a provider can check the blockchain to find a currently active prescription when writing a prescription. An active prescription from a different provider will automatically invalidate the request for a new prescription, and this can be encoded as a second spending request in the network. Meanwhile, efforts have been made by major blockchain participants such as IBM and Deloitte blockchain laboratories to control opioid overdose epidemics. Zhang et al. [5] indicated that blockchain-based systems can build a trusted network of hospitals and pharmacies to store drug-related transactions in a responsible way. The distributed and shared-licensed blockchain platform allows loosely coupled providers to access other data silos without a clear trust relationship among them. Taylor and Hare [25] employed the permissions and restrictions associated with the digital wallet to interact with unexpected events and requirements of transactions contained in blocks. This interaction can be used to realize the verification of opioid dose ownership. It may also include provisions for the sale of opioids that involve current time-stamp each step in the patient’s consent to collect clinical trial information in a secure, indivisible, and transparent manner through cryptographic verification. A single document is obtained in an open format that explains the entire consent collection process. It is believed that in the future, blockchains can be used to track complex data from clinical trials, and streaming smart contracts can help prevent clinical trial events from occurring in incorrect chronological order.

**Methods**

**Concept of the Blockchain-Based Cloud Health Service-Sharing Model**

The proposed system presents a new model of consensus-oriented health data and service sharing by integrating the blockchain technologies with the concept of cloud computing. Blockchain techniques such as public key and private key technology, virtual currency, smart contract, consensus algorithm, and HASH256 encrypted technology are used for automatic consensus-driven services and sharing of value. The services allow health care organizations, health platforms, individuals, and health-relevant industry to share the increasing system value and possess a variety of safe, reliable, credible, high-quality, inexpensive, easily payable, and on-demand health resources.

The proposed health service-sharing model is based on an open source system. All of the consensus standards and system recommendation algorithms are open source to the approved users. The proposed model adopts the consortium or federated blockchain structure [30]. Therefore, the blockchain system in the proposed model is not fully decentralized. Instead, the consensus-oriented centralized model helps the system to stay away from the potential issues of a fully decentralized system such as crime and volatility. Users in the proposed model are divided into three major categories: administrators, service providers, and regular users. Administrators typically include signers and members of arbitration committees. The information of service providers is pre-verified by an administrator, and the administrators vote through smart contracts. The blockchain system only stores transaction and summary information related to system components such as the basic machine specification. However, there are many types of information (eg, medical images) that need to be verified by the blockchain system in the proposed model. Those data are typically saved in a distributed storage system and verified by the Oracle mechanism. Oracle in a blockchain system provides trusted entities that allow the blockchain system to access external data [31]. The Oracle mechanism also guarantees the safety of external data blockchain data.

Value sharing is the core concept of the proposed model. The model employs a cryptocurrency system, the cloud health coin system, and the cryptocurrency is called cloud health coin (CHC). In the blockchain system of the proposed model, only signers can mine blocks. Therefore, Proof of Authority (PoA) [32] is employed as the network consensus algorithm rather than Proof of Work. Moreover, the practical Byzantine fault tolerance protocol can ensure system safety even with individual signer errors. With the PoA consensus algorithm, it is not
necessary for signers to invest significant funds for computing power competition. Besides the conventional design in which signers are entitled to all the mining rewards, we provide another option in which a considerable proportion of mining rewards is transferred into a system public account. The public fund is used to support a standard verification smart contract, which rewards data sharing and those who have contributed to the system. For instance, the equipment that has spare computing power and is involved in the distributed computing of the recommending provider will receive a reward.

**Hierarchical Structure for Everything as a Service on Proposed Model**

The concept of *everything as a service* is adopted from cloud computing and applied in the proposed model. Everything is virtualized to serve customers by applying standards of consensus mechanism through the smart contracts. Also, the system allows the health platform to use and share the health data comfortably and conveniently. Physical cloud health resources deliver *infrastructure as a service* by core middleware capabilities. The user level middleware and system developer tools provide *platform as a service* capabilities. The various application services, DAApps, and professional software offer *software as a service* capabilities. **Figure 1** shows the hierarchical structure for *everything as a service* on the proposed model.

The *software as a service* layer provides the services of many software applications to the end users. The software can be provided by the proposed system or third-party companies or even developed by users. The majority of the software packages are not open source. Examples of software applications include hospital management systems, EHRs, electronic medical records, and CHC exchange. The *platform as a service* layer offers software frameworks that help developers create apps, DAApps, or other *software as a service* layer software. This level also provides a number of open source tools preapproved by smart contracts. These tools allow developers to develop apps or DAApps according to relevant system standards comfortably. All health care organizations provide the interface of standardized data access (with consensus). Middleware software enables the data from various platforms to have a standard format. The *platform as a service* layer also includes service level agreements, accounting, billing, Oracle, and blockchain system interfaces.

**Figure 1.** Hierarchical structure for everything as a service for the proposed model. SaaS: software as a service; PaaS: platform as a service; IaaS: infrastructure as a service; ERP: enterprise resource planning; DAApp: decentralized application; EHR: electronic health record; EMR: electronic medical record; SCM: supply chain management; IoT: internet of things.
The infrastructure as a service layer includes medical systems for diagnosis and treatment, laboratory equipment, computers, and other health resources that can be made available on the cloud. In the proposed model, the service providers offer services according to consensus standards. The middleware helps service providers deliver services through a virtualization process.

**Case Study on Cloud-Based Breast Tumor Diagnosis**

Assume that a breast cancer patient who lives in a developing country or rural area needs laboratory examination of her biological sample to identify the cancer type. Hospitals in her country or area cannot identify the biological sample, so the patient must resort to hospitals or laboratories in other countries. The challenges now: How can the patient find an appropriate organization for the diagnosis in another country? How can the patient schedule services from the identified organization? How can the patient pay for the services?

With the proposed model, those challenges faced by the patient can be addressed. First, all service providers in the system are preapproved. The system uses open source algorithms to recommend providers who are qualified. The nature of open source algorithms ensures impartial and more credible recommendation results compared with the results of an internet search using commercial search engines. Virtual currency is applied to pay for the transaction, which frees the patient from the traditional currency exchange. The patient can simply submit a service request, often with an affordable cost limit, to the system and wait for the notification. As shown in Figure 2, the system responds to a service request initiated by the patient (user). The system will provide the estimated cost range based on a big data analysis of past similar services and can provide a convenient service to buy CHC. Meanwhile, the system will select a signer to organize the computing process for recommending a service provider according to consensus mechanism. If the concept of a public account is adopted, a number of users and providers can be involved in distributed computing and obtain their computing rewards. This can enable users and providers who are not signers to share the system value by dividing up the gas and mining rewards with the signer. The providers related to this service request receive the detailed job requirement and payment information. All process data are written onto the blockchain for retrospective purposes.

Thereafter, patients/users will have the test sample prepared according to the system standard. When the test sample is ready, the processes will start and all related processes are monitored under open source algorithms. After each process is finished, the patient can rate the services. The result of the evaluation will be written to the blockchain. If a provider does not agree with the assessment by the patient, an application of arbitration can be submitted. All shreds of evidence guarantee authenticity and credibility of the testimonies. During the process, a vote will happen in the arbitration committee. This vote relies on data reports and is realized by the smart contract.

**Figure 2.** Breast tumor diagnosis based on the proposed model. DApp: decentralized application.
Simulation

We implemented the proposed model based on the open source blockchain system Ethereum. The simulation was coded in Python 3.6 with a Spyder integrated development environment carried out on a Mac system with a 2.2 GHz Intel i7 CPU and 16 GB DDR4 memory. Three computers running macOS, Ubuntu, and Windows operating systems were employed to simulate the cross-platform scenario with multiple operating systems. We constructed a consortium or federated blockchain based on Ethereum. The system assumes 9 predetermined signers (also can be called owners), who are the only accounts that can mine the blocks according to the PoA consensus algorithm, and 22 providers who can provide the breast cancer diagnosis service. One hundred users are created to make service requests. A Poisson distributed random function is used to simulate the interarrival time of job requests. The purpose of the simulation is to gain insights into the performance and evaluation of providers. Figure 3 shows the simulation flowchart, which includes initiation, provider recommendation, and service evaluation.

Provider Estimation

Based on the Wisconsin Diagnosis Breast Cancer Database [33,34], researchers have developed methods for breast cancer data classification. Table 1 summarizes the methods and their accuracies of classification according to the literature. In this study, each method is treated as a provider. Considering smart contracts have preapproved all providers, the provider’s initial service evaluation score is set to be 6 out of 10. In the 0 to 10 evaluation scale, 0 represents the worst, while 10 represents the best. A patient document is regarded as a data unit. Providers have different pricing strategies on the unit price. Here, we assume that a higher accuracy requirement leads to a more expensive diagnosis cost. The unit price ($p_{unit}$) is calculated by $p_{unit} = \delta + \varepsilon \times f(\alpha)$, in which $\delta$ and $\varepsilon$ are constants, $\delta$ represents the base price, $\varepsilon$ represents the price variance caused by the accuracy rate of diagnosis, and $f(\alpha)$ is a normal distribution random-based function that ranges from 0 to 1. The mean of $f(\alpha)$ equals $\alpha$, which is the normalized diagnostic accuracy.

The diagnostic accuracy has a stochastic nature associated with the number of jobs serviced. The initial diagnosis is defined by Table 1. The simulation has a computer diagnosis function. The diagnostic accuracy of each provider will change as the number of jobs fulfilled increases. The dynamic diagnostic accuracy is calculated as seen in Figure 4, in which $\gamma$ is a constant to prevent an accidental diagnosis that affects the provider’s accuracy too much. In this case, $\gamma$ equals 1000, $\alpha_{ini}$ is the initial diagnostic accuracy of a provider as shown in Table 1, and $\rho$ is the total number of serviced cases. As seen in Figure 5, $\alpha_{updated}$ is calculated where $\beta_{accuracy}$ represents the number of patient cases diagnosed accurately by the provider and $\beta_{total}$ represents the overall number of patient cases diagnosed by the provider.
Table 1. Breast cancer diagnosis methods (providers).

<table>
<thead>
<tr>
<th>Provider #</th>
<th>Method</th>
<th>Accuracy, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CfS(^a) + SVM(^b) [35]</td>
<td>87.84</td>
</tr>
<tr>
<td>2</td>
<td>Filtered + SVM [35]</td>
<td>87.84</td>
</tr>
<tr>
<td>3</td>
<td>CfS + logistic regression [35]</td>
<td>95.95</td>
</tr>
<tr>
<td>4</td>
<td>Filtered + logistic regression [35]</td>
<td>96.62</td>
</tr>
<tr>
<td>5</td>
<td>BPSO(^c)-2Stage [36]</td>
<td>92.98</td>
</tr>
<tr>
<td>6</td>
<td>PSO(^d) (4-2) [36]</td>
<td>93.98</td>
</tr>
<tr>
<td>7</td>
<td>KP(^e)-SVM [37]</td>
<td>97.55</td>
</tr>
<tr>
<td>8</td>
<td>RFE(^f)-SVM [37]</td>
<td>95.25</td>
</tr>
<tr>
<td>9</td>
<td>FSV(^g) [37]</td>
<td>95.23</td>
</tr>
<tr>
<td>10</td>
<td>Fisher + SVM [38]</td>
<td>94.70</td>
</tr>
<tr>
<td>11</td>
<td>Self-training [38]</td>
<td>85.12</td>
</tr>
<tr>
<td>12</td>
<td>Random co-training [38]</td>
<td>83.54</td>
</tr>
<tr>
<td>13</td>
<td>Rough co-training [38]</td>
<td>88.63</td>
</tr>
<tr>
<td>14</td>
<td>LDA(^h) [39]</td>
<td>97.19</td>
</tr>
<tr>
<td>15</td>
<td>C4.5 [39]</td>
<td>94.06</td>
</tr>
<tr>
<td>16</td>
<td>DIMLP(^i) [39]</td>
<td>96.92</td>
</tr>
<tr>
<td>17</td>
<td>SIM(^j) [39]</td>
<td>98.26</td>
</tr>
<tr>
<td>18</td>
<td>MLP(^k) [39]</td>
<td>97.43</td>
</tr>
<tr>
<td>19</td>
<td>PSO-KDE(^l) (1) [40]</td>
<td>98.45</td>
</tr>
<tr>
<td>20</td>
<td>PSO-KDE (2) [40]</td>
<td>98.45</td>
</tr>
<tr>
<td>21</td>
<td>GA(^m)-KDE (2) [40]</td>
<td>98.45</td>
</tr>
<tr>
<td>22</td>
<td>Fisher + PFree Bat(^n) + LS(^o)-SVM [41]</td>
<td>100</td>
</tr>
</tbody>
</table>

\(^a\)Cfs: correlation-based feature selection.
\(^b\)SVM: support vector machine.
\(^c\)BPSO: binary particle swarm optimization.
\(^d\)PSO: particle swarm optimization.
\(^e\)KP: kernel-penalized SVM (KP-SVM).
\(^f\)RFE: recursive feature elimination.
\(^g\)FSV: feature selection concave.
\(^h\)LDA: linear discriminant analysis.
\(^i\)DIMLP: discretized interpretable multilayer perceptron.
\(^j\)SIM: similarity classifier.
\(^k\)MLP: multilayer perceptron.
\(^l\)KDE: kernel density estimation.
\(^m\)GA: genetic algorithm.
\(^n\)PFree Bat: parameter-free bat optimization algorithm.
\(^o\)LS: least square support vector machine.

Figure 4. Equation of computing dynamic diagnostic accuracy.

\[ \alpha = \frac{\gamma \alpha_{\text{ini}} + \rho \alpha_{\text{updated}}}{\gamma + \rho} \]
Modeling the Service Requests

In the proposed system, everything is virtualized as a service according to the consensus standards. In this simulation, a computing service for breast tumor classification is completed. A Poisson random function is employed to simulate an interarrival time of generated service requests. The average interarrival time of service request is 3 minutes. A total of 9893 job requests are generated during 500 hours of the simulation run. Each service request includes a dataset containing a varying number of images to be analyzed. User priorities in terms of cost sensitivity and diagnostic accuracy sensitivity are reflected by the k-nearest neighbors (KNN) weights. Therefore, different users may have different KNN weight combinations.

Design and Implementation of Breast Tumor Diagnosis Services

The price quote ($p_{quote}$) for the job is calculated by $p_{quote} = \beta \times p_{unit}$, in which $\beta$ is the number of patient cases in the job and $p_{unit}$ is calculated by $p_{unit} = \delta + \varepsilon \times f(\alpha)$.

Figure 6 shows the recommendation process based on the weighted KNN algorithm [42]. In this case, the total cost, diagnostic accuracy, and score of service evaluation are considered as the three nearest neighbors in the KNN algorithm. To estimate the different preferences of users, users have specific KNN weights. Based on KNN weight characteristics, users can be classified into four types. Type 1 users are price-oriented, and the weight of the total price is equal to or greater than 0.5; type 2 users are accuracy-oriented, and the weight of diagnostic accuracy is equal to or greater than 0.5; type 3 users are reputation-oriented, and the weight of the service evaluation score is equal to or greater than 0.5; and type 4 users are the normal users who do not have a single weight equal to or greater than 0.5.

Peterson et al [43] indicate that the majority of conceptual distributions of satisfaction measurements follow a skewed distribution. As a result, a skewed distribution function is employed to model user evaluation results. Providers who have not successfully bid for a job will receive the average system service evaluation score. The equation in Figure 7 is used to compute the score of service evaluation of providers, where $n$ represents the number of jobs that have been completed by the provider, $e$ represents the evaluation score $e \in [0,10]$, and $\phi_i$ is the evaluation coefficient of user, $\phi_i \in \{0,0.2,0.4,0.6,0.8,1\}$. The symbol $\varepsilon$ represents the difference between the user evaluation and the provider self-appraisal, which is evaluated by the equation in Figure 8, in which $E_{i,self}$ represents the provider self-evaluation regarding the service. Finally, the value of $\phi_i$ is computed by the equation in Figure 9.

To simulate the process of arbitration, the difference between the provider self-appraisal and the user rating is calculated. The values of the difference are classified into several categories according to the probabilities as shown in Figure 10. A uniform distribution random value is generated to compare the values of probability. If the random value is less than the probability, arbitration is triggered, and vice versa.
Results

In the simulation, 500 hours of interarrival time of service request generation is simulated and 9893 service requests are generated. It is found that 15 providers have fulfilled all 9893 requests, while the other 7 providers have failed to take up any job. Figure 11 shows the appraisal of provider service given by users. The figure indicates that service evaluation scores of each provider stabilize with the increase of job index. This is because the service evaluation of users is related to the diagnostic accuracy, listed in Table 1. The figure shows rapid increases in evaluation score in the initial phase. This is because the service level scores of providers are set to 0 at the beginning, with scores updated after the providers start to fulfill service requests. However, for providers who fail to fulfill any job, changes in service evaluation score can also be observed. The reason is that those providers are assigned the average service evaluation score of the system. This mechanism enables all providers to have a winning opportunity to compete for jobs. It can also be found that the curves possess two different shapes. Some curves appear to comprise several major completely flat line segments, while others show a wavy pattern. The first type of curve shape implies that a provider only takes up a very limited number of service requests. Many providers, such as providers 7, 8, and 21, show a sudden drop right after a sudden increase around service request numbers 2400, 2073, and 600, respectively. Those providers fulfill no service requests before that. Once they take up their first service requests, their service evaluation changes from the system average to a very high evaluation score. However, after that, those providers fulfill approximately 10 service requests in a short amount of time and then the service score reduces and stabilizes.

Figure 12 illustrates the final total number of service requests fulfilled by each provider during the simulated 500 hours. It can be seen that provider 22 fulfills the most service requests, which comprise almost a quarter of the total requests. Providers 2, 9, and 10 fulfill more than 1000 service requests. Also, providers 1, 11, 12, and 19 represent the third echelon, with fulfilled requests higher than 500 but less than 1000. The 8 providers undertake 9254 out of 9853 service requests (more than 90%). Figure 13 shows the service score for the first 50 arbitration cases. It shows that the majority of mediation results are higher than the original user evaluations. The result implies that to a certain extent, the arbitration mechanism has the ability to fix the difference between the score given by the users and the actual service level of the provider. On the other hand, the arbitration results of cases 9, 13, 24, 29, 33, and 38 are very similar to the corresponding user evaluations. Moreover, it is evident that for case 8, the mediation result is actually lower than the user evaluation. The observations indicate that while the arbitration mechanism does offer the capability of fixing malicious reviews of the providers, it does not guarantee a better result than the user evaluation.
Figure 11. Service evaluation changes during simulation.
Figure 12. Number of service requests fulfilled by providers.

Figure 13. Evaluation of provider in first the 50 mediation cases.
Figure 14 shows the number of service requests each provider fulfills under each KNN weight scenario. The diagram illustrates that provider 1 fulfills around 450 service requests under the price-oriented KNN weight scenario compared with 0 under the other two KNN weight scenarios. Under the price-oriented KNN weight scenario, Provider 11 fulfills approximately 900 jobs, which is the highest compared with other providers. Provider 22, who provides the most accurate service, fulfills the highest number of service requests under the accuracy-oriented and reputation-oriented KNN weight scenarios, while fulfilling the second highest number of service requests under the price-oriented and normal KNN weight scenarios. This indicates that provider 22 is preferred over all other providers overall. Provider 2 fulfills a significant number of service requests under the price-oriented, reputation-oriented, and normal KNN weight scenarios but fulfills a negligible number of requests under the accuracy-oriented KNN weight scenario. This is because provider 2 has advantages in price and service but is less satisfactory in accuracy. Providers 1 and 11 fulfill more service requests under the price-oriented KNN weight scenario than they fulfill under the other three scenarios. The implication is that these two providers offer a reasonable price for service, but they have poor performance in user service ratings and diagnostic accuracy. Providers 9 and 19 are not effective under the price-oriented KNN weight scenario, but they are effective in the other three KNN scenarios indicating they adopted an unsuccessful strategy in price competition. These observations reflect the nature of the system design: providers may have a disadvantage in one aspect, but they can still win the competition by offering attractive conditions in other aspects.

Discussion

In this research, we propose a model of cloud health service sharing-based blockchain technology featuring resource sharing, consensus, global payment, and distributed ledger. This mechanism allows the proposed framework to have sufficient feasibility and be supported by an increasing number of participants. Based on the open source Ethereum blockchain system, we adopt a consortium or federated blockchain for the proposed framework. Solidity language is employed to develop smart contracts. A simulation study on breast cancer diagnosis is constructed. A recommendation algorithm is designed to find the proper providers for service requests. During the 500 hour simulated time of generated service requests, 9893 job requests are generated and fulfilled by 22 providers. All requests are fulfilled by service providers based on recommendations from the weighted KNN algorithm, and 9 providers take up the preponderance of service requests. User priority on KNN weights evidently affect system operation outcomes. Provider service evaluation scores stabilize as service requests increase during the simulation.

A service evaluation system is incorporated in which a novel arbitration mechanism is designed to address the issue of potential biased evaluations. Both the self-appraisal of the provider and the evaluation by the user are taken into account in the arbitration. This protects providers by mitigating negative evaluations of malicious users. Note that the arbitration process adopts a distributed decision model through voting to mediate conflict. Qualified arbitration committee members could be distributed worldwide. When arbitration is submitted, members of the arbitration committee are selected by the system randomly and the selected members constitute the arbitration committee.
only for the case. The system sends the summary information of the case to the committee members. The committee members vote based on the sheds of verified evidence. The system finally reaches a decision by a smart contract.

We feel that the proposed model has tremendous potential, and the current work represents only the first step by demonstrating its feasibility. Research extension is called for to better design and optimize the proposed model in the future. For instance, for the proposed model to be implemented in the real world, the design of a cryptocurrency system is of great importance. The issue has not been addressed in this study, and it is worth investigation. Also, with the introduction of blockchain technology in the proposed model, some security issues could be mitigated but new challenges could arise, such as the high overhead of blockchain technology, privacy of the transaction, majority attack, the scale of blockchain, current regulations issues, and the integrated cost problem [44]. The new challenges should be dealt with in the future. In terms of business models on such a proposed system, interesting topics include pricing strategies for providers under a variety of situations. In addition, new applications of the proposed model should be explored addressing medicine prescription tracking and health insurance claims.
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Abstract

Loneliness is a growing public health issue that substantially increases the risk of morbidity and mortality. Artificial agents, such as robots, embodied conversational agents, and chatbots, present an innovation in care delivery and have been shown to reduce patient loneliness by providing social support. However, similar to doctor and patient relationships, the quality of a patient’s relationship with an artificial agent can impact support effectiveness as well as care engagement. Incorporating mammalian attachment-building behavior in neural network processing as part of an agent’s capabilities may improve relationship quality and engagement between patients and artificial agents. We encourage developers of artificial agents intended to relieve patient loneliness to incorporate design insights from evolutionary neuropsychiatry.

(J Med Internet Res 2019;21(7):e13664) doi:10.2196/13664
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Introduction

Artificial agents, such as robots and chatbots, are currently being developed to provide companionship and assist patients with health care needs [1,2]. The purpose of this paper is to argue that incorporating mammalian attachment-building behavior into agent design may increase agent effectiveness. First, the paper presents loneliness as a growing public health issue and discusses the promise of social support interventions for treating loneliness. The paper then describes recent social support interventions delivered by artificial agents. Finally, the paper presents insights from evolutionary neuropsychiatry and describes mammalian attachment-building behaviors that may be included in artificial agents to promote patient engagement.
Although the occasional feeling of loneliness acts as an adaptive signal to seek social interaction, chronic loneliness can be detrimental to health. Loneliness increases mortality risk by 32% [7], a degree comparable with smoking 15 cigarettes daily [8]. Loneliness elevates the risk of many morbidities, including stress-related conditions (coronary heart disease, stroke, and high blood pressure) [9], and psychiatric illnesses (major depression, psychosis, and suicide) [10]. Loneliness places a significant burden on health care systems through increased health care utilization [11], costing an estimated additional US $6.7 billion per year for older adults alone [12].

Social connection refers to quality social relations characterized by perceived belongingness and closeness [13]. Greater social connection is needed to counteract the significant detrimental effects of loneliness on health and longevity and relieve the burden on health care systems.

Social Support Interventions

Many researchers are testing social support interventions as a means to improve social connection and reduce loneliness. Social support refers to a functional exchange of emotional, informational, or practical aid between individuals [14]. One strategy to provide social support is via community-level interventions. An example is the Campaign to End Loneliness, which promotes small actions of social connection between strangers in the United Kingdom. Other examples include the Reconnections Service (which links older adults to social activities), computer skills training for older adults to engage with others on the Web [15], peer support [14], and altering the environment to be more conducive to social interaction by providing pedestrian-focused public spaces [16].

One way that social support interventions protect health is by buffering against the impact of stress on the body [17]. Chronic stress increases inflammation [18], lowers heart rate variability [19], and impairs immune response [20], which increase the risk of physical and mental morbidities [18,20,21]. Social support can reduce sympathetic nervous system activation [22], increase oxytocin secretion, and suppress cortisol release [23], which reduce the impact of chronic stress [17]. Social support can also indirectly benefit health through the provision of health information, treatment adherence encouragement, or practical support [24].

Interventions to improve social support have generally been shown to have benefits for health and well-being, including reduced stress [23], lower anxiety and depression [25], decreased alcohol consumption [26], and improvements in wound healing [27], treatment adherence [28], myocardial infarction recurrences, and mortality [29]. A systematic review of 100 studies concluded that social support interventions generally provide health benefits irrespective of the type of support provided in the intervention and whether interventions were delivered to an individual or group or were professionally led or provided by peers [14]. However, the effectiveness of social support may be impacted by components of relationship quality between the patient and support provider, such as social closeness. Social closeness refers to a relationship quality where partners regularly engage in intimate behaviors such as support, self-disclosure, and shared activities [30]. Characteristics of the partner can also affect how close a connection is formed; these include perceived familiarity [31], warmth [30], and empathic accuracy [32].

Social Support From Artificial Agents

Traditional social support interventions may not always be available or desirable. In some situations, faced with the absence of human connection, artificial agents may provide support akin to human social support to benefit health. Artificial agents in health care may act as transitional objects that help patients to cope with feelings of loneliness and the depressive anxiety that often accompanies severe illness and end of life experiences [33,34]. Artificial agents have been shown to reduce feelings of loneliness [35], as well increase interrelatedness, either through direct interactions with the agent or by triggering conversations between humans that might not have otherwise occurred [1].

In addition to social benefits, artificial agents have been shown to exert positive effects on physical and mental health. Paro (Intelligent System Co, Ltd, Japan), a companion robot in the form of a fluffy baby harp seal, has been shown to improve mood [36] and reduce depression symptoms for people with dementia [37]. Paro was designed with big eyes and soft fur to encourage users to feel affectionate toward it like a real baby animal. iRobi (Yujin Robot Co, Ltd, Korea), a robotic homecare companion, significantly improved medication adherence and rehabilitation exercise frequency for patients with chronic obstructive pulmonary disease through providing information and reminders [38]. Conversational agents have demonstrated benefits for mental health, such as reduced depression and anxiety symptoms [2], and other forms of artificial companionship are being explored in the context of health, including Alexa (a virtual voice assistant made by Amazon) [39].

The characteristics of an artificial agent providing social support may affect the success of an intervention. If an agent closely models realistic human interactions, this may increase patients’ willingness to develop social closeness with the agent [40]. A very high degree of human likeness improves perceptions of agents’ social characteristics [41], and appropriate use of human-like verbal and nonverbal relational cues improve an agent’s relationship with users [42]. The most important behaviors for developing social closeness and support between humans and artificial agents remain to be determined. Behaviors from the natural world may provide some promising design strategies.

Design Insights From Evolutionary Neuropsychiatry

We propose that evolutionary neuropsychiatry offers important insights for the design of artificial agents to provide complementary support meant to be additive and not substitutive to human support. Aspects of mammalian brain evolution that enabled social attachments provide direction to engineers as to the necessary internal structure, processes, and output required.
of systems to appropriately elicit attachment in a way that maximally supports human users.

MacLean studied aspects of brain evolution across reptiles and mammals and found that for mammalian brain evolution, specifically, particular structures evolved that enabled the mammalian behavioral triad [43]. The mammalian behavioral triad comprises maternal nurturance, the separation call, and social play. These behaviors serve the purpose of strengthening social attachment, which is the mammalian survival strategy.

For the mammalian behavioral triad to be possible, as well as the ability for mammals to select attachment or separation as a response to environmental objects, certain brain structures and loops evolved. The protolimbic loop evolved to manage attachment to food and reproductive objects [33]. Two primordial moieties assist the protolimbic loop: the hippocampocentric moiety specifies where the organism is located in relation to objects in the environment, whereas the olfactocentric moiety classifies objects that are located within the environment [33]. The mammalian brain evolved in such a way that these 2 moieties converged in paralimbic cortical zones, namely, the anterior cingulate cortex (ACC), the medial orbitofrontal cortex (mOFC), and the anterior insula. This created a terminal zone for a paralimbic basal ganglia thalamocortical circuit. In the paralimbic loop, the ACC works with the mOFC to synthesize and make emotional and cognitive classifications of input to inform decisions about whether to separate from or attach to an object. The convergence of these areas created a response selecting area which can be traced to the primary separation challenge attachment solution paradigm [33]. This paradigm indicates requirements for mammals to attach not only to sources of metabolic energy and reproductive success but also to sources of social support for survival. The evolution of these particular structures and their convergence in the mammalian brain provided the basis for social attachment, both within and between mammalian species.

We propose that artificial agents designed for social support provision be created with internal models of the neural structures, processes, and output that evolved to enable genuine social attachment between mammalian species. This involves creating agents with environmental sensors, classifiers for incoming data on emotion and attachment behavior, and interaction memory with a user; along with the behavioral capacity to produce the mammalian behavioral triad. For example, nurturance could be shown by attentiveness and use of empathetic language; the separation call could be shown through the proactive arrangement of another meeting in the future; and play could be demonstrated through the use of humor. A model of social attachment between artificial agents and patients is shown (Figure 1). The simulation of biological processes necessary for producing such behaviors in artificial agents is complex, but substantial progress has been made toward linking neuroscience models with computer graphic interfaces for creating life-like facial expressions during interactions [40].

Figure 1. Model of behavior that may increase patient engagement with artificial agents according to evolutionary neuropsychiatry.
demographic groups, particularly in relation to ethics and evaluation [44,45]. Further consideration of safeguards embedded into agent design and implementation, as well as ongoing evaluations using validated metrics, is necessary to ensure social connection with artificial agents is beneficial for patients.
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Abstract

Background: Technology-assisted clinical interventions are increasingly common in the health care field, often with the proposed aim to improve access to and cost-effectiveness of care. Current technology platforms delivering interventions are largely mobile apps and online websites, although efforts have been made to create more personalized and embodied technology experiences. To extend and improve on these platforms, the field of robotics has been increasingly included in conversations of how to deliver technology-assisted, interactive, and responsive mental health and psychological well-being interventions. Socially assistive robots (SARs) are robotic technology platforms with audio, visual, and movement capabilities that are being developed to interact with individuals socially while also assisting them with management of their physical and psychological well-being. However, little is known about the empirical evidence or utility of using SARs in mental health interventions.

Objective: The review synthesizes and describes the nascent empirical literature of SARs in mental health research and identifies strengths, weaknesses, and opportunities for improvement in future research and practice.

Methods: Searches in Medline, PsycINFO, PsycARTICLES, PubMed, and IEEE Xplore yielded 12 studies included in the final review after applying inclusion and exclusion criteria. Abstract and full-text reviews were conducted by two authors independently.

Results: This systematic review of the literature found 5 distinct SARs used in research to investigate the potential for this technology to address mental health and psychological well-being outcomes. Research on mental health applications of SARs focuses largely on elderly dementia patients and relies on usability pilot data with methodological limitations.

Conclusions: The current SARs research in mental health use is limited in generalizability, scope, and measurement of psychological outcomes. Opportunities for expansion of research in this area include diversifying populations studied, SARs used, clinical applications, measures used, and settings for those applications.

(J Med Internet Res 2019;21(7):e13322) doi:10.2196/13322
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Introduction

Overview
There is a well-documented gap between individuals in need of support for mental health concerns and those who receive care [1-4]. To address the treatment disparity between individuals in need of psychiatric care and those who receive it, the field of mental health has expanded from offering exclusively in-office clinical care, including interventions such as psychotherapy, care management, and medication, to offering treatment in a wide array of settings and with varied interface platforms. The use of technology in providing at-home care options have identified both potential [5] and challenges [6]. One study found that technology-assisted support and treatments may be appealing to potential patients and health centers because telehealth delivery methods can improve access and are often cost effective [7]. There are multiple reasons why individuals may not be able to access needed care, including lack of...
available therapists [8], lack of transportation [9], stigma around engaging in mental health care [10], and financial barriers [11]. Mobile intervention options can also be used to extend in-person clinical treatments such as cognitive-behavioral therapy for insomnia or posttraumatic stress disorder treatments to the home [12,13]. Similarly, online interventions have the potential to reach patients who might otherwise not have access to mental health or other clinical care, as 82% of adults in the United States have access to either the internet at home or wireless mobile devices [14]. At-home technology platforms have attempted to meet the needs of such persons, to either replace or supplement in-person treatments [5,15].

Following initial program development, developers often purport that technology-supported behavioral interventions can be more easily implemented than in-person options, without the limitations of travel, local resources, training new practitioners to implement a treatment model, or monitoring treatment fidelity [16]. However, creating and implementing such systems can be difficult. For instance, real-world use of some mHealth tools by clinics and consumers remains low [17] even after the tools have been assessed for usability issues. At the same time, research has shown that mHealth tools may help clients self-manage their own treatment and goals across multiple diagnoses related to chronic physical and mental health challenges using apps, clinical portals, and texting interfaces [18,19]. Some research suggests that the utilization gap between developed technologies and their intended consumers may be related to engagement [20].

Although initial research appears promising, mHealth technology has documented limitations regarding treatment engagement [21,22]. Current mHealth technologies often rely on intervention strategies with minimal personalization and interactions, including mobile phone apps and one-way texting, which lack key factors of mental health interventions: real-time interactive engagement, simple user experiences, transdiagnostic capabilities within one platform, and personalized feedback [23]. Only recently has there been a push to develop and assess how socially interactive technologies, such as computer-animated virtual therapists, can be leveraged for mHealth interventions to support accountability, provide continuously tailored feedback, and form a social relationship to successfully impact client wellness [24]. Consequently, there is both a need for and room to improve the mHealth platforms used in mental health interventions to create a more client-centered and engaging experience.

Social Robots and Well-Being

To address engagement and motivational difficulties with mobile mental health interventions, researchers have begun to explore the possibility of using animated characters and social robots as personalized social companions to deliver or supplement behavioral interventions [25,26]. Socially assistive robots (SARs) are robotic technology platforms with audio, visual, and movement capabilities. Their purpose is to create friendly and effective interaction with a human user with the additional aim of giving assistance to the user and achieving measurable progress in quality of life, often related to motivation, rehabilitation, or learning [27]. SARs are embodied, taking up physical space in the world and not merely existing on a screen, and can use audio and/or closed captioning to converse socially with humans, depending on their design [28]. It is important to note that SARs are both platforms for interventions and also interventions in and of themselves; they can learn and engage socially with individuals while also presenting interventions to users similar to mobile apps (eg, skills training, health tracking). They can engage users across multiple sensory options, most often including sound, sight, and touch, which can create multiple modalities for the delivery of content or interactions, depending on user preferences or personal physical abilities [29]. Given their multiple abilities, SARs may potentially integrate traditional app- and telehealth-related supports with an interactive social companion, providing a more engaging and responsive platform for users.

Although research with SARs is still in its early stages, preliminary research has reported positive participant responses to SARs assisting in physical health interventions related to increasing exercise with the elderly [30], improved cardiac rehabilitation through self-reported usefulness of SARs to assist in completion of rehabilitation tasks [31], and improved medication management through medication reminders by an SAR [32]. These specific robots were created to serve as embodied reinforcers of tasks, health behaviors, and prosocial interactions and are used across a wide range of conditions. One study found that SARs may assist with weight management, motivation, and self-monitoring strategies, with engagement sustained beyond what has been found with the same treatment delivered passively online [26]. There is limited evidence that SARs can assist with mental health and well-being interventions in pediatric populations by providing comfort or coaching [33,34]. Additionally, a 2013 meta-analysis focusing on the psychological outcomes of robot-enhanced therapies suggests that social robots could be used as a complementary tool in therapy for specific populations, particularly with children [35]. The function of social robots in adult populations is different and should be studied separately; children and adolescents often respond differently to robots, and the focus should be on developmental and skill-based learning (eg, to support children’s play [36] or assist adolescents with autism [37]). However, these platforms and their socially responsive capabilities can be modified to assist adults with their mental and behavioral health goals, given the dual nature of social robots to create personalized, affective relationships with users and assist in setting, tracking, and supporting users in meeting specific goals [38]. Unfortunately, little is known about the nature of social robots and their potential use in assisting in the psychological well-being of adult populations.

Social robots have been used in research with children, usually involving children with developmental disabilities [39]. However, the function of social robots is different in pediatric versus adult populations. Research with children focuses on robots as models of appropriate behavior or physical helpers with manual tasks [40]. There is more variability in the functionality of social robots in research with adults, thus we restricted our search to adult populations.
There is room for expansion in the use of SARs in mental health research with adults and how the research into robots and mental health has developed in recent years given the fast-paced nature of robotics. Reviewing the existing empirical literature on the use of social robots for mental health interventions is essential to determine the current state of the research and make suggestions regarding future areas for investigation. This systematic review of the literature attempts to synthesize studies using social robots to affect mental health and psychological well-being outcomes, identify the current strengths and weaknesses in the research, and suggest opportunities for growth and exploration.

**Methods**

This study is a systematic synthesis of the literature from the past 10 years that examines the use of social robots in mental health and psychological well-being. The fields of robotics and artificial intelligence are rapidly changing and this review is meant to reflect the current research in this area. We sought to answer the question: How have social robots been used to enhance mental health services for adults? A search was conducted on June 20, 2018, in the databases Medline, PsycINFO, PsycARTICLES, PubMed, and IEEE Xplore. We used several search term combinations to search titles, abstracts, keywords, and text in articles: social robot* + mental health, social robot* + counseling, social robot* + therapy, social robot* + psychotherapy, socially assistive robot* + mental health, socially assistive robot* + counseling, socially assistive robot* + therapy, socially assistive robot* + psychotherapy. Search terms were developed in consultation with coauthors and a research librarian. In our search, we excluded studies published in languages other than English, studies published prior to 2008, and studies that focused on pediatric populations. This search yielded 48 articles in total for abstract review after removing duplicates (n=9). Exact search strings for each database are included in Multimedia Appendix 1.

The authors used Covidence.org to organize the review and conduct blinded abstract and full-text reviews. This review is not formally registered. Two authors independently reviewed all abstracts and met to come to consensus on the inclusion or exclusion of articles in conflict. The inclusion criteria were that the article was an empirical study involving data collected on the direct interactions between a human participant (aged 18 years or older) and a social robot (an embodied robotic platform meant to form an assistive or affective connection with users) and that the authors explicitly stated their study focused on a mental health treatment population (eg, psychiatric patients) or used a mental health–focused intervention (eg, motivational interviewing). Included studies had to report on one or more mental health or psychological well-being outcomes with data collected to measure the robot’s possible relationship with the mood, psychological welfare, or comfort of users. Although our search process did not include the term psychological well-being, it became clear in our review process that articles that explicitly aimed to examine mental health actually measured aspects of well-being rather than specific mental health constructs. Thus, we expanded our inclusion criteria to include measurement of a psychological well-being outcome. Twenty-four articles were excluded in the abstract review process, detailed in Figure 1. There was a discrepancy on rating abstracts with 2 articles that was resolved through consensus agreement, indicating good interrater reliability. This left 24 articles for full-text review. The same two authors independently reviewed all 24 full-text articles and met to resolve any conflicts by consensus agreement. Twelve articles were excluded in the full-text review phase because they did not use an empirical design (eg, it was a theoretical or commentary paper) or the focus of the study was not on mental health or well-being (eg, mental health was not a primary outcome). Twelve studies remained for inclusion in our final review.

Data were extracted from the 12 articles included in the final review. Specifically, detailed information about the sample size and characteristics of the population, study design, mental health or well-being outcome and measurement, robot used, intervention implemented, study findings, and possible biases were all recorded. Details about definitions of mental health or well-being outcome and purpose of the intervention were also identified. Studies were assessed for methodological quality, but quality assessments were not used to exclude any studies. Instead, quality assessments served to identify consistent weaknesses across studies. Contact with individual study authors was ultimately not deemed necessary to extract needed information from the included studies.
Results

Summary

The 12 studies included in our review used 5 different social robots (Paro, NAO, CRECA, Betty, and Haptic Creature) constituting 3 major areas of robotic applications for mental health developed from our review: comfort/companionship, stress reduction, and motivation. The studies were published between 2010-2018 in a variety of peer-reviewed journals; 4 studies were published conference papers. Sample sizes for the studies ranged from 2 to 248; 7 of the 12 studies were conducted in elderly populations in nursing home settings, 2 were conducted with college students, 2 with hospital staff, and 1 with women aged 19 to 45 years recruited from the community. A minority of studies (n=3) focused on participants who were aged 45 years or less. Three studies were not conducted with a clinical mental health sample but from participants recruited from the community or from local colleges. These studies were included in the review because they measured mental health or well-being outcomes such as self-reported anxiety or stress reduction. Table 1 describes the studies, samples, interventions, and main findings with respect to the effects of social robots on psychological outcomes collected in our review.
<table>
<thead>
<tr>
<th>First author, year</th>
<th>Study design</th>
<th>Sample size and characteristics</th>
<th>Robot</th>
<th>Mental health or well-being outcome</th>
<th>Intervention</th>
<th>Main findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bemelmans, 2015 [41]</td>
<td>Pre-post (single session)</td>
<td>71 nursing home residents with dementia (age range not reported)</td>
<td>Paro</td>
<td>IPPA\textsuperscript{a} score and mood via COOP/WONCA\textsuperscript{b} chart recorded by care provider</td>
<td>Quasi-experimental time series study: 15-minute interaction with Paro while experiencing unrest or negative mood</td>
<td>Significant positive effect on mood and IPPA score</td>
</tr>
<tr>
<td>Galvão Gomes da Silva, 2018 [42]</td>
<td>Pre-post (single session)</td>
<td>20 psychology students (aged 18 to 62 years, majority under 25 years)</td>
<td>NAO</td>
<td>24 open-ended self-reported items in questionnaire assessing motivation for exercise (author created)</td>
<td>Two lab sessions of motivational interviewing for exercise with NAO (1-week interval between sessions)</td>
<td>Positive appraisals of robot as nonjudgmental, increased “change talk” in participants, increased motivation to exercise</td>
</tr>
<tr>
<td>Kurashige, 2017 [43]</td>
<td>Pre-post (single session)</td>
<td>12 male students aged 21 to 23 years (mean age not reported)</td>
<td>CRECA\textsuperscript{c}</td>
<td>Author-created self-report items (15) on conversational flow, perceived trust/reliability in CRECA, and stress reduction</td>
<td>Motivational interviewing session with nodding or not nodding CRECA around stress management</td>
<td>Positive appraisal of dialogue with nodding CRECA, self-reported reduction in anxiety</td>
</tr>
<tr>
<td>Lane, 2016 [44]</td>
<td>Pre-post</td>
<td>106 VA\textsuperscript{d} community living center elderly patients (aged 58 to 97 years, mean age 80 years)</td>
<td>Paro</td>
<td>Care staff observed behaviors and mood on researcher-created tracking sheet across 3 time periods (baseline, Paro treatment, posttreatment)</td>
<td>Veteran was actively presented with or observed to be actively using Paro for a minimum of 5 minutes</td>
<td>Observed that Paro reduced negative behavior and mood states, observed that Paro induced increases in indicators of positive mood states</td>
</tr>
<tr>
<td>Loi, 2017 [45]</td>
<td>Pre-post</td>
<td>45-bed unit for younger adults with neuropsychiatric conditions, (residents &lt; 65 years, mean age not reported)</td>
<td>Betty</td>
<td>Staff completed a pre- and post-SARs\textsuperscript{e} questionnaire regarding patient well-being, enjoyment, and quality of life (items based on technology acceptance model)</td>
<td>Betty was present at the facility for 12 weeks; engaged with residents via conversations, music, relaxation exercises, and games</td>
<td>Staff reported that Betty was helpful to patients by being comforting, relaxing, and improving the well-being of residents</td>
</tr>
<tr>
<td>Moyle, 2018 [46]</td>
<td>Cluster randomized RCT\textsuperscript{f}</td>
<td>Residents with dementia in a long-term care facility (mean age not reported)</td>
<td>Paro</td>
<td>Staff reported patient comfort and well-being (qualitative interview)</td>
<td>Three 15 minute interactions were observed between Paro and elderly residents within 3 treatment groups: Paro, plush toy, or usual care</td>
<td>Staff indicated there were benefits to using Paro as a companion to elderly patients, although Paro did not comfort all residents</td>
</tr>
<tr>
<td>Šabanović, 2013 [47]</td>
<td>Pre-post</td>
<td>10 nursing home residents with dementia (ages not reported)</td>
<td>Paro</td>
<td>Researcher videotaped and coded interactions based on positive engagement with others</td>
<td>Residents interacted with Paro over 7 weekly sessions</td>
<td>Observed an increase in prosocial interaction between residents</td>
</tr>
<tr>
<td>Sefidgar, 2016 [48]</td>
<td>Pre-post (single session, within-subject design)</td>
<td>38 women aged 19 to 45 years, mean age 23.8 years</td>
<td>Haptic Creature</td>
<td>Self-reports on the SAM\textsuperscript{g}, STAI-6\textsuperscript{h}</td>
<td>Interaction with Haptic Creature on lap, compared with nonmoving stuffed animal replica</td>
<td>Biometric indicators of relaxation related to heart and respiration rates significantly decreased relative to stroking a non-breathing replica, participants reported feeling calmer and happier</td>
</tr>
</tbody>
</table>
Main findings

Intervention

Mental health or well-being outcome

• Apathy and irritability improved for NAO and Paro groups
• Quality of life improved for Paro group

Sample size and characteristics

Study design

First author, year

Robot

Comparing interactions with Paro, NAO, and live dog over 3 months

Staff reported on the Apathy Inventory and QUALID scale

Pre-post

• Pre-post

Valenti Soler, 2015 [49]

211 nursing home patients with dementia, 37 at day care facility (total n=248; age range 58 to 100 years, mean age 84.7 years)

Paro, NAO

Caregivers engaged in a manual-assisted 30-minute interaction between residents and Paro (4 sessions)

Researcher observed emotional responses and behaviors (ie, smiling)

Paro

The manualized Paro interaction increased contentment and positive social interactions

2 elderly individuals and 1 caregiver, age not reported

Pre-post

Caregivers engaged in a manual-assisted 30-minute interaction between residents and Paro (4 sessions)

Wada, 2010 [50]

Wada, 2012 [51]

Wada, 2014 [52]

12 elderly participants (mean age 86.8 years) and 9 caregivers (mean age 28.1 years)

Paro

Observation sheet recording participant behaviors and emotional reactions (researcher-recorded)

Manual-assisted interaction with Paro; observed before caregiver used manual and after caregiver used manual

64 elderly individuals in 7 elder-care facilities (mean age 86.5 years)

Paro

Observation sheet recording perceived participant behaviors and mood (anxiety, depression, aggression)

Manual-assisted interaction with Paro over 5 months

Following Paro interactions, caregivers observed decreases in perceived anxiety, depression, or aggression in 25 residents (39%)

aIPPA: Individually Prioritized Problems Assessment.
bCOOP/WONCA: Primary Care Cooperative Information Project/World Organization of Colleges, Academies, and Academic Associations of General Practitioners/Family Physicians.
cCRECA: Contextual Respectful Counseling Agent.
dVA: US Department of Veterans Affairs.
eSAR: socially assistive robot.
fRCT: randomized controlled trial.
gSAM: Self-Assessment Manikin.
hSTAI-6: State-Trait Anxiety Inventory.
iQUALID: Quality of Life in Late Stage Dementia.

Robotic Devices

A majority of studies (n=8) used Paro, a robot that resembles a baby harp seal, with 2 studies using NAO, and 1 study using CRECA (Contextual Respectful Counseling Agent), Haptic Creature, and Betty. In Figure 2 and Table 2, pictorial and text descriptions of the 5 social robots are provided. Overall, the appearance of the robots matched their purpose, with Paro and the Haptic Creature resembling animals, as the researchers aimed to use audio, visual, and tactile sensors to mimic animal-assisted therapy. The humanoid SARs (CRECA, Betty, and NAO) had audio, visual, and tactile sensors as well but also used additional sensors to communicate verbally with users to provide interactions related to relaxation or mental health treatment (ie, counseling, motivational interviewing). Although all the robots were capable of limited movement, only NAO was able to walk and assume a standing position if needed. The weight of the robots varied greatly, with the heaviest weighing 14 lbs (Betty) and the lightest weighing 6 lbs (Paro; information on height/weight of CRECA not available).
Figure 2. Social robots used in reviewed articles: (a) Paro, AIST [41]; (b) Haptic Creature [48], photo by Martin Dee; (c) NAO, Aldebaran Robotics; (d) Betty [45]; and (e) CRECA [43].
Study Interventions

The reviewed studies had 2 types of interventions and varied in robotic-interaction frequency. Four studies conducted a single-time lab research session to assess their SARs [41-43,48], while the majority (n=8) embedded their SARs within a facility over a specified period of time to evaluate the impact of their SARs on residents. None of the studies employed a robot within the personal home of a participant. Although inclusion criteria were meant to capture SAR research with a mental health focus and on persons with identified mental health issues, no studies were conducted specifically with persons reporting psychological diagnoses.

In the reviewed studies, the SAR was used as the intervention, and participants were assessed to see if interacting with the robot resulted in changes in well-being or mental health. In addition, although all of the studies used at least one social robot as the main platform for a well-being or mental health intervention, one [49] used two robots in order to compare either a live animal, Paro, or NAO as the mode of delivering comfort to nursing home residents with dementia. In addition, 3 studies [43,46,48] used less responsive comparisons as controls for their SARs, including a plush animal comparison (n=2) or a nonnudging CRECA (n=1). A minority of studies (n=2) used an SAR as a platform to conduct motivational interviewing sessions with social robots, one focused on motivation to exercise using NAO and the other focused on stress reduction.
using CRECA [43,48]. The remaining 10 research studies focused on the social robot as a means of comforting, increasing positive emotions, or providing companionship to participants, with 9 of these using the robots within the context of elderly or long-term care settings.

**Study Design and Measurement**

Our review revealed that 6 of the studies used clinical care staff to observe and measure outcomes related to mood and mood-related behavioral changes, 3 used self-report data [42,43,48], and 3 had researchers use tracking sheets [44,46,50] to report on mood and mental health outcomes. These methods may be an artifact of the populations studied, due to the majority of studies involving persons with cognitive issues who would make self-report challenging. In addition, only 4 studies [41,46,48,49] used nonresearch-created questionnaires, using previously validated measurements such as the Apathy Inventory and Quality of Life in Late Stage Dementia scale. Although one study [46] used an RCT (randomized controlled trial) study design, most of the studies (n=11) used a pre-post design, measuring changes in psychological well-being or intervention impact before and after interacting with a SAR.

**Mental Health Outcomes**

Overall, results regarding the impact of social robot–delivered mental health interventions and interactions ranged from generally positive to mixed. The majority of studies focused on symptom reduction related to mood and positive quality of life changes after robot interactions. The majority (n=11) reported positive increases in mood, comfort, or stress reduction following the social robot interventions, although 2 [46,50] showed mixed results on whether Paro comforted elder-care residents. For the 7 studies that focused on elderly and dementia populations, outcomes included observed aggression, contentment, anxiety, and depression [41,44,45,49-52]. However, nearly all studies had a main goal of assessing feasibility or usability of the social robot in a given population. Since mental health outcomes were secondary and these studies were pilot studies, psychometrically validated measures were seldom used and instead measures were frequently created for the particular study.

Two studies reported on functional outcomes related to quality of life. These studies focused specifically on physical health and well-being, with one reporting a generally positive impact on exercise [42] and one reporting a reduction in physical indicators of stress and an increase in self-reported mood after interaction with a social robot [41]. Finally, 2 studies assessed the ways in which social robots facilitate positive social interactions, with one reporting increased social interaction among participants in a nursing home and their caregivers following an interaction with Paro [51] and the other noting that social interactions among residents in a nursing home increased after Paro was integrated into the facility [47].

**Discussion**

**Principal Findings**

Overall, our review revealed the nascent nature of mental health research with social robots. Although there is a rising interest in using social robots in psychological interventions, there is still a very modest research base examining this application. Our 12 reviewed studies included the use of 5 distinct social robots to influence various mental health or well-being outcomes. The majority focused on providing comfort and companionship to study participants (Paro, Haptic Creature). A minority of studies used SARs to implement a specific intervention (e.g., motivational interviewing with NAO and nodding CRECA). The impact of social robot–delivered mental health interventions and interactions ranged from generally positive to mixed, with some studies finding positive changes in mood and quality of life after robot interactions.

This review suggests that existing studies of the potential impact of SARs on psychological well-being are limited in generalizability, scope, and measurement. Specifically, nearly all of the studies conducted in this area have occurred in elderly care facilities or laboratory settings, with a bimodal distribution of participants ranging from quite young (under 24) to elderly populations within nursing home facilities (often over 65 years). Our findings are consistent with a previous review of SAR use in care of the elderly [35]), which found studies in this area to be methodologically limited, so much so that even optimistic findings required additional replication prior to making clear conclusions about SAR effectiveness. This also relates to our finding that the majority of reviewed studies used clinical care or researcher-reported outcomes. Specifically, since multiple studies were conducted with elderly samples suffering from dementia or neuropsychiatric conditions, observational data may have been considered most feasible and more valid than self-report data. Similarly, surveying caretakers of impaired elderly persons may have been more feasible than surveying the patients themselves. The lack of validated scales used in the studies underscores the nascent state of this field and the need for further and more structured research.

Social robot–delivered interventions may constitute a promising treatment for chronic conditions and health management needs in elderly populations based on the findings of studies included in this review. In particular, the available data indicate that Paro may be a useful tool for increasing socialization and decreasing aggression in dementia populations. However, there is insufficient evidence that this finding can be generalized to other populations or even to nursing home residents without dementia. In addition, some studies identified were conference paper proceedings, which highlights a limitation of the research. Conference papers are not necessarily peer reviewed and may indicate a higher risk of bias.

**Limitations**

Generalizability of these findings is also limited by the study characteristics. Many of the studies had very small sample sizes, which also limits the generalizability of findings. Moreover, included studies frequently had very brief interventions with simple pre-post study designs, which might make it difficult to assess differences in pre and post data and preclude conclusions about the efficacy of the interventions. We did not include specific mental health diagnoses in our searches, and therefore some studies using SARs to target very specific diagnoses, rather than mental health more generally, may have been...
excluded. In addition, we did not include papers that focused only on the development of a particular SAR because we only included studies that had participants. There is also a lack of definitional clarity in the concept of social robots in general, and this may lead to different conceptualizations of SARs in the literature.

There is a clear need for greater testing and programming of robots to assist with patient care within the home. Although many of the research studies reported a future aim of using social robots within the home for mental health support and interventions, no study had currently begun this level of at-home technology testing. Without such testing, it is unclear whether an at-home mental health companion, coach, or motivator would have a strong positive effect on the quality of life of patients managing their depression, anxiety, or other psychiatric conditions where health happens most—in the home. Choosing the appropriate SAR to use for future research should entail a review of not only this research but also the robot characteristics necessary for the user. For instance, many of the robots reviewed weighed more than 10 lbs, which can be contraindicated with certain populations should they need to lift the SAR. Such considerations are imperative in order to align an intervention’s purpose, user, and chosen robotic platform.

Methodologically, there is room for improving and extending the current research base of social robots in mental health interventions. The results of this review show that nearly all studies in this area are preliminary or pilot studies, and few include validated measures of mental health outcomes. Often, the primary aim of such research is usability, feasibility, and acceptability of the social robots with mental health measures secondary to this main goal. Mental health outcomes were often vaguely defined as the observed reduction of anxiety or negative mood symptoms. Expanded use of self-report questionnaires or clinician-administered measures with psychometric validation is indicated. In addition, outcomes should be aligned with what patients might care about in treatment outcomes, which may include an increase in functional abilities, social interactions, or self-reported quality of life. Nearly all of the studies reviewed used single-session robot interactions that may make tracking changes in mental health difficult. As previously stated, many studies included participants with cognitive difficulties, which might make self-report assessments difficult or impossible, hence their use of observed mental health outcomes. However, if the purpose of social robot–delivered treatments is to capitalize on the functionality of such robots—neutral, asynchronous, always available, and capable of personalized tracking and feedback—such testing and adequate measurement is essential to the creation of patient-centered social robots. Because of the heterogeneity in how outcomes were reported, we could not perform a meta-analysis or draw conclusions about possible biases at work across studies.

**Practical Implications and Future Research**

After reviewing the existing research on social robots and mental health, it is clear that there are ample opportunities to test and measure the ways social robots could be useful adjuncts to mental health treatments for various adult populations. Current research has used mental health outcomes as a secondary focus, and future research should explore the potential benefits of SARs in specific clinical populations with difficulty accessing care. Examples of such populations might include veterans living with chronic pain in rural areas, individuals with mental health needs who cannot make appointments during regular business hours, individuals with transportation issues, or individuals who feel stigmatized in traditional mental health care settings. Exploration of motivational, companionship, and social facilitation functions of SARs were assessed in a minority of studies. In Table 3, we highlight further recommendations and areas of consideration for future research into the mental health and clinical applications of social robots.

**Table 3. Considerations and recommendations for future research.**

<table>
<thead>
<tr>
<th>Research considerations</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal validity</td>
<td>• Improve upon and expand methods beyond pilot studies</td>
</tr>
<tr>
<td></td>
<td>• Use validated mental health outcome measures when advancing beyond pilot feasibility studies</td>
</tr>
<tr>
<td></td>
<td>• Account for potential mediators between socially assistive robot interactions and mental health outcomes, such as usability or technology issues</td>
</tr>
<tr>
<td>External validity/generalizability</td>
<td>• Expand beyond dementia and developmentally disordered populations to include a range of ages and diagnoses (with special attention to those who may not currently have access to needed care)</td>
</tr>
<tr>
<td></td>
<td>• Explore use of socially assistive robots across different settings, from medical facilities to at-home robots</td>
</tr>
<tr>
<td>Inclusion of theory</td>
<td>• Use existing literature on human-robot interactions to account for study aims and interventions design decisions</td>
</tr>
<tr>
<td></td>
<td>• Embed psychological theory into future research—such as object relations—to explore individual mental health outcomes and reactions and perceived efficacy of socially assistive robots</td>
</tr>
<tr>
<td>Dissemination and translation</td>
<td>• Expand future research to robots that can engage in more human-like social interaction</td>
</tr>
<tr>
<td></td>
<td>• Consider close, multidisciplinary collaborations (eg, between clinicians, researchers, and robotics programmers) to allow for iterative and responsive intervention development</td>
</tr>
<tr>
<td>Cultural concerns</td>
<td>• Investigate the impact of sociocultural beliefs and differences related to technology comfort, linguistic challenges, and interest in socially assistive robots for mental health</td>
</tr>
<tr>
<td></td>
<td>• Focus on specific mental health populations that might be uniquely suited to benefit from socially assistive robots</td>
</tr>
</tbody>
</table>
Conclusions

Our review sought to examine how social robots have been used to influence mental health in general, and a possible limitation of our review is that we chose not to include specific mental health terms (eg, depression) in our search process. In addition, since our search, which focused on mental health, yielded studies that mostly assessed aspects of well-being, it is possible that including multiple more specific mental health terms might have yielded different results.

Overall, better integrating and expanding on the mental health implications of social robots will clearly complement the ongoing drive in the field of psychology to better assist clients at home with supportive exercises, goal tracking, and an asynchronous care option. Although our review revealed that the use of SARs in mental health research is not yet widespread, new robots and programming are constantly changing, adapting, and expanding. The use of SARs in mental health research and mental health interventions is nascent and has thus far been restricted to specific populations with limited measurement and scope. There is an abundance of opportunity in this area for growth, expansion, and exploration to triangulate SARs usability and efficacy data as the next step in advancing this field.
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Abstract

Background: Virtual patients are interactive digital simulations of clinical scenarios for the purpose of health professions education. There is no current collated evidence on the effectiveness of this form of education.

Objective: The goal of this study was to evaluate the effectiveness of virtual patients compared with traditional education, blended with traditional education, compared with other types of digital education, and design variants of virtual patients in health professions education. The outcomes of interest were knowledge, skills, attitudes, and satisfaction.

Methods: We performed a systematic review on the effectiveness of virtual patient simulations in pre- and postregistration health professions education following Cochrane methodology. We searched 7 databases from the year 1990 up to September 2018. No language restrictions were applied. We included randomized controlled trials and cluster randomized trials. We independently selected studies, extracted data, and assessed risk of bias and then compared the information in pairs. We contacted study authors for additional information if necessary. All pooled analyses were based on random-effects models.

Results: A total of 51 trials involving 4696 participants met our inclusion criteria. Furthermore, 25 studies compared virtual patients with traditional education, 11 studies investigated virtual patients as blended learning, 5 studies compared virtual patients with different forms of digital education, and 10 studies compared different design variants. The pooled analysis of studies comparing the effect of virtual patients to traditional education showed similar results for knowledge (standardized mean difference
The educational use of virtual patients may be understood through experiential learning theory [25,26]. Following this theoretical model of action and reflection, virtual patients expose learners to simulated clinical experiences, providing mechanisms for information gathering and clinical decision making in a safe environment [27]. Exposing the learner to many simulated clinical scenarios supports learning diagnostic processes [28] while acquainting learners with a standardized set of clinical conditions common in the population, but rare or nonaccessible in highly specialized teaching hospitals [29].

Some concerns have been raised about educational use of virtual patients. Virtual patients should not replace but complement contact with real patients [27]. There are concerns around the use of virtual patients potentially resulting in less empathic learners [30]. The use of unfamiliar technology as part of virtual patients’ education can represent a barrier to learning, even for younger generations [31,32]. Virtual patients may also prove ineffective when technological objectives drive teaching instead of being motivated by learning needs [33].

This virtual patient simulation review has been preceded by several narrative reviews [22,34-37] and 2 systematic reviews with meta-analyses [38,39]. Our preliminary literature analysis showed that the number of studies including the term virtual patient or virtual patients has more than doubled on the MEDLINE database in comparison with available evidence provided in previous systematic reviews (February 2009 [38] and July 2010 [39]). Thus, our review will update the evidence base with studies not included in previous analyses.

**Objectives**

The objective of this review was to evaluate the effectiveness of virtual patient simulation for delivering pre- and postregistration health care professions education using the following comparisons:

1. Virtual patient versus traditional education
2. Virtual patient blended learning versus traditional education
3. Virtual patient versus other types of digital education
4. Virtual patient design comparison

By traditional education, we mean all nondigital educational methods. This includes lectures, reading exercises, group discussion in classroom, and nondigital simulation as
standardized patients or mannequin-based training. Virtual patient blended learning is the addition of virtual patients as a supplement to traditional education when the control intervention uses nondigital education methods only. Other types of digital education may include interventions such as video recordings, Web-based tutorials, or virtual classrooms.

We assessed the impact of virtual patient interventions on learners’ knowledge, skills, attitude, and satisfaction. Our secondary objective was to assess the cost-effectiveness, patient outcomes, and adverse effects of these interventions.

Methods

Protocol and Registration

While conducting the review, we adhered to the Cochrane methodology [40], followed a published protocol [41], and presented results following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines [42].

Eligibility Criteria

We included randomized controlled trials (RCTs) and cluster RCTs (cRCTs). We excluded crossover trials because of the high likelihood of carryover effect.

Participants in the included studies had to be enrolled in a pre- or postregistration health-related education or training program (see glossary in Multimedia Appendix 1). This included students from disciplines such as medicine, dentistry, nursing and midwifery, medical diagnostic and treatment technology, physiotherapy and rehabilitation, and pharmacy.

This review focused on screen-based virtual patient simulations that form a computerized, dynamically unfolding representation of patient cases. A virtual patient simulation is introduced by a case description and might contain answers given by the patient, clinical data (eg, laboratory results, medical images), and descriptions of patients’ signs and symptoms. Only the representations of the patient as a whole were of interest, rather than studies that focused on single parts of the body. As a matter of a policy followed in the Digital Health Education Collaboration [6] and aiming at avoiding duplication of reviews, we deliberately excluded virtual patients in 3-dimensional (3D) virtual learning environments from this study. We judged that a higher level of immersion of learners in 3D virtual environments, connected with potential technical challenges (eg, difficulties in navigating such environments, lags because of increased computational time or limited internet bandwidth), was likely to influence the educational outcomes and therefore merited a separate analysis covered already by the virtual reality review [13] of this Digital Health Education Collaboration series. We also excluded those virtual patient interventions which require nonstandard equipment (eg, haptic devices, mannequins) or those virtual patients which are human controlled (eg, simulated email correspondence or chat room conversations). We excluded studies in which virtual patients were just a small part of the intervention and those in which the influence of virtual patients was not evaluated separately.

Furthermore, 2-arm RCTs comparing virtual patients with a control group not involved in any type of subject-related learning activity were not considered eligible as previous meta-analyses have already shown a large positive effect when virtual patients were compared with no intervention [38].

We decided to introduce to the review a comparison of virtual patients blended learning with traditional education as a consequence of the discussion in the community on the need to eliminate traditional types of learning activities to make space for virtual patients. For instance, Berman et al [29] noticed that the students’ subjective learning effect perceptions and satisfaction with integration were lower at universities that increased the workload of students by adding virtual patients without releasing time resources in the curriculum. As most of health professions education is conducted on campus, an integrated effect of virtual patients is possible. Blending virtual patients with traditional education is challenging and qualitatively different than a nonintervention control group comparison.

Eligible primary outcomes were students’ (1) knowledge, (2) skills, (3) attitudes, and (4) satisfaction—together representing clinical competencies measured post intervention with validated or nonvalidated instruments. Secondary outcomes were (1) economic cost and cost-effectiveness, (2) patient outcomes, and (3) observed adverse effects.

Search Methods for Identification of Studies

We searched the following 7 databases: MEDLINE (via Ovid), EMBASE (via Elsevier), The Cochrane Library (via Wiley), PsycINFO (via Ovid), Educational Resource Information Centre (ERIC; via Ovid), Cumulative Index to Nursing and Allied Health Literature (CINAHL; via EBSCO), and Web of Science Core Collection (via Thomson Reuters). We adapted the MEDLINE strategy and keywords presented in Multimedia Appendix 2 for use with each of the databases above. We searched databases from the year 1990 to September 20, 2018 to highlight recent developments and did not apply language restrictions. For all included studies, we searched references lists and conducted author and citation searches. We searched lists of references from other identified relevant systematic reviews while running our electronic searches.

Data Collection and Analysis

Data Selection, Extraction, and Management

The search results were combined in a single EndNote library (version X7; Thomson Reuters) [43]. Overall, 2 authors independently screened titles and abstracts to identify potentially eligible studies. In the next phase, full-text versions of these papers were retrieved and 2 review authors independently assessed these papers against eligibility criteria. We piloted data extraction to maximize consistency in the information extracted. Disagreements were resolved through discussion. A third review author was consulted to arbitrate when differences in opinion arose. All relevant data were extracted using a structured form in Microsoft Excel. We contacted study authors for crucial missing information, particularly if required to judge inclusion criteria and study outcomes.
Data Items
Information was extracted from each included study on (1) the characteristics of study participants (field of study; stage of education: pre/postregistered; year of study; and country where the study was conducted and its World Bank income category: high-income/low-and-middle-income country), (2) the type of outcome measure (type of tool used to measure outcome and information on whether the tool was validated), (3) the type of virtual patient intervention (topic and language of presented virtual patient simulations; information on whether the language of virtual patient was native to the majority of participants; source of virtual patient simulations: internal/external; was the study an individual or group assignment, and in case of group assignments, the number of students in a group; whether access to virtual patient simulation was from home or in a computer laboratory; number of virtual patient cases presented; time when the virtual patients were available; and duration of use of virtual patients), and (4) the type of virtual patient system (name of the system; navigation scheme: linear, branched, and free access; control mechanism: menu-based, keyboard, or speech recognition; feedback delivery and timing; and whether video clips where included in virtual patient cases). A glossary of the terms in use in the review may be found in Multimedia Appendix 1.

Measures of Treatment Effect
We reported the treatment effects for continuous outcomes as mean values and SDs post intervention in each intervention group, along with the number of participants and P values. As the studies presented data using different tools, the mean differences were recalculated into standardized mean difference (SMD). We interpreted the effect size as small (SMD=0.2), moderate (SMD=0.5), and large (SMD=0.8) effect sizes [40]. If studies had multiple arms and no clear main comparison, we compared the virtual patient intervention arm with the most common control arm, excluding the nonintervention and mixed-intervention controls. If that was impossible to decide, we selected the least active control arm. If multiple outcomes in the same category (knowledge, skills, attitudes, and outcomes) were reported, we selected the primary measure, and if that was impossible, we calculated the mean value of all measures. For papers that reported median and range for the outcomes, we converted these to mean and SD using methods described by Wan [44]. If a study did not report SD but provided CIs, we estimated SD from those using a method described in previous literature [40].

Data Synthesis and Analysis
Owing to the significant differences between studies, we employed a random-effects model in the meta-analysis using Review Manager (version 5.3; The Nordic Cochrane Centre) [45]. We displayed the results of the meta-analysis in forest plots and evaluated heterogeneity numerically using I² statistics. For comparisons with more than 10 outcomes in the meta-analysis, we attempted a subgroup analysis. As the planned 15 subgroup analyses in the protocol [41] did not explain the heterogeneity, we visualized the outcomes using albatross plots [46]. These plots were implemented using a script created for the purpose of the study by one of the review authors (AK) in the statistical package R (version 3.4.3; R Foundation for Statistical Computing) [47]. This explorative approach resulted in a new subgroup analysis in which we divided the control interventions into active (group discussion, mannequin-based simulation) and passive (lectures, reading assignments). Findings unsuitable for inclusion in a meta-analysis (eg, comparison of individual items in surveys) were presented using a narrative synthesis.

Assessment of Risk of Bias
Two authors independently assessed the risk of bias using the Cochrane tool [40]. We considered the following domains: random sequence generation, allocation sequence concealment, blinding of participants or personnel, blinding to outcome assessment, completeness of outcome data, selective outcome reporting, and other sources of bias (eg, differences in baseline evaluation, volunteer bias, commercial grants). For cRCTs, we also assessed the risk of the following additional biases: recruitment bias, baseline imbalance, loss of clusters, incorrect analysis, and comparability with individually randomized trials. The publication bias in our review was difficult to investigate in a formal way because of high levels of heterogeneity which limit the interpretation possibilities of funnel plots.

Summary of Findings Tables
We prepared summary of findings tables to present results of the meta-analysis [40]. We presented the results for major comparisons of the review and for each of the major primary outcomes. We considered the Grading of Recommendations Assessment, Development and Evaluation (GRADE) criteria to assess the quality of the evidence and downgraded the quality where appropriate [40].

Results
Included Studies
Our searches yielded a total of 44,054 citations, and 51 studies with 4696 participants were included (Figure 1). Overall, 2 reports described results already included in the review [48,49].
**Types of Studies**

All included studies were published in peer-reviewed journals. All included studies had an RCT design, with the exception of 3 cRCTs [50-52].

**Types of Comparisons**

A total of 25 studies compared virtual patients with traditional education [53-77], 11 compared a blend of virtual patients and traditional education with traditional education [50,52,78-86], 5 studies compared virtual patients with different forms of digital health education [51,87-90], and 10 studies compared different types of virtual patient interventions [91-100].

The traditional education control group involved a reading assignment in 6 studies [59,60,62,67-69]; 4 studies each involving a lecture [63,66,72,77], group assignment [53,65,71,73], and mannequin-based training [58,64,70,76]; and 1 each involving standardized patients [74] and ward-based education [75]. In 5 studies, the intervention was a mix of different forms of traditional education (eg, lecture, small group assignment, and mannequin-based training) [54-57,61].

The digital education control group was in 2 studies—a Web tutorial or course [88,90] and video recording [87,89]—and in 1 study, a mix of traditional lectures and Web materials including video clips [51] was used.

Studies comparing different types of virtual patients contrasted narrative with problem-solving structure of virtual patients [91]; virtual patients with and without usability enhancements [94]; different forms of feedback in virtual patients [95,96]; worked with unworked versions of virtual patients [97]; differences between self-determined and mandatory access to virtual patients [98]; virtual patients collections in which all the cases were presented at once to those automatically activated spaced in time [99]; effects of virtual patient solving with virtual patient construction exercises [100]; linear versus branched design of virtual patients [92]; and finally the addition of representation scaffolding (see glossary in Multimedia Appendix 1) to virtual patients [93].

Furthermore, 41 studies had 2 study arms (see the first table in Multimedia Appendix 3), 7 studies had 3 arms [62,88,91,95-98], and 3 studies had 4 arms [63,65,67].

**Types of Participants**

In total, 41 studies involved preregistered professionals (see the first table in Multimedia Appendix 3), with 8 studies focused on postregistered participants [68,69,74,76,78,90,94,97]; 2
studies involved both pre- and postregistered participants [59,87]. In 37 out of 51 studies, participants were from the field of medicine. The studies from fields other than medicine were as follows: 6 studies in nursing [58,64,70,73,80,88]; 2 each from Canada [59,60], the Netherlands [86,88], and the United Kingdom [66,77]; and 1 study was conducted each in Belgium and Switzerland [92], Denmark [100], France [54], Hong Kong [51], Japan [67], Poland [50], Singapore [64], and Slovenia [71]. From the 7 studies conducted in low- and middle-income countries, 3 were from China [63,73,80], 2 from Colombia [55,56], and 1 each from the Republic of South Africa [94] and Iran [75].

A total of 44 out of 51 studies were conducted in high-income countries; 19 were from the United States (see the first table in Multimedia Appendix 3); 5 from Germany [65,82,93,98,99]; 3 each from Australia [52,70,91] and Sweden [83,85,87]; 2 each from Canada [59,60], the Netherlands [86,88], and the United Kingdom [66,77]; and 1 study was conducted each in Belgium and Switzerland [92], Denmark [100], France [54], Hong Kong [51], Japan [67], Poland [50], Singapore [64], and Slovenia [71]. From the 7 studies conducted in low- and middle-income countries, 3 were from China [63,73,80], 2 from Colombia [55,56], and 1 each from the Republic of South Africa [94] and Iran [75].

In Multimedia Appendix 4 we present the technical characteristics of virtual patient systems, topics of educational content presented, applied instructional design methods, setting of use, information on the validity of outcome measurement, and applied educational theories in the included studies. Multimedia Appendix 5 summarizes the reasons for excluding studies following a review of their full-text versions.

Effects of Interventions

Knowledge

In total, 33 studies assessed outcomes of knowledge. In all studies, knowledge was measured using paper-based tests (see the second table in Multimedia Appendix 3). In 19 studies, the test consisted of multiple-choice questions (MCQs). Other knowledge test designs contained multiple-response questions [100], true/false questions [50], and key feature format questions [82]. In 4 studies, the participants had to formulate free-text answers [75,85,94,99]. In 4 studies [63,66,93,97], the knowledge tests comprised a mix of different formats. Li et al [63] used a combination of multiple-choice and short answer questions; Miedzybrodzka et al [66] used MCQs and modified essays; Harris et al [97] applied MCQs with confidence levels combined with script concordance testing questions; and Braun et al [93] used a test consisting of multiple-choice items, key feature problems, and problem-solving tasks. Secomb et al [70] measured cognitive growth using a survey requiring selection of the most significant items regarding learning environment preferences. In 3 studies [62,73,92], the nature of the knowledge test was unclear. In the case of MCQs in which the nature of items was unclear or mixed, we classified the outcome as knowledge instead of, for example, clinical reasoning skills, but the borderline between those was sometimes blurred. Meta-knowledge (eg, knowledge about the clinical reasoning process itself) was classified as knowledge outcomes following the framework by Kraiger [101].

The effects of interventions on knowledge outcomes are summarized in the second table in Multimedia Appendix 3.

Virtual Patient Versus Traditional Education

In 4 [60,63,67,72] of 18 studies comparing virtual patients with traditional education, the intervention resulted in more positive knowledge outcomes. In 2, the control group attended a lecture [63,72], whereas in the remaining 2 studies, students participated in a reading exercise [60,67]. In 1 study [53], the control intervention arm (Problem-based learning (PBL) small group discussion) had significantly better results than the virtual patient intervention (SMD=−0.65, 95% CI −1.02 to −0.28, P=0.001). In the remaining 13 studies, the difference did not reach a statistically significant level (see the second table in Multimedia Appendix 3).

We excluded 2 studies [62,65] from our meta-analysis because of missing crucial outcome data. Jeimy et al [59] presented outcomes of a knowledge test compared item-by-item and the study was therefore excluded from the meta-analysis. We also excluded 1 study [72] owing to its outlier value of SMD=12.5 being most likely because of reporting error and excluded another study [70] as we regarded meta-knowledge as very different from the other types of core knowledge outcomes.

The pooled effect for knowledge outcomes (SMD=0.11, 95% CI −0.17 to 0.39, I²=74%, n=927; Figure 2) suggests that virtual patient interventions are as efficient as traditional education.

Figure 2. Forest plot of virtual patient to traditional education comparison for knowledge outcomes. df: degrees of freedom; IV: interval variable; random: random effects model.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Virtual patients</th>
<th>Traditional</th>
<th>Weight</th>
<th>Std. Mean Difference (Mean, Random, 95% CI)</th>
<th>Std. Mean Difference (Mean, Random, 95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-Daher, 2014</td>
<td>68.5 ± 13.6</td>
<td>59 ± 11.7</td>
<td>0.08</td>
<td>−0.06 ± (0.02, 0.28)</td>
<td></td>
</tr>
<tr>
<td>Flewett, 2000</td>
<td>63 ± 5.8</td>
<td>60 ± 5.3</td>
<td>0.06</td>
<td>0.00 ± (0.30, 0.30)</td>
<td></td>
</tr>
<tr>
<td>Haering, 2018</td>
<td>92.16 ± 11.76</td>
<td>79.82 ± 17.63</td>
<td>0.01</td>
<td>0.15 ± (0.09, 0.05)</td>
<td></td>
</tr>
<tr>
<td>Karantzas, 2009</td>
<td>0.643 ± 0.158</td>
<td>0.745 ± 0.153</td>
<td>0.36</td>
<td>0.73 ± (0.10, 1.27)</td>
<td></td>
</tr>
<tr>
<td>Kish, 1987</td>
<td>26.4 ± 1.22</td>
<td>26.2 ± 2.49</td>
<td>0.09</td>
<td>−0.79 ± (0.05, 0.58)</td>
<td></td>
</tr>
<tr>
<td>Li, 2013</td>
<td>71.0 ± 0.70</td>
<td>60.0 ± 12.5</td>
<td>0.03</td>
<td>0.96 ± (0.44, 1.51)</td>
<td></td>
</tr>
<tr>
<td>Miedzybrodzka, 2001</td>
<td>28.9 ± 4.8</td>
<td>30.7 ± 6.8</td>
<td>0.01</td>
<td>−0.32 ± (0.03, 0.28)</td>
<td></td>
</tr>
<tr>
<td>Gaparn, 2004</td>
<td>46.4 ± 14.11</td>
<td>26.4 ± 11.67</td>
<td>0.65</td>
<td>0.38 ± (0.19, 0.57)</td>
<td></td>
</tr>
<tr>
<td>Sabban, 2017</td>
<td>0.25 ± 0.81</td>
<td>0.26 ± 0.81</td>
<td>0.86</td>
<td>−0.52 ± (0.08, 0.94)</td>
<td></td>
</tr>
<tr>
<td>Tao, 2017</td>
<td>88.88 ± 10.21</td>
<td>82.88 ± 10.88</td>
<td>0.01</td>
<td>0.04 ± (0.31, 0.56)</td>
<td></td>
</tr>
<tr>
<td>Vass, 2007</td>
<td>7 ± 1.5</td>
<td>6.8 ± 1.5</td>
<td>0.02</td>
<td>0.13 ± (0.05, 0.23)</td>
<td></td>
</tr>
<tr>
<td>Williams, 2001</td>
<td>33.1 ± 10.95</td>
<td>34.4 ± 10.95</td>
<td>0.27</td>
<td>−0.12 ± (0.43, 0.14)</td>
<td></td>
</tr>
</tbody>
</table>

Total (95% CI): 451 / 476 / 100.00%

Heterogeneity: τ²=0.16; Chi²=43.93; df=11 (P=0.0001), P=74%

Test for overall effect: Z=0.70 (P=0.43)

https://www.jmir.org/2019/7/e14676/
Virtual Patient Blended Learning Versus Traditional Education

In 4 [50,52,80,82] of the 5 studies comparing virtual patients as a supplement with traditional education in the domain of knowledge, the group having the additional resource scored better than the control group. Only in 1 study [85] did the addition of virtual patients not lead to statistically significant difference in knowledge outcomes ($P=.11$).

The pooled effect for knowledge outcomes (SMD=0.73, 95% CI 0.24 to 1.22, $I^2=81\%$, n=439; Figure 3) suggests moderate effects preferring the mix of virtual patients with traditional education over traditional education alone.

**Figure 3.** Forest plot of virtual patient blended learning to traditional education comparison for knowledge outcomes. df: degrees of freedom; IV: interval variable; random: random effects model; VP: virtual patients.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>VP blended Mean</th>
<th>SD</th>
<th>Total Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>04, 2017</td>
<td>73.37</td>
<td>9.27</td>
<td>132.55.39</td>
<td>0.93</td>
<td>14</td>
<td>15.4%</td>
</tr>
<tr>
<td>Kononowicz, 2012</td>
<td>47.77</td>
<td>3.53</td>
<td>51.45.81</td>
<td>3.76</td>
<td>45</td>
<td>21.9%</td>
</tr>
<tr>
<td>Lehmann, 2015</td>
<td>92.2</td>
<td>4.7</td>
<td>27.68.8</td>
<td>16.3</td>
<td>30</td>
<td>18.1%</td>
</tr>
<tr>
<td>Success, 2013</td>
<td>16</td>
<td>1.8</td>
<td>76.14.9</td>
<td>2.2</td>
<td>74</td>
<td>23.1%</td>
</tr>
<tr>
<td>Wankhede, 2006</td>
<td>0.69</td>
<td>0.07</td>
<td>26.0.98</td>
<td>0.06</td>
<td>91</td>
<td>23.5%</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>74.73</td>
<td>9.27</td>
<td>244</td>
<td>100.0%</td>
<td>95</td>
<td>120.8</td>
</tr>
</tbody>
</table>

Heterogeneity Test: $I^2=0.25, Ch^2=21.49, df=4 (P=0.0003), P=81%$
Test for overall effect: $Z=2.90 (P=0.004)$

Virtual Patient Versus Other Types of Digital Education

A total of 2 studies compared the difference in knowledge outcomes between virtual patients and digital health education interventions. Courteille et al [87] compared virtual patients with a video-recorded lecture, whereas Trudeau et al [90] compared with a static Web course. Neither of these comparisons showed significant differences in knowledge outcomes.

Virtual Patient Design Comparison

In total, 8 studies focused on detecting the difference between variants of virtual patient design in the domain of knowledge. Only in 1 study by Friedman et al [96] were the differences at a statistically significant level. In this study, the pedagogic design of virtual patients was better than problem-solving and high-fidelity designs ($P<.01$). Comparing linear and branched virtual patients [92], scaffolded versus nonscaffolded [93], worked and unworked examples [97], virtual patient with usability extensions [94], self-determined versus mandatory integration [98], spaced versus nonspaced release of cases [99], and virtual patient solving versus virtual patient design exercises [100] resulted in no significant differences in knowledge outcomes.

Skills

A total of 28 assessed skills outcomes (see the third table in Multimedia Appendix 3). Skills were assessed by performance on a mannequin in 9 studies [50,54,64,68,69,73,80,82,88], by performance on a live standardized patient in 8 studies [57,67,78,81,89,91,95,100], and performance on virtual patients [93] and real patients [83] in 1 study each. In 6 studies, outcomes were measured by a written assignment involving description of photographed clinical cases [63], radiographs [65], carrying out and structuring a mental state examination based on videotaped material [77], solving paper cases [74,86], and a modular paper-based test [75]. In 2 studies [55,56], outcomes were measured by a mix of paper cases and virtual patients. Kumta et al [51] combined computer-based assessment, objective structured clinical examination (OSCE), and clinical examination comprising patients in the ward into 1 score.

The effects of interventions on skills outcomes are summarized in the third table in Multimedia Appendix 3.

Virtual Patient Versus Traditional Education

In 9 of 14 studies comparing virtual patients with traditional education, the intervention resulted in better skills outcomes (see the third table in Multimedia Appendix 3). The virtual patient intervention showed larger effects than lectures [63,77], reading exercises [67-69], group discussions [73], and activities comprising traditional methods, including lectures or hands-on training with mannequins [54-56].

Those skills which improved were clinical reasoning [55,56,63,77], procedural skills [54,67-69], and a mix of procedural and team skills [73].

We did not include in the meta-analysis 2 studies with incomplete reported data [65,74]. We also excluded skills outcomes from the study by Haerling [58] as these were available for a randomly selected subgroup only and from Wang et al [76] as they were measured for teams of students only and not individually.

The pooled effect on skills outcomes was (SMD=0.90, 95% CI 0.49 to 1.32, $I^2=88\%$, n=897; Figure 4). Overall, this suggests that virtual patients have moderate to large positive effects in comparison with traditional education in the investigated types of skills.
Virtual Patient Blended Learning Versus Traditional Education

In 3 [82,83,86] out of 7 studies, the groups using virtual patients blended learning scored better than the control group in the skills domain. Lehmann et al [82] demonstrated significantly improved procedural skills (\(P<.001\)), whereas Weverling et al [86] reported on improved clinical reasoning skills (\(P<.001\)) and Schittek Janda et al [83] on communication skills (\(P<.01\)). Furthermore, 2 studies [78,80] involving nursing students showed no significant difference. The study by Bryant et al [78] evaluated communication skills (\(P=.38\)), whereas Gu et al [80] measured procedural skills (\(P>.05\)). We excluded 3 studies [50,81,83] from the meta-analysis because of insufficient data provided in the report or item-by-item comparison of a skills checklist.

The pooled effect for skills outcomes (SMD=0.60, 95% CI −0.07 to 1.27, I\(^2\)=83%, n=247; Figure 5) suggests that virtual patients blended with traditional education have moderate positive effects in comparison with traditional education alone.

Virtual Patient Versus Other Types of Digital Education

Out of 3 studies comparing skills outcomes in virtual patients with other types of digital education studies, Kumta et al [51] showed a significant difference (\(P<.001\)). In this study, virtual patients were better than a range of different traditional teaching methods supplemented by Web content that included video clips, PowerPoint presentations, digital notes, and handouts. The target outcomes were clinical skills assessed by OSCE stations and examination of patients in the wards. In a study by Dankbaar et al [88], virtual patients were not significantly better in teaching procedural skill than an electronic module only (\(P>.05\)). Finally, in the study by Foster et al [89], virtual patients showed no significant difference when compared with video recordings in teaching communication skills (\(P>.05\)).

Attitudes

A total of 11 studies reported attitudinal outcomes (see the third table in Multimedia Appendix 1). The attitudes related to confidence, preparedness, comfort, self-efficacy, and perceived ability in topics such as history taking and clinical breast examination [79], diagnostic and management abilities [59], contrast reaction management and teamwork [76], ethical, legal, and communication issues [57,81], opioid therapy [90], cultural competence [84], procedural knowledge in pediatric basic life support [82], performing pharmacy triage [92], caring for distress disorders patients [74], and anxiety [77].
The effects of interventions on attitudinal outcomes are presented in the fourth table in Multimedia Appendix 3. Furthermore, 3 studies presented pooled scores on students’ self-assessment. In the study by Lehmann et al [82], students felt more confident in their knowledge and skills on performing pediatric basic life support with additional access to virtual patients that supplemented their traditional course (P < 0.001). There were no significant differences in the remaining 2 studies focusing on communication-related self-efficacy [81] and attitudes related to opioid therapy [90].

In the study by Williams et al [77], more items related to self-assessment of competencies (in dealing with ethical aspects and managing anxiety) were scored lower in the virtual patient group than in the traditional education groups. There were no differences in analyzed items related to attitudes in 4 studies [57,59,74,79]. In the study by Smith et al [84], the results regarding attitudes toward clinical cultural competence were presented separately for bilingual and English-speaking students, which makes it difficult to aggregate not knowing the number of bilingual students in each study group. However, the descriptive conclusion of the authors was that general cultural competence measures were the same for the virtual patient and control group. In 2 studies [76,92], the results were compared item-by-item and only within the groups (pre/posttest), not between the study groups.

**Satisfaction**

In total, 17 studies measured satisfaction resulting from an intervention (see the fifth table in Multimedia Appendix 3). All outcomes in this category were measured by satisfaction questionnaires. Different facets of satisfaction were measured, which we classified in the following 5 dimensions: general impression (global score or willingness to recommend), comfort in use (learning style preference, engagement or motivation, positive climate or safety, and enjoyment or pleasure), integration in curriculum (time constraints, relevance, and level of difficulty), academic factors (feedback quality, structure, and clarity), and satisfaction with technical features (usability and information technology readiness).

In 4 out of 17 studies evaluating the satisfaction of students receiving a virtual patient intervention, the result was presented as 1 aggregated score of several items. Furthermore, 3 of those studies compared different design variants of virtual patients. In the study by Friedman et al [96], the pedagogic format (menus, guided) resulted in higher satisfaction scores than the high-fidelity (free text, unguided) format (P < .01). There was no statistically significant difference between the virtual patients with and without usability enhancements [94] (P = .13) and solving versus constructing virtual patients [100] (P = .46). One study [58] presented comparison of virtual patients with mannequin-based training using a single score for student satisfaction and self-confidence in learning, showing no difference between the simulation modalities (P = .11).

In the remaining 13 out 17 studies, the survey responses were compared item-by-item. In 4 studies, the majority of the items indicated preference for the virtual patient intervention, in comparison with lecture [63], reading assignment [67], video-based learning [89], and Web tutorial [88]. In 7 studies, most items were indifferent between the groups [53,59,62,65,66,74,92]. In 1 study [76], most items (5 out of 6) in a satisfaction survey were better rated in the mannequin-based training than in the virtual patient group.

**Secondary Outcomes**

One study had cost-effectiveness as an outcome [58]. In 9 studies, statements were made regarding the cost of the intervention—either monetary or in development time [53,60,62,64,66,79,95]. Only 1 study provided numerical data on both types of intervention [95]. The comparison was qualitative in 3 studies [64,65,78]. In 5 studies, estimations of costs were made for the virtual patient group without contrasting it with the cost of the control intervention [53,60,62,66,79]. None of the included studies had patient outcomes or adverse effects as the main outcome measure. Even though none of the studies reported direct patient outcomes, in 2 studies, the participants were observed by raters while performing tasks on real patients as an outcome assessment [51,83]. In the study by Kumta et al [51], the score was included in more complex assessment (including MCQ tests and OSCE examination) and the patient-related outcome was not explicitly reported. In the study by Schittek Janda et al [83], first-year students of dentistry were asked to perform history taking with real patients and were rated by the instructor. The patients’ perspective was, however, not considered. Even though none of the studies had adverse effects as the major outcome, 6 studies [53,55,67,70,84,88] reported findings related to noticed unexpected effects of the intervention.

**Cost**

Haerling [58] showed a better cost-utility ratio of US $1.08 for virtual patients versus US $3.62 for the mannequin-based training. Foster et al [95] compared the cost of human-provided (Mechanical Turk) feedback with backstory video feedback; the cost of human answers was US $0.05 per question assisted, whereas videos required 4 hours of development time and the license cost of a video game (Sims 3 by Electronic Arts). This does not provide a direct answer to the question of which method was more cost-efficient as it depends on the number of participants and time of use. It is also important to notice that the human-generated feedback in virtual patients showed positive effects on the communication skills outcomes, whereas the backstory video did not. Bryant et al [78] estimated, but without providing numerical evidence, that the cost of a virtual patient was similar to that of a course text that was eliminated by the new intervention. Liaw et al [64], without providing concrete numbers, noticed that despite “initial startup costs for developing the virtual patient simulation, its implementation was less resource intensive than the mannequin-based simulation.” The cost savings were because of reduced instructor time, use of expensive equipment, or simulation facilities. Maleck et al [65] saw cost savings in the virtual patient group because of spared radiograph printouts. The cost of the virtual patient intervention was expressed in hours of work; in 2 cases, the cost was 12 to 15 hours per virtual patient [53,60]; in 1 case it was 15 to 30 hours [62] and 100 hours in another [66]. The cost expressed in amounts of money was estimated at US $500 for content development and technical implementation [62] and...
US $4800 for a total clerkship restructuring, including adding virtual patients [60]. It is worth noticing that in both cases the virtual patients were developed by students. Deladisma et al [79] used in their study a virtual patient system that involved a speech recognition engine, tracked user’s body movements, and projected a life-sized avatar on the wall. The cost of the technology used in the pilot study (including 2 networked personal computers, 1 data projector, and 2 Web cameras) was estimated in 2006 to be less than US $7000 [102].

Patient Outcomes
In the study by Schittek Janda et al [83], an experienced clinician rated the professional behavior (language precision, order of question, and empathy) of first year students’ of dentistry toward real patients as significantly higher (P<.01) in the group having access to a supplementary virtual patient case than in the group that underwent standard instruction.

Adverse Effects
Dankbaar et al [88] hypothesize based on their study results that high-fidelity virtual patients may increase motivation, but at the same time be more distracting for novice students and by that impede learning. Authors of 2 studies [70,84] observe that the language of virtual patients might be a significant factor showing greater effects on nonnative English speaking and bilingual learners than in native English speakers. In the study by Qayumi et al [67], it is observed that lower-achieving students benefit more from virtual patients than high performers. In the study by Botezatu et al [55], students knowing about the possibility of being assessed by virtual patients opposed being tested with paper cases. In the study by Al-Dahir et al [53], it is observed that analysis of individual learner traces in the virtual patient system negates benefits of social learning.

Subgroup Analysis
None of the initially planned subgroup analyses explained the heterogeneity of the results.
Among many analyzed aspects, we looked into differences regarding the efficiency of learning with virtual patients between the health professions disciplines. Most of the located studies involved students of medicine as participants. For instance, when comparing virtual patients with traditional education in the domain of skills, out of the 12 outcomes included for subgroup analyses, only 2 were from other health profession disciplines than medicine (ie, studies from nursing [64,73]). When analyzing knowledge outcomes out of the 12 included studies, 4 were nonmedical but represented 3 very different disciplines, nursing [58,73], pharmacy [53], and physiotherapy [61]. The conducted subgroup analyses showed no significant differences between the subgroups and high heterogeneity.

While analyzing aspects of instructional design implemented in the virtual patient scenarios, we were able to locate a very balanced number of studies implementing the narrative and problem-solving designs [91] in the domain of knowledge outcomes (6 studies in each branch). Yet, the pooled results showed no difference (narrative: SMD=0.12, 95% CI –0.41 to 0.64, I²=85%, n=525 versus problem solving: SMD=0.11, 95% CI –0.17 to 0.38, I²=51%, n=520; subgroup differences P=.97). Interestingly, when looking into the domain of skills outcomes, all studies had either the problem-solving or unclear design (in 2 cases). This might be an indication that narrative (linear, branched) virtual patients are seen as being better suited for knowledge outcomes rather than skills.

Figure 6. Albatross plot for studies comparing virtual patient with traditional education for knowledge outcomes. SMD: standardized mean difference.
Finally, we were unable to see any pattern in efficiency when analyzing the timing of feedback as being either during activity or post activity. However, in almost half of the studies, we were unable to decide, based on the description of the intervention, which model of feedback was implemented or whether the study had a mixed (during/post activity) mode of providing feedback.

To further explore the reasons for heterogeneity, we visualized the outcomes in the form of albatross plots of the knowledge and skills outcomes for virtual patients to traditional education comparisons. Figure 6 presents an albatross plot for knowledge and Figure 7 for skills outcomes. Comparisons of virtual patients to passive forms of learning (reading exercises and lectures) tended to display large positive effect sizes, whereas those comparing virtual patients to active learning (group discussion or mannequin-based learning) show small effects or even negative effects (left hand side in the Figures 6 and 7 and Multimedia Appendix 6).

**Figure 7.** Albatross plot for studies comparing virtual patient with traditional education for skills outcome. SMD: standardized mean difference.

---

**Risk of Bias**

Following the Cochrane methodology [40], we have assessed the risk of bias in all included studies. The results of the analysis are summarized in Figure 8.

Overall, we do not consider allocation bias as a significant issue in the review as most of the studies either described an adequate randomization method (17 of 51 studies) or even when the description was unclear (31 of 51), it was judged unlikely that the randomization was seriously flawed. Performance bias in comparisons with traditional education is an issue but at the same time is impossible to avoid in this type of research. The blinding of participants in virtual patient design comparisons is possible, but those studies are still relatively uncommon (n=10). The risk of assessor bias was avoided in many studies by using automated or formalized assessment instruments. Consequently, we assessed the risk as low in 42 of 51 studies. Attrition bias was avoided in many studies by using automated or formalized assessment instruments. Consequently, we assessed the risk as low in 36 of 51 studies. The risk of assessor bias was avoided in many studies by using automated or formalized assessment instruments. Consequently, we assessed the risk as low in 35 out of 51 studies. We were unable to reliably assess publication bias considering the high heterogeneity of studies. None of the cRCT studies considered in the statistical analysis had corrections for clustering, but we have decreased the number of participants in those studies using a method from the Cochrane Handbook to compensate for that. We present more details of the risk of bias analysis in Multimedia Appendix 7.

We rated down the quality of evidence for knowledge and skills outcomes in virtual patients to traditional education comparison because of the high heterogeneity of included studies and limitations in study design (lack of participant blinding, nonvalidated instruments, and potential volunteer bias). For attitudinal and satisfaction outcomes and for other types of comparisons, we additionally rated down the quality as the outcomes were presented as independent items in questionnaires that were not amenable to statistical analysis or the analyses contained just a handful of studies and the CIs were wide. Summary of findings table (GRADE) are presented in Multimedia Appendix 8.
### Discussion

#### Principal Findings

The aim of this review was to evaluate the effectiveness of virtual patients in comparison with other existing educational methods.

There is low quality evidence that virtual patients are at least as effective as traditional education for knowledge outcome and more effective for skills outcomes. On the basis of the visual analysis of albatross plots, we may hypothesize that replacing passive forms of traditional education with virtual patients brings more benefit than replacing active learning methods. We collected positive evidence of effectiveness from both high-income and low-and-middle-income countries demonstrating the global applicability of virtual patients. Students were generally satisfied with the use of virtual patients,

<table>
<thead>
<tr>
<th>Study</th>
<th>Random sequence generation (selection bias)</th>
<th>Allocation concealment (selection bias)</th>
<th>Blinding of outcome assessment (detection bias)</th>
<th>Incomplete outcome data (attrition bias)</th>
<th>Selective reporting (regarding bias)</th>
<th>Other bias</th>
</tr>
</thead>
</table>
but we also located studies in our review where the use of virtual patients was connected with diminished confidence. The strength of our systematic review is the broad perspective which shows the landscape of RCTs in the domain of virtual patients. Our systematic review updates the evidence on virtual patient effectiveness, which was last summarized in a meta-analysis almost a decade ago.

**Limitations**

The limitation of our work is that the wide scope of the review does not allow nuances in the studies to be explored in detail. We were unable to make a firm assessment of publication bias. The high heterogeneity of the results leads to the conclusion that without further consideration of needs and implementation details, we cannot expect that the introduction of virtual patients will always lead to detectable positive outcomes. Evidence to determine the effective factors is sparse and represented by only 10 studies in our review, with very diverse research questions. Our review is limited by the decision to exclude crossover design studies. However, this has been discussed in detail in the potential biases in the review process section in Multimedia Appendix 7. We excluded studies published before 1991 as we consider the technology available before the World Wide Web to be materially different from that currently available. Finally, we are limited by the sparse description of the interventions in some of the papers, which occasionally might have led to misclassification of the studies.

**Comparison With Prior Work**

Extending the results of the meta-analysis by Cook et al [38] and in agreement with the one by Consorti et al [39], our review shows that virtual patients have an overall positive pooled effect when compared with some other types of traditional educational methods. Our observations regarding the influence of the type of outcome (knowledge/skills) and comparison (active/passive traditional learning) supplement the evidence in the previous reviews [38,39], which included studies until 2010. This point divides the evidence collected in 2 parts: (1) time already covered by previous reviews (1991-2010) and (2) time not included in the previous reviews (2011-2018). It is interesting to note that, though the former timeframe spans over 20 years compared with 8 years in the latter, more studies were included from the latter period, 22 studies (until 2010) versus 29 studies (after 2010). This demonstrates increased interest in virtual patients and medical education in general. The research community around digital health education has long been criticized for publishing media-comparative studies [103,104]. Media-comparative research aims to make comparisons between different media formats such as paper, face-to-face, and digital education [104]. Both Friedman and Cook argue [103,104] that the limitations of this type of comparison boils down to the inability to produce an adequate control group as interventions are bound to be influenced by too many confounding factors to be generalizable. Even though there are still many media-comparative studies, the number of studies comparing different forms of digital education seem to increase: 3/22 (14%) until 2010 versus 11/29 (38%) after 2010. The number of studies in which students worked from home as an intervention has also increased; before 2011 there was just 1/16 (6%; in 6 studies it was unclear), whereas after 2011, it was 11/22 (50%; in 7 studies it was unclear) studies. However, this potentially raises concerns about how controlled the interventions and measures were, and thus the validity of the conclusions.

Our observation that virtual patient simulations predominantly effect skills rather than knowledge outcomes can be interpreted as an indication that for lower levels of Bloom's taxonomy [105], (remember, understands) there is little added value of introducing virtual patients when compared with traditional methods of education. Virtual patients can have greater impact when applied where knowledge is combined with skills and applied in problem solving, and when direct patient contact is not yet possible. We found little evidence to support the use of virtual patients at higher levels of the taxonomy. We also warn against using our result in justifying diminished hours of bedside teaching as this was investigated in just 1 study [75] and did not show positive outcomes. Consequently, virtual patients can be said to be a modality for learning in which learners actively use and train their clinical reasoning and critical thinking abilities before bedside learning, as was previously suggested in their critical literature review by Cook and Triola [22].

The perceptions of students toward studying with virtual patients are generally positive. However, some exceptions can be noted. In 1 study [77], students were less confident in their skills when compared with facilitated group discussion and lecture. This is in contrast with no observable differences or even better performance in the virtual patient group when considering the objective outcomes in those studies. This could be explained by disbelief in the effectiveness of the new computer-based methods of learning or anxiety of losing direct patient contact. The results of our subgroup analysis, though inconsistent, encourage the introduction of more active forms of education. Yet, we note that the range from active to passive learning forms a continuum, and the decision on how to classify each intervention is hampered by sparse descriptions in the reports. Nevertheless, questioning the utility of passive learning is not a new finding and is observed elsewhere, for instance, in the literature on the flipped-classroom learning approach [106]. As the effects of comparing virtual patients with other forms of active learning were small and we could not detect any other variables explaining the heterogeneity, it seems reasonable to individually consider other factors such as cost of use, time flexibility, personnel shortage, and availability in different settings (eg, students’ homes or locations remote from academic centers) when determining which methods to use.

The need for more guidance within virtual patient simulations is apparent in studies differing by instructional methods where narrative virtual patient design was better than more autonomous problem-oriented designs [91]. Feedback given by humans at distance in a virtual patient system was better than an animated backstory in increasing empathy [95], whereas more active constructing virtual patients with more time on a task but no feedback had no more positive result on the outcomes than learning from a virtual patient scenario [100]. This reminds us that presenting realistic patient scenarios with a great degree of
freedom cannot be an excuse for neglecting guidance in relation to learning objectives [107,108].

Outlook
We join the plea of Friedman [103] and Cook [104] to abandon media-comparative research as it is difficult to interpret and we instead encourage greater focus on exploring the utility of different design variants of virtual patient simulations. The current knowledge on the influence of these factors is sparse. A carefully planned study backed up in sound educational theory should provide many valuable research opportunities. However, sufficiently powered samples are needed, as the effects are likely to be small. The second consideration pertains to the need to use previously validated measurement tools that are well-aligned with the learning objectives. Comparisons of outcomes in tools on an item-by-item basis is methodologically questionable and makes the aggregations of results difficult in systematic reviews. We also call for more studies in other health professions disciplines than medicine, as our subgroup analysis showed that evidence of virtual patient effectiveness in such programs as nursing, physiotherapy, or pharmacy is underrepresented. Investigations into patient outcomes and cost-effectiveness of virtual patients are not yet explored directly and form a key avenue for future efforts.

Conclusions
Low to modest and mixed evidence suggests that when compared with traditional education, virtual patients can more effectively improve skills, and at least as effectively improve knowledge outcomes as traditional education. Education with virtual patients provides an active form of learning that is beneficial for clinical reasoning skills. Implementations vary and are likely to be broad across pre- and postregistration education, although current studies do not provide clear guidance on when to use virtual patients. We recommend further research be focused on exploring the utility of different design variants of virtual patients.
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